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ABSTRACT

Recent years have seen a steep increase in research being performed towards active space debris removal:
space debris has proven to be a very real threat to operational spacecraft, and studies indicate that the fre-
quency of collisions will only increase if nothing is done to remove large pieces of debris. In particular, ESA
has done studies towards removing Envisat from orbit, after communications were lost and were unable to be
reestablished. To this end, a scenario was proposed in which a robotic chaser satellite would use a tether to
interface with Envisat, either using a net or a harpoon, and proceed to deorbit the resulting tethered system.

This research tackles two main challenges relating to this scenario. First, a suitable model for the tether
was developed by discretizing the tether into a number of point masses and massless Kelvin-Voigt elements.
The influence of the number of nodes was investigated, showing that increasing the number of nodes used
does not significantly increase the fidelity of the solution. Therefore, it was chosen to model the tether with
two nodes and three elements. Additionally, multiple combinations of tether length, stiffness, and damping
were investigated.

Second, a preliminary design for a guidance and control system was developed. This system uses multiple
fixed-duration burns as the main deorbit strategy. The guidance system controls the relative state of the
chaser with respect to the target during and after these main engine burns: during burns, a hold point is
established at the equilibrium length of the tether, and during coasting phases the tether is kept slightly in
tension to reduce target and tether motion. At the transition between thrusting and coasting phases, the
thrust is gradually throttled down to further decrease these motions. The control system is designed to keep
the chaser level with the local horizon at all times. During the design process, the performance of guidance
and control systems based on linear quadratic regulators was used as a baseline for the same systems based
on sliding-mode control. Furthermore, three different thrust levels for the deorbit burn were examined.

It was found that the system based on sliding-mode control offered considerable performance improve-
ments over the LQR-based system: total propellant consumption was reduced by an average of 48%, while
adhering to the same tolerances. Furthermore, it was determined that high thrust levels are desirable for both
reducing propellant consumption as well as reducing target rotation. In terms of safety, collision can best be
avoided by using lower thrust levels or longer tethers. While this seems to conflict with minimizing required
propellant, minimal target rotation and minimal propellant consumption can still be achieved by using long
tethers with high stiffness. Finally, it was found that while sensitive to small changes in the initial conditions,
the precision of the terminal point is still high enough to allow the target to be deorbited in the South Pacific
Ocean. This result was independent of tether model, although higher thrust levels do increase the precision
further.
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1
INTRODUCTION

Since the launch of the first satellite Sputnik in 1957, mankind has placed countless spacecraft in orbit around
the Earth. Today, less than 10 percent of the trackable objects orbiting the Earth are operational satellites.
The remainder, along with the myriad of objects in orbit too small to observe, is simply junk, and has been
gathered under the common denominator of space debris. Space debris is becoming an increasingly serious
problem, which has been underlined by recent events, such as the collision of the operational Iridium 33 and
the inactive Kosmos 2251 satellites on the February 10, 2009 [1]. Such events, along with the longstanding
studies towards the evolution of debris belts by Kessler [2], have given a sense of urgency to find a solution
to the space debris problem. In the worst-case scenario, some orbits might already have a sufficiently dense
debris population to render them useless in the future, unless something is done to lower the collision risks.
Furthermore, it has become increasingly clear that to achieve this, the only solution is that space debris must
be actively removed from orbit. In the current economical, social, and political environment, this must addi-
tionally happen in a reliable, safe, and cost-effective manner.

To provide such a means for active space debris removal, the application of orbital tethers is a promis-
ing field of study. In the most common theoretical applications, orbital tethers offer the possibility of orbital
transfer without expending traditional propellants, and can therefore be very mass-effective. Additionally,
they offer a method of interfacing with the debris to be removed. However, issues still exist regarding the
safety and practicality of orbital tethers: these tethers tend to be quite large and are therefore susceptible to
debris strikes themselves. Much research is being done towards increasing safety and practicality of orbital
tethers, but very few missions have actually flown with them as of yet. Despite this, the use of tethers to ac-
tively remove space debris from orbit seems one of the most viable options available. With this in mind, it is
possible to formulate the following main research question:

“How can a tethered system of an active satellite and a large piece of space debris in Low-Earth Orbit be safely,
reliably, and cost-effectively removed from orbit?”

From this research question, more specific research objectives could be distilled: the first objective was to
develop an appropriate model for the dynamics of a tethered system of an active satellite and a large piece of
space debris; the second was to develop a preliminary design for a guidance and control system, and to asses
the influence of the tether parameters on mission performance.

Thus, two main fields of study were identified from the research objectives [3]. First, it was clear that the
dynamics of the tethered system would have to be adequately modeled to be able to draw any meaningful
conclusions from the research. Therefore, suitable models for the tether dynamics were created and verified.
Second, using these dynamics models, a preliminary design of a guidance and control system for the active
debris removal satellite was developed. This satellite, known in shorthand as the chaser, would use the tether
to interface with the selected large space debris, or target, and to transfer the momentum required for orbital
removal to the target. Within these fields, the effect of different modeling and physical parameters of the
tether itself will be investigated, along with different possibilities for stabilizing the resulting system while
achieving a successful debris removal mission. Ultimately, this is done to identify relationships between the
tether properties and mission-performance parameters. This allows recommendations to be formed as to
which models are most suited for particular requirements, again relating these back to reliability, safety, and
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2 1. INTRODUCTION

cost-effectiveness.
To achieve this, Chapter 2 will kick off by more precisely defining the problem space, as a good definition

of this permits the research to be conducted in a more focused manner. This includes stipulated requirements
as well as the scope of the research performed. Chapter 3 then proceeds to summarize the mission heritage
of space debris removal and orbital tethers. This is done to provide a conceptual base of what techniques
are currently being considered for active debris removal, and what the state of the art is concerning orbital
tethers. Then, Chapter 4 will provide an overview of the reference systems used to express the mathematical
models of the system dynamics, which will be treated in Chapter 5. This will cover the orbital and angular
dynamics of the chaser and the target, as well as the dynamical model of the tether itself. Chapter 6 will then
proceed to detail the theoretical background of the chosen control algorithms in a general sense. Using the
developed mathematical models and control algorithms, the exact implementation of these will be discussed
in Chapter 7. Finally, the results of the analysis will be presented in Chapter 8, allowing conclusions to be
drawn and recommendations to be formulated in Chapter 9.



2
PROBLEM FORMULATION

ADR represents a field of research involving missions and system designs which are highly complex in nature.
Thus, it was important to clearly demarcate the limits of the problem to be tackled during the course of the
performed research. This chapter will therefore aim to provide the reader with a complete understanding of
the problem space, as well as provide an overview of the assumptions that were made to make the problem
manageable. First, the problem background will be summarized in Section 2.1, after which the boundaries of
the problem space will be defined in Section 2.2.

2.1. PROBLEM BACKGROUND

The main driver behind the performed research is the unexpected loss of contact with the European Space
Agency (ESA) Earth-observation satellite Envisat on April 8, 2012 [4]. Envisat is the largest Earth-observation
satellite ever launched, clocking in at more than 8000 kg in mass and a spacecraft bus length of nearly 10 m.
Furthermore, Envisat is located in a densely-populated and highly-popular Sun-synchronous orbit (SSO),
which is home to many other operational Earth-observation satellites. The lack of a communications link
coupled with its massive size thus makes it a serious collision hazard to operational satellites. Besides posing
a threat due to the risk of a direct collision, large pieces of orbital debris, such as Envisat, also represent a
long-term hazard to the orbits they populate. This will be discussed in more depth in Section 3.1.

Because of this, ESA initiated several studies towards the possibilities of reducing the threat posed by
Evnisat [5]. From these studies, it was concluded that deorbiting Envisat was the most viable option for
eliminating the risk it poses to the current satellite population. Not only would this be the first mission to
actively remove space debris from orbit, it would also provide a technological basis for doing so more in the
future. Again, the necessity of this will be further detailed in Section 3.1.

Subsequent investigations by ESA towards deorbiting Envisat have resulted in a number of mission con-
cepts [5]. All of these concepts involve sending a robotic satellite to rendezvous with Envisat, capture it, and
subsequently deorbit it using a propulsion system on-board the chaser. Different capture mechanisms were
examined in these mission concepts, among which is the idea to catch Envisat with a net or harpoon. This
method would thus require the use of a tether to transfer required momentum to Envisat to remove it from
orbit.

The concept of using orbital tethers has been a topic of much research and debate in the past several
decades, a topic which will be discussed in more detail in Section 3.4. Although orbital tethers are a very
promising field of study, they also represent immense challenges for mission and system design, among oth-
ers with respect to the GNC of the tethered satellites. Thus, ESA released a call for proposals for the GNC
system of a robotic “chaser” satellite with the objective to deorbit Envisat, ambiguously dubbed the “target”
[3].

Based on the proposed Envisat deorbit scenario, an assignment for the performed thesis research was
created. This research was focused on two main points: the first was to investigate the dynamics of the system
in orbit formed by the target and the chaser connected by a tether. The second was to design a GNC system
capable of successfully completing the proposed mission.

3
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2.2. DEFINITION OF PROBLEM SPACE
The design of a complete GNC system, along with the required modeling of the system dynamics, is a com-
plex task. Therefore, it was of importance to clearly define the problem space for the performed research.
This would not only prevent the research from taking much longer than the allocated time, but would also
aid in performing focused literature reviews and thus efficient gathering of knowledge. Furthermore, two
main topics were the focus of this research: the analysis of the tethered system dynamics and the design of
a suitable GNC system. These two areas are strongly coupled, and it is therefore important to know exactly
what aspects of each need to be investigated.

First, an overview of the considered ADR scenario as proposed by ESA will be given, such that the elements
relating to this can be more clearly defined. Then, the most critical areas within this context were identified,
allowing the topics for research to be determined. This was first done for the topic of orbital tethered system
dynamics, and then done for the field of GNC system design.

2.2.1. ADR SCENARIO OVERVIEW

The overarching ESA study towards the removal of Envisat has been termed e.deorbit, as part of their Clean
Space program [5]. This study comprises both the investigations towards tethered options for deorbiting
Envisat, as well as more conventional clamping mechanisms or robotic arms. Particularly for the tethered
option, the deorbit GNC system was identified as a major challenge, inciting a call for proposals for such a
system [6].

ESA has proposed a scenario in the context of which the GNC system should operate [3]. The scenario
begins with the chaser and target already tethered together, with both being in a circular SSO at 800 km
altitude. This is important to note, as recent studies have indicated that Envisat has begun to tumble in its
orbit, making the capture and subsequent tranquilization phases distinctly nontrivial [7]. Nonetheless, it was
assumed that the rendezvous, capture, and stabilization of the target has already been performed successfully
for the performed research.

Then, the center of mass of the target defines the local reference frame in which the relative state of the
chaser can be expressed (discussed further in Chapter 4). In this frame, the chaser starts a certain distance
behind the target with the tether slack, as well as being slightly below and out-of-plane with the target. This
initial condition for the simulation is schematically shown in Figure 2.1.

Figure 2.1: Initial condition for the TSDS simulation scenario.

From the initial condition detailed above, the chaser must deliver the required momentum for deorbit to the
target, and re-enter the atmosphere along with it [3]. It is important to note that the tether is not connected
to the center of mass of either the chaser or the target, so during the mission both forces and moments will be
induced by the tether. Furthermore, the target was assumed to be completely uncooperative, so no internal
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“safe mode” would help stabilize its attitude and no information would be actively supplied to the chaser.
These factors are important when considering the design of the GNC system of the chaser.

2.2.2. TETHERED SYSTEM ANALYSIS
One of the groundbreaking features of the proposed ADR mission is to use a tether to connect the chaser to
the target. As the dynamics of such systems are still the subject of much research (see Section 3.4, a number
of different baseline models for the tether were presented by ESA [3]. These models are shown in Table 2.1,
with Emat being the Young’s modulus of the material, A the cross-sectional area of the tether, L0 the natural
tether length, m the tether mass, N the number of tether nodes, and c the tether damping constant.

Table 2.1: Physical tether models proposed by ESA [3].

ESA ID Emat [Pa] A [m2] L0 [m] m [kg] N c [Ns/m]
1 1 ·108 2 ·10−5 200 5 2 0.3
2 1 ·108 2 ·10−5 200 - 0 0.3
3 1 ·108 2 ·10−5 800 20 2 0.3
4 4 ·108 2 ·10−5 80 2 2 0.3
5 1 ·108 2 ·10−5 200 5 2 0.001
6 1 ·108 2 ·10−5 200 5 4 0.3

The proposed tether models encompass a range of different parameters to test, both in terms of modeling
the tether as well as its physical properties. Model 1 represents the nominal tether model. Models 2 and 6
then change the number of nodes used to represent the tether, and thus are designed to compare different
simulation models of the tether. Model 3 represents a long tether with nominal stiffness and damping, while
model 4 represents a short tether with high stiffness and nominal damping. Finally, model 5 reduces the
damping coefficient dramatically, while maintaining the nominal stiffness value.

The models presented in Table 2.1 provide a baseline set for investigations towards the influence of the
listed tether parameters on the deorbiting performance of the chaser. This forms the main challenge for
modeling the system dynamics, as the translational and rotational motion of arbitrary bodies in Earth orbit
is very well understood. Thus, a good representation for the tether dynamics had to be created, verified, and
integrated in the complete model. This model was based on discretizing the continuous tether into a discrete
number of nodes N to simplify the analysis [3], which will be discussed further in Section 5.4.

To allow for more time for the development of the mathematical model of the tether dynamics, it was
decided to use the Generic Guidance, Navigation, and Control Simulator (GGNCSIM) made by Dutch Space
(now Airbus Defense & Space Netherlands) to develop the orbital environment and dynamics model. GGNCSIM
consists of a set of Simulink libraries, which are designed to facilitate the building of a simulator for a space-
craft in the space environment [8, Ch. 15]. To this end, these libraries include environmental models, equa-
tions of motion, frame transformations, and various mathematical vector and matrix operations not indige-
nous to Simulink. Furthermore, extensive verification and validation (V&V) has been performed on these
models, ensuring that if properly implemented, the results will be reliable.

GGNCSIM has a very modular nature, but does not actually provide the simulator itself. Instead, it pro-
vides the building blocks necessary for the rapid construction of simulators specifically tailored to suit the
needs of the user. Thus, it is not hampered by the limitations of currently existing simulators, and allows the
user a lot of freedom when evaluating a specific scenario. Furthermore, this modular nature makes it very
intuitive to integrate the designed tether models.

With these points in mind, it was possible to determine a list of tasks which must be performed with
respect to modeling the system dynamics:

1. Construct models for chaser and target dynamics using GGNCSIM libraries.
2. Develop the mathematical model for the tether dynamics.
3. Integrate the tether dynamics model into the simulation.
4. Evaluate the proposed tether models with respect to mission performance.
5. If necessary, define additional tether models to better identify relations between tether parameters and

mission performance.
6. Evaluate the new tether models and compare them to the baseline models.
7. Evaluate the relations between mission performance and tether parameters.
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2.2.3. GNC SYSTEM DESIGN
The design of a GNC system consists, as the name suggests, of three main components: guidance, navigation,
and control [9]. Generally speaking, guidance relates to the translational motion of the satellite system, navi-
gation covers the determination of the state of the system, and control relates to the rotational motion of the
satellite system. More specifically, the navigation system first uses sensors and other measurement devices to
measure the state of the system [10]. This includes both its position and velocity as well as its orientation and
rotational rate. Both the guidance and control systems then use this measured state to generate commands
for actuators, which then apply forces and/or moments to the system according to these commands.

The general relations between the system dynamics, guidance, navigation, and control of a satellite in
orbit can be schematically represented as in Figure 2.2 (adapted from [9]). Note that in some cases, such as
for reentry vehicles or vehicles with a fixed engine, the attitude of the vehicle might influence its translational
motion, as well.

Figure 2.2: Schematic representation of a typical GNC system for a satellite.

Generally, a GNC system implemented on an actual satellite will have to cope with the rigors of reality. This
implies that it is not trivial to precisely determine the states of the system at any given time, and that the
behavior of the system may not be exactly as expected. For this reason, the system dynamics poses a problem
for the development of a simulator: as all test will be performed computationally, it is necessary to have some
kind of model of the actual system behavior. This model must provide reasonable approximations of the
behavior of the satellites, as well as the tether, in the orbital environment.

It was chosen to focus on the system dynamics, guidance, and control, in descending order of importance,
while leaving navigation out of the equation altogether. However, this does not mean that navigation is less
important, as obtaining sufficiently accurate information on the system state can be immensely challenging
as well. Nonetheless, it was decided that navigation was the least relevant when considering the influence
of tether dynamics on the system performance. This was also done to keep the research within the allocated
time. The system dynamics have already been discussed in the previous section; thus, a short discussion on
the guidance and control (GC) system will be shown next.

GUIDANCE

The development of a suitable guidance system is of great importance for a tethered ADR mission. Since the
tether is elastic, there is a large risk of collision between the chaser and the target during operation. Addi-
tionally, it is required to somehow deorbit the TSDS to achieve mission success. Therefore, the goal of the
guidance system is twofold: first, it must deorbit the TSDS, and second, it must do so without the chaser and
target colliding with each other.

The simplest form of using a tether for ADR is to use it as a medium for transferring thrust produced by the
chaser to the target. ESA proposed a baseline strategy for the guidance system based on this principle, using
multiple fixed-duration, constant-magnitude burns from the chaser to lower the periapsis of the TSDS to in-
duce a controlled reentry [3]. This strategy was used as a starting point for the guidance system development,
and based on the results of the analysis it would be judged if this strategy was sufficient or if alternatives had
to be devised. For collision avoidance, no baseline strategy was presented, thus the design of guidance logic
to achieve this was also necessary.
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It was decided to implement two types of control algorithms in the guidance system, which will be discussed
further in Chapter 6. First, a baseline for performance would be established using a traditional state-feedback
controller in the form of a LQR. This type of control system has been widely used, and provides an optimal
solution to the control problem. Then, it was chosen to implement a SMC-based system as well: SMCs have
proven to be very capable at dealing with uncertainties in the model [11], and thus are promising for applica-
tion in a tethered system. The performance of the SMC could then be compared to that of the LQR baseline.
Thus, it was possible to define the tasks necessary for the design of the guidance system:

1. Define constraints with respect to the safety of the operation.
2. Define a collision-avoidance strategy in compliance with the baseline strategy.
3. Set up the LQR and SMC guidance algorithms.
4. Set up the baseline system using fixed-duration, constant-magnitude burns.
5. Evaluate this baseline system with respect to safety and performance.
6. Evaluate the performance of the SMC compared to the LQR baseline.

CONTROL

Finally, the control system was expected to be the least complex part of the GC system development, but this
does not make it any less essential. As the main thruster is fixed along one of the chaser body axes [3], the
control system is responsible for keeping the chaser in the correct orientation during deorbit burns in the
baseline strategy. This correct orientation is defined as simply along the y-axis of the target local reference
frame. Furthermore, this orientation was to be maintained at all times, effectively forming a very simple
control law.

As with the guidance system, an LQR and an SMC were implemented in the control system, resulting in a
similar list of tasks to be performed. These can then be compared to each other in terms of performance. A
complete list of tasks relating to the control system is shown below:

1. Set up the LQR and SMC control algorithms.
2. Set up the baseline system for keeping the chaser oriented correctly at all times.
3. Evaluate the baseline system with respect to mission performance.
4. Evaluate the performance of the SMC compared to the LQR baseline.

2.2.4. CONCLUDING REMARKS
In this section, the main challenges of this research were identified. For the tethered system analysis, it was
determined that the design of an appropriate model and the selection of suitable physical parameters is of
primary importance. This is due to the fact that the proposed concept is beyond the state-of-the-art for
orbital tethers, as discussed later in Section 3.4.

For the GC system, it was decided to implement two different control algorithms, with the more common
LQR providing benchmark performance characteristics with which to compare the results from the more
advanced SMC. These would be implemented both in the guidance and the control system, and the effect of
each on mission performance will be investigated. It was also determined that collision avoidance is a main
goal of the guidance system, requiring the development of a suitable guidance law. The control system has as
primary function to keep the chaser level with the local horizon at all times.





3
MISSION HERITAGE

The idea to remove space debris from orbit using tethers poses many challenges to the design and testing of
a GC system. Therefore, an important first step was investigating the mission heritage of both space debris
removal activities and orbital tethers. Thus, this chapter aims to provide a good overview of the heritage
and legacy of both fields: Sections 3.1 and 3.2 will examine the history and future of space debris removal in
practice, respectively. Then, the heritage of orbital rendezvous and proximity operations will be discussed in
Section 3.3, as this proves a vital field for ADR. Finally, the history of realized space-tether missions and the
current research in this field are summarized in Section 3.4.

3.1. HISTORY OF SPACE DEBRIS REMOVAL
In this section, a brief history of space debris removal activities up to the present will be discussed. Currently,
space debris mitigation is a more accurate description than space debris removal for the activities being per-
formed, as these have so far been confined to the realms of detecting and tracking objects in orbit, and the
limitation of the growth of the population of these objects. A few exceptions exist to this, however. First, the
tracking of space debris will be clarified, and second, a summary of the methods used to limit the growth of
space debris will be given.

3.1.1. DETECTION AND TRACKING OF SPACE DEBRIS
Before anything can be done about mitigating space debris, these objects must be detected and tracked.
The United States Space Command catalogues and tracks around 15,000 objects in Earth orbit, with sizes
upwards of 10 cm in LEO and upwards of 1 m at geosynchronous altitude [12, Ch. 7.5]. The orbits of these
objects, of which only around 1000 are operational satellites, are analyzed and the predictions made can be
used by satellite operators to perform avoidance maneuvers [12, Ch. 19.2]. A computer generated image of
the objects in Earth orbit currently being tracked is shown in Figure 3.1.

However, a significant population of objects smaller than the 10 cm detection limit exists in low-Earth
orbit (LEO) due to previous collisions or simply by operational practices. This consists of objects such as lost
lens caps or explosive bolt fragments [12, Ch. 7.5]. These objects cannot be effectively detected or tracked,
meaning the only mitigation method currently in existence is to add shielding to a spacecraft [12, Ch. 7.5].
However, adding shielding means that mass must be added to the system, and to provide enough shielding
against the larger untrackable objects would require excessively heavy shielding.

3.1.2. DEBRIS GROWTH LIMITATION METHODS
The current policy of most space agencies is to implement methods to limit the growth of space debris. These
practices are intended to prevent runaway growth in what is known as the Kessler syndrome: a case in which
collisions between orbiting objects create a cascade of debris particles and further collisions, effectively ren-
dering an orbital belt unusable [2].

The Inter-Agency Space Debris Coordination Committee (IADC) is an international committee of national
space agencies and ESA for coordinating activities relating to space debris, which has set a number of guide-
lines relating to the limitation of the growth of space debris [12, Ch. 30.1]. In doing so, the IADC has defined
two “protected” regions of space around the Earth: the LEO region is defined as the sphere around the Earth

9
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Figure 3.1: Computer generated image of tracked orbital objects [13].

up to an altitude of 2000 km, and the geostationary orbit (GEO) region is defined as geosynchronous altitude
(35786 km) plus and minus 200 km, with inclinations of zero plus and minus 15 degrees [14]. It is stipulated
that satellites at the end of their mission should be removed from these protected regions, a practice known
as end-of-life (EOL) disposal. These protected regions are visualized in Figure 3.2.

Figure 3.2: Schematic representation of IADC protected regions [14].

For the LEO region, several options are presented [14]: the preferred method for space debris mitigation is to
perform a direct, controlled re-entry of the satellite. This causes the satellite to burn up in the atmosphere
or to fall into the ocean, if the satellite is too large to burn up completely. However, this requires sufficient
capability of the attitude and orbit control system (AOCS), as well as sufficient propellant reserves to perform
the maneuver. This leads to an increase in the necessary propellant mass and therefore increasing the costs
[12, Ch. 30.2].

It is also possible to boost the satellite into a so-called graveyard orbit at EOL [12, Ch. 30.2]. As with
the option of direct re-entry, a significant amount of propellant allocated to this maneuver is required. For
LEO, graveyard orbits are defined as stable orbits with a perigee above 2000 km and an apogee below 35586
km, thereby encompassing the region between the two protected regions defined previously. Analysis shows
that it is only more beneficial from a propellant point of view to use this option if the initial mission orbit is
above 1400 km altitude [12, Ch. 30.2]. Furthermore, this method does not have the benefit of actually having
removed the satellite from orbit, and care must be taken to avoid common orbits, such as the 12-hour orbit
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altitude popular with navigation satellites.

Finally, it is possible to place the the satellite in an orbit with a sufficiently low perigee that it will naturally
decay within 25 years [12, Ch. 30.2]. It must be noted that while this option (usually) requires the lowest
amount of propellant, the re-entry will in fact be over a relatively random location on Earth. It therefore must
be proven that the satellite will fully burn up in the atmosphere, and will not pose a hazard to the public or
cause excessive environmental damage [14].

For GEO disposal, the common practice is to raise the orbit to a very near-circular orbit with a stipulated
minimum perigee altitude of 36021 km, along with an extra margin depending on the satellite parameters
[14].

In all disposal cases, the satellite is stipulated to be put into a passive state, minimizing the on-board
energy and reducing the risk of on-orbit break-up. This includes venting propellant or burning leftover pro-
pellant to change the orbit, discharging batteries, relieving pressure vessels, and deactivating gyros and mo-
mentum wheels [14].

A problem with the IADC guidelines summarized above is that they are not yet legally binding, and it is
therefore the responsibility of the operators and agencies to ensure they are enforced [12]. In most cases,
scientific and military operations follow these guidelines, while commercial operators might elect not to, due
to the increased costs associated with EOL disposal.

3.1.3. ACTIVE DEBRIS REMOVAL ACTIVITIES

The practices summarized in the previous subsection are all methods to limit the growth of the space debris
population, and thus do not provide a solution for space debris already present in orbit. ADR is the practice of
actively removing space debris from orbit, to reduce the number of objects in orbit, and thus lowering the risk
of collisions and the onset of the Kessler syndrome. Research has suggested that ADR practices are already
necessary to prevent the Kessler syndrome from occurring [2].

However, up to the present the concept of ADR has been the field of theoretical study only (and will be
discussed further in Section 3.2), with a few exceptions: on four Space Shuttle missions, hardware in orbit was
recovered by the Shuttle and returned to Earth [15]. The recovery of the Westar VI satellite during STS-51A is
shown in Figure 3.3.

Figure 3.3: Westar VI being berthed in the cargo bay of Discovery using the Orbiter’s robotic arm [16].

The hardware retrieved during these Space Shuttle missions consisted both of derelict commercial satellites
as well as scientific experiments, and can therefore not solely be considered ADR activities. The basic concept
of removing objects from orbit is the same, however, proving, in part, the feasibility of the concept.
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3.2. FUTURE OF SPACE DEBRIS REMOVAL

This section will focus on research being done in the field of ADR, which comprises a wide range of research
topics. This section will attempt to concisely summarize the most popular topics being investigated in ADR.
However, this list is by no means all-inclusive with respect to each individual piece of research.

Research towards the need of ADR was performed by Liou [17], in which the evolution of the existing
debris environment is re-evaluated (comparing the results to Kessler’s work) and the effectiveness of certain
ADR activities is examined. The conclusion of this work is that the current debris environment indeed poses
a threat to the long-term use of the LEO regime, and that ADR activities would indeed be effective at miti-
gating this threat. Several methods of actively removing debris under recent investigation are detailed in the
remainder of this section. Particular focus will be on the use of tethers for ADR.

3.2.1. LASERS FOR ADR
Some of the earlier investigations towards ADR involve the use of high-power lasers, proposed both by Schall
[18] and Monroe [19] in the early 1990s. A crucial difference between these two investigations is that Schall
proposes to place the laser in orbit, while Monroe suggests a ground-based installation. The concept of a
ground-based installation is again examined by Phipps et al. [20] in 2012, taking recent developments into
account. This technique is most applicable to small pieces of debris, up to 10 cm in diameter [19] and 1 kg in
mass [18, 20], which, incidentally, are the most difficult pieces of debris to track [12, Ch. 7.5]. However, both
Phipps et al. and Monroe state that larger pieces can also be de-orbited, but simply would require multiple
firings to accomplish this.

Once the debris would have been located and tracked, the laser would be fired at the piece of debris as
it comes “towards” the laser station. This is crucial, as the principle behind using lasers to remove debris is
not to completely vaporize the debris, but to impart a de-orbiting impulse on the debris: simply put, one
side of the debris will be irradiated, and will expel vaporized material due to this radiation. Thus, similar to
a conventional rocket engine, the debris will experience a thrust-like force opposite to the direction the laser
beam was fired from. This causes the debris to lose velocity, which lowers the semi-major axis and increases
the eccentricity of its orbit, causing it to burn up in the atmosphere. Therefore, the effectiveness of such a
system is greater at low altitudes.

It must be noted that the social and political implications of high-powered lasers in orbit around the Earth
was not included in the scope of these investigations.

3.2.2. EXISTING PROPULSION TECHNOLOGY FOR ADR
Another trend is to use existing spacecraft propulsion technologies for ADR. As already discussed in Chap-
ter 2, ESA’s e.deorbit study focuses on using a robotic chaser to rendezvous with the debris, interface with it,
an subsequently deorbit it using conventional chemical propulsion [6]. This technique is irrespective of the
interfacing mechanism considered. Furthermore, the emphasis of this research is the safety and cost of the
entire mission, as it is targeted for very near-future application.

Bonnal et al. [21] and Martin et al. [22] suggest using robotic probes to install propulsion kits on pieces
of space debris, which would then be fired an would subsequently cause the space debris to de-orbit. This
is, however, only a practical option for large pieces of space debris, such as rocket stages or derelict satellites.
Also, if the debris is tumbling, proper orientation of the thruster pack may prove challenging.

Pergola et al. [23] suggest using a low-thrust, high-efficiency electric propulsion system to power a robotic
probe, which will approach a piece of debris and apply an expanding foam to the debris, greatly enlarging the
area-to-mass ratio thereof and causing it to decay more quickly due to aerodynamic drag. An advantage of
this technique is that no docking system between the probe and debris is required, and that the probe can be
re-used after applying the foam to the debris. However, due to this technique’s reliance on aerodynamic drag,
it can only be feasibly performed at low altitudes.

More exotic is the concept of ion beam shepherding proposed by Bombardelli and Peláez [24]. The con-
cept is to use an ion propulsion system on board the “shepherding” satellite to project an ion beam at the
piece of debris, imparting momentum on the debris. At the same time, a similar ion propulsion system on
the shepherd is fired in the opposite direction, maintaining close proximity of the shepherd to the debris. The
momentum being transferred to the debris would alter its orbit and cause it to re-enter. An advantage of this
system over many other types of debris removal is that, again, no physical attachment between the shepherd
and the debris is required. However, this technique is also only more applicable to larger debris.
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3.2.3. TETHERS FOR ADR

By far the greatest current trend in ADR research is the investigation of tether-based systems. The application
of this technology towards ADR was first published by Forward et al. in 2000 [25]. This proposal, coined the
“Terminator Tether™,” was first proposed as a cost-effective means of EOL disposal in 1998 [26], but was later
expanded to apply to ADR. The concept uses a so-called electrodynamic tether (EDT), which in principle is a
long (multi-km), conducting wire extended from the spacecraft. Since this conducting wire would be moving
through the Earth’s magnetic field, a drag-like Lorentz force would be induced, slowing the satellite down
and causing it to de-orbit. A great advantage of EDT systems is that they are passive when used in the drag-
inducing configuration considered for ADR, meaning that no traditional propellants are required to de-orbit
the debris.

The Terminator Tether™ would be a self-contained system, which could be attached to a satellite with
minimal interaction required between the Terminator Tether™ and the satellite, apart from a physical at-
tachment point [25]. However, how the Terminator Tether™ would be attached to a piece of debris already
in orbit is not examined further.

Following the proposal of the concept, a number of studies were performed concerning the risks of op-
erating such long tethers in orbit. Van der Heide and Kruijff [27] investigated the risks of the EDT concept,
as well as so-called the momentum exchange tether (MXT) concept, the latter of which use tethers to me-
chanically transfer momentum between objects. They conclude that while both types of technology show
great promise, care must be taken to not create more debris if the tether is severed. Therefore, the use of
DU-tethers is suggested, which simply are tethers made out of a material which is degradable by ultraviolet
radiation. This research is unique in that it also considers MXTs, while the rest of the field is focused on EDT
systems.

Pardini et al. [28] investigated the survivability of EDT systems in the case of an impact with space debris.
The probability of such an occurrence is relatively high, due to the fact that proposed tether designs are
generally a number of kilometers in length. They conclude that using multi-strand tethers with multiple knots
and loops spaced equally across the tether length increases the probability of survival for a tether during a
de-orbit mission. Further work was performed by Pardini et al. [29] towards the safety of operating EDTs and
their survivability with the risk of debris strikes in cooperation with the IADC.

Bombardelli et al. [30] have conducted a first-order design of an EDT system, and evaluated its perfor-
mance at de-orbiting several classes of upper rocket stages of which there are large populations in LEO. Only
the tether itself is considered in this investigation, with the method of connecting this system to the debris
not being discussed. It is concluded that with the proposed tether system, the aforementioned upper rocket
stages can be de-orbited in a number of weeks during worst-case conditions.

The design of a microsatellite system for ADR using EDT technology was proposed by Nishida et al. [31].
This research focuses on the design of the actual ADR system itself, rather than wholly on the functioning of
the EDT. Therefore, it includes the design of a robotic arm for grappling the piece of debris which is to be
de-orbited.

The design of an EDT-based mission plan for removing large amounts of space debris was presented
by Levin et al. [32], using an EDT system designed previously by Pearson et al. [33]. Using this plan, it is
suggested that the costs per unit mass to remove space debris would only be a small fraction of typical launch
costs per unit mass, and that it is possible to affordably remove 2500 pieces of debris over 2 kg in mass from
LEO in 7 years. Doing so would virtually eliminate the risk of collisions with debris in LEO.

3.2.4. CONCLUDING REMARKS

In summary, the field of research towards active debris removal is quite diverse, with a surprising amount of
research being done towards EDTs to de-orbit space debris. This technology makes it possible to de-orbit
large pieces of debris in relatively short time spans, while being a completely passive system. A potential dis-
advantage is the great length of these systems, making them vulnerable to debris strikes themselves, although
this problem can be solved through smart tether design.

In general, it can be concluded that the concept of using space tethers to deorbit debris, either EDTs or
MXTs, is promising. However, no mention is made of using the tether simply as an interface between the
ADR satellite and the debris, and using traditional propulsion techniques to deorbit the debris. Therefore,
additional examination of the research towards the applications of orbital tethers will be done in Section 3.4.
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3.3. RENDEZVOUS MISSIONS
This section will explore the history of orbital rendezvous missions. As seen in Section 3.2, most ADR methods
require close-proximity operations between the removal satellite and the debris. Due to this close interaction,
it is important to know what proximity operations have been done so far to understand the limits of current
technology. First, the early attempts at orbital rendezvous during the height of the space race will be summa-
rized; second, this will be done for the more modern practices.

3.3.1. EARLY INVESTIGATIONS TOWARDS ORBITAL RENDEZVOUS
The early space programs performed very preliminary investigations into the concept of orbital rendezvous.
The Russian Vostok program performed several “dual launches”, in which two spacecraft were launched into
identical orbits within the span of one day [34]. These spacecraft then closed to within a few kilometers,
but due to the limited maneuvering capability of the Vostok spacecraft, these formations could not be main-
tained. The American Mercury program primarily focused on the physical ability of astronauts to actively
pilot spacecraft, as the philosophy of the American space program was to perform manual maneuvers due to
the greater initial flexibility [34].

GEMINI AND APOLLO PROGRAMS

The findings of the Mercury program allowed the USA to truly perform tests with manned orbital rendezvous
in the Gemini program. During the course of this program, rendezvous was first performed between two
Gemini spacecraft, which approached to a distance of 30 centimeters [34]. Docking was also performed sev-
eral times between a Gemini chaser and an Agena target vehicle. The final approach procedures in the Gemini
program were performed manually by the pilot of the capsule. A view from the cockpit of Gemini 8, which
performed the first on-orbit docking flight, is shown in Figure 3.4.

The rendezvous and docking procedures necessary for the Apollo program were based on those of the
Gemini missions [35]. For Apollo, these were necessary for the Lunar Ascent Module to dock with the Com-
mand and Service Module in orbit, after lifting off from the surface of the Moon. Again, as with Gemini, the
Apollo rendezvous procedures were controlled by the pilots [34].

It is interesting to note that the American rendezvous philosophy of manual control, while allowing greater
initial flexibility as mentioned before, made no attempt to standardize orbital rendezvous procedures [35].
This made it necessary for unique trajectories to be computed for each mission, and as mentioned previ-
ously, the final approaches were performed manually, fully relying on the skills of the pilot. For the Gemini
and Apollo missions, a lot of time was spent on training the crews to perform the specific mission, resulting
in high costs [35].

SOYUZ/PROGRESS PROGRAM

The Russian Soyuz program was the successor to the Vostok program, and was intended to demonstrate ad-
vanced manned operations in orbit [34]. As opposed to the Vostok, the Soyuz was designed to be a far more
capable spacecraft, which could perform fully autonomous rendezvous and docking. This was demonstrated
with the Kosmos 186 and 188 spacecraft, which performed the first ever fully autonomous docking between
two unmanned spacecraft [34]. Also, a few years later, two manned Soyuz spacecraft performed a docking ma-
neuver and exchanged crew members between two spacecraft (even before this was managed by the Apollo
program) [34].

The Soyuz proved to be a versatile spacecraft with good longevity. It is currently still in operation, and both
it and its unmanned cargo derivative Progress perform routine flights to the International Space Station (ISS)
[34]. The spacecraft has been refitted with more advanced systems compared to those used in the early days
of the space race, but is essentially unchanged.

3.3.2. RECENT ORBITAL RENDEZVOUS PRACTICES
Orbital rendezvous is an important part of modern-day space operations. While spacecraft such as the
Soyuz/Progress have proven their worth, newer systems specifically tailored towards performing orbital ren-
dezvous have become increasingly prevalent. Such systems include the Space Shuttle and all activities related
to the construction and resupply of large space stations such as the ISS.

SPACE SHUTTLE PROGRAM

The Space Shuttle was designed to perform a wide variety of rendezvous missions, such as crew and cargo
transfer to space stations, satellite servicing and retrieval missions, and on-orbit assembly missions [34]. The
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Figure 3.4: View of the Agena target vehicle from Gemini 8 [36].

situation is made even more complex due to the fact that many targets would not possess navigation aids, and
would not have been designed to interface with the Orbiter [15]. However, although these missions are a good
deal more complex than the missions performed for the Gemini and Apollo programs, the basic rendezvous
procedures used are very similar to those missions [35]. Due to thruster-plume-impingement constraints,
however, the final approach trajectory was altered from the tried-and-tested methods used on Gemini and
Apollo [15].

Another large difference between the Space Shuttle the Gemini and Apollo programs is the use of a robotic
arm to retrieve and berth satellites slated for retrieval or servicing, as opposed to directly docking with these
satellites [15]. To resupply the ISS, however, the Orbiter did perform a direct docking maneuver.

CURRENT ISS RESUPPLY ACTIVITIES

Apart from the aforementioned Progress vehicles, several other unmanned vehicles are currently used to
resupply the ISS [37]. Of these vehicles, the ATV [38] also performs a fully automated docking maneuver,
while the Dragon [39], HTV [39], and Cygnus [40] are berthed using the robotic arms installed on the station.

3.3.3. CONCLUDING REMARKS

Based on the material presented in this section, it is clear that close proximity operations are well-understood
aspects of space flight. In addition, it is apparent that it is possible to perform these operations autonomously,
as done by the Progress and ATV. Thus, it is concluded that close proximity operations between orbiting bod-
ies is definitely possible, and does not form a significant obstacle for ADR.

3.4. SPACE TETHER MISSIONS

This section will discuss the use of tethers in space flight, together with a discussion on the applicability of
space tethers to the active-space-debris-removal problem. As has already been seen, orbital tethers are both
a promising and a controversial research topic, offering both immense gains as well as massive risks. First,
the history of tether usage in space will be reviewed, including which missions have incorporated tethers in
their design. Then, current trends in space tether research will be highlighted.
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3.4.1. HISTORY OF SPACE-TETHER APPLICATIONS
The earliest usage of space tethers is found in the concept of space elevators and skyhooks [41]. While these
concepts are of a much larger scale than the studies conducted more recently in this field, as will be seen later
on, they did spark interest in the use of tethers in various ways to transport payloads.

A number of missions has performed experiments with space tethers over the course of the space age,
even as far back as two Gemini missions in 1967 [41]. The most well-known space tether missions were the
TSS-1 and TSS-1R missions performed during the Space Shuttle Program [41]. Both missions were intended
to deploy a 20 km EDT, although neither was fully successful in doing so: the tether on TSS-1 severed after
only 260 m of deployment, while the TSS-1R managed to deploy 19.6 km of tether before the tether snapped
[41]. However, the tether on TSS-1R was deployed to such a length that some of the scientific objectives could
still be met [42]. An artist’s impression of the TSS-1 system and the deployment of TSS-1R can be seen in
Figures 3.5 and 3.6, respectively.

Figure 3.5: Artist’s impression of the TSS-1 system [43]. Figure 3.6: Deployment of the TSS-1R system [44].

Several other orbital experiments with long tethers were conducted with more success. The TiPS mission in
1996 utilized a nonconducting, 4 km long tether, and conducted experiments in tether physics [41]. More
impressively, the YES2 mission was slated to deploy a 30 km tether, which would be used to de-orbit a re-
entry capsule using swinging momentum exchange [41]. However, due to an error in the deployment system,
the tether was overdeployed to an estimated 31.7 km, after which it was severed [45]. This was later estimated
to have given the required impulse to the de-orbit the re-entry capsule, although the capsule itself could not
be tracked or recovered [45]. This is of particular interest for the topic of ADR, as it proves the validity of the
concept of using momentum exchange to provide a de-orbiting impulse to a piece of space debris.

3.4.2. CURRENT TRENDS IN SPACE TETHER RESEARCH
Space tethers are a “hot topic” in the field of space flight, and current research into this field is very diverse
[46]. One of the most tantalizing aspects of space tethers is the possibility of providing transportation in space
without the use of “traditional” propellants (such as chemical or ion propulsion). The use of both MXTs and
EDTs are proposed to this end, with mission applications ranging from simply attitude control [47] to the
grander scope of interplanetary transfer [48].

Much research is also being done towards the dynamics of tethers in space [46]. Often, tethers have been
modeled as a dumb-bell system, in which two massive bodies are connected by a rigid tether of low to negligi-
ble mass. However, this is not always the case, as tethers are most definitely not rigid and therefore subjected
to flexural effects [46]. Recent studies have therefore also focused on including the non-rigid properties of
tethers in the models used to analyze such systems.

GUIDANCE & CONTROL OF SPACE TETHERS

While the dynamics of space tethers are under much scrutiny, the application of these dynamics models to
guidance and control laws is actually limited [46]. Most research being done into the control of space tethers
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is in the deployment and retrieval strategies of tethers, with additional emphasis on tether stability during
these operations.

Also, the attitude stability of tethered spacecraft is identified as an issue [46]. Some research has been
done towards this problem: the implementation of a kite-like tether for attitude control is proposed in [49],
focusing on a two-tether design which is passive in nature. A later study focuses on stabilizing the attitude of
the base spacecraft while keeping tether perturbations small [50].

SPACE TETHERS AND SPACE DEBRIS

The use of tethers for ADR has already been discussed in Section 3.2. However, within the total scope of re-
search being done in tethered space systems, research towards using tethers for ADR actually only represents
a small fraction of this [46]. Also, most proposed tether designs are of the order of kilometers in length, and
are therefore susceptible to space debris themselves, although the survivability of tethers is subject to some
investigation [46].

Therefore, there seems to be a paradox when investigating the use of tethers as described in the majority
of the research for ADR: due to the fact that tethers of sufficient length to provide the impulse to de-orbit
space debris are more susceptible to being struck by debris, they might not be the safest or most sustainable
method to do so. Therefore, MXTs and EDTs as described in the literature still face major hurdles before these
can be implemented.

3.4.3. CONCLUDING REMARKS
While the use of tethers for ADR is a promising field of research, a number of obstacles still need to be over-
come before actual implementation is possible. Most important of these is the lack of research towards the
guidance and, to a lesser degree, control of space tether systems, especially when an ADR system of an active
and a passive satellite is considered. If tethered ADR is to be realized, research must be performed towards
this topic.

In addition, no research could be identified in which tethers are considered solely as a mechanical means
of transferring momentum from an engine on an active chaser to a passive target: most research towards
MXTs focuses on methods involving libration, spin, and impractically long tether designs. Furthermore, EDT
designs are also generally require very long tethers, and interactions with the Earth’s magnetic field can also
be complex to model. Therefore, using tethers for simple mechanical momentum transfer seems a more
practical solution in the short term.





4
COORDINATE SYSTEMS

It is clear that modeling the dynamics of orbital tether systems poses a significant problem. However, before
the mathematical models used to analyze the motions of the TSDS can be properly detailed, it is important
to categorize the different coordinate systems in which these models are described. Also, it is important to
know how one system can be transformed into another.

Therefore, this chapter will provide a threefold summary of the used coordinate systems. First, the refer-
ence frames themselves will be described in Section 4.1. Second, the state variables used to express the state
of the TSDS will be listed in Section 4.2. Third, a number of general and specific reference system transfor-
mations will be presented in Section 4.3.

To avoid confusion, it must first be stated that a reference frame will refer specifically to the set of axes used
in three-dimensional space in which the state variables are expressed. A coordinate system thus encompasses
the combination of the used reference frame and state variables.

4.1. REFERENCE FRAMES
This section will provide an overview of the different reference frames which were used during the performed
research. These frames can be divided into two categories: Earth-centered reference frames and vehicle-
centered reference frames. Both types of reference frame have their specific uses when considering an ADR
mission, and both the frames themselves and their usage will be described. Note that all described reference
frames are orthogonal right-handed frames.

4.1.1. EARTH-CENTERED REFERENCE FRAMES
As the name suggests, Earth-centered reference systems are reference systems which have the origin located
at the center of mass of the Earth [51]. This makes Earth-centered frames useful for determining satellite
orbits about the Earth, as the dominant force in Earth orbit is provided by the Earth’s gravity. Two frames will
be discussed here, the Earth-centered inertial (ECI) frame and the Earth-centered, Earth-fixed (ECEF) frame.

GEOCENTRIC EQUATORIAL (ECI) REFERENCE FRAME

The Geocentric Equatorial reference frame [52, Ch. 1.4] has the xy-plane located in the equatorial plane of
the Earth, with the x-axis pointing towards the vernal equinox and the z-axis pointing towards the geographic
North pole, with the y-axis completing the right-handed coordinate system. This is visualized in Figure 4.1.

The Geocentric Equatorial frame is often considered a so-called ECI reference frame, and will be referred
to simply as the inertial (I ) frame throughout the remainder of the text. However, strictly speaking it is at best
a pseudoinertial frame. This is due to the fact that both the equatorial and ecliptic planes, which define the
Geocentric Equatorial frame, vary in time [52, Ch. 1.7]. Common practice is therefore to define a certain ECI
frame as the Geocentric Equatorial frame at a certain epoch. These resulting ECI frames are very useful for
the computation of satellite orbits around the Earth, as long as the considered time spans are not too long. In
this case, specifically, the J2000 frame will be used, which was defined on January 10, 2000, at 12:00.

Since it can be considered an inertial frame, however, the ECI frame is ideal for formulating the equations
of motion of Earth-orbiting satellites. In this case, no apparent forces have to be introduced in the model,
making it very intuitive to implement. Further adding to its intuitive implementation is the alignment of the
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z-axis with the North pole, and thus the coincidence of the equatorial plane with the ECI xy-plane. The axis
orientations of the Geocentric Equatorial frame are summarized below.

• Origin in the geometric center of the Earth
• x-axis in the direction of the vernal equinox in Earth’s equatorial plane
• y-axis perpendicular to the x-axis in Earth’s equatorial plane, completing the right-handed system
• z-axis in the direction of the North pole, perpendicular to the xy-plane

Figure 4.1: Schematic representation of the Geocentric
Equatorial frame [52, Ch. 1.4].

Figure 4.2: Relation between ECI and ECEF frames [9, Ch. 3.2].

ECEF (R ) REFERENCE FRAME

The ECEF reference frame [52, Ch. 1.4] is a geocentric coordinate system which rotates along with the Earth:
the origin of this system is still located at the geometric center of the Earth, but now the axes are defined by
topographical features instead of celestial features. As with the ECI frame, the xy-plane of the ECEF frame is
still located in the equatorial plane, with the z-axis again passing through the North pole and is thus aligned
with the rotation axis of the Earth. However, the x-axis is now defined by the Greenwich meridian, and the y-
axis completes the right-handed reference frame by passing through the line of longitude at 90◦E. The relation
between the ECI and ECEF frames can be seen in Figure 4.2.

Since the ECEF frame rotates in Earth-centered inertial space, it is a non-inertial frame. Therefore, care
must be taken to take inertial forces into account when modeling dynamics in this frame. However, since it
is fixed to the topography of the Earth, it is very important for defining target areas for the final deorbit of the
TSDS, as settled areas should be avoided as a target zone. It is common to use an area in the Pacific Ocean
known as the South Pacific Ocean Unpopulated Area (SPOUA) for deorbiting satellites, shown in Figure 4.3
[53]. The axis orientations of the ECEF frame is summarized below.

• Origin in the geometric center of the Earth
• x-axis in the direction of the Greenwich Meridian in Earth’s equatorial plane
• y-axis perpendicular to the x-axis in Earth’s equatorial plane, completing the right-handed system
• z-axis in the direction of the North pole, perpendicular to the xy-plane

4.1.2. VEHICLE-CENTERED REFERENCE FRAMES

Apart from the Earth-centered reference frames discussed previously, vehicle-centered reference frames prove
to be useful for expressing the relative orbit dynamics of satellites. Additionally, they are indispensable for
describing the orientation of the satellite to which they are fixed. These frames are usually centered in the
center of mass of the satellite, although this need not be the case. No single convention exists for the axis
orientations, either: it is possible for these to be fixed to the satellite body, or to be defined for instance by
the position or velocity of the satellite. Two such frames will be defined: the RSW -frame and the satellite
geometric frame.
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Figure 4.3: Location of the SPOUA, taken from Google Earth. Visible are New Zealand to the left, Antarctica at the bottom, and South
America to the right. The SPOUA is the red square [53].

RSW (H ) FRAME

The RSW -frame is a vehicle-centered frame which is principally defined by the radius vector from the geo-
metric center of the Earth to the invariant center of mass of a satellite [52, Ch. 1.4]. The R-axis points outwards
along the radius vector, the S-axis is perpendicular to the radius vector in the orbital plane (and points in the
same direction as the velocity vector at perigee and apogee), and the W -axis is normal to the orbital plane,
completing the right-handed frame (which places it in the same direction as the angular momentum vector
of the orbit). This is visualized in Figure 4.4.

Figure 4.4: Schematic representation of the RSW frame [52, Ch. 1.4].

The RSW -frame is also known as the Hill frame, as this frame is used to express the linearized Hill equations
(also known as the Clohessy-Wiltshire equations), which govern the relative motion between two satellites in
close proximity [51, Ch. 9.1]. Thus, it will be referred to as such throughout the remainder of the text. Since it
is defined by the instantaneous radius of the satellite, it is also a non-inertial frame. The axes are also known
by the designations R-bar, V-bar, and H-bar, as (in a circular orbit) they point along the radius, velocity, and
orbital angular momentum vectors. The axis orientations are further summarized below.
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• Origin in the (invariant) center of mass of satellite
• x-axis in the direction of the outwards radial
• y-axis perpendicular to the x-axis in the orbital plane of the satellite
• z-axis in the direction of the orbital angular momentum vector, perpendicular to the xy-plane

SPACECRAFT GEOMETRIC (G ) FRAME

The spacecraft geometric frame is the final frame discussed in this section. This frame has the right-handed
x, y, and z-axes fixed with respect to the spacecraft body. While the orientation can be relatively arbitrary, it
is common to align these axes along the three principal axes of inertia of the satellite body. Furthermore, the
origin is, in this case, located in the center of mass of the satellite, although this does not have to be the case.
Note that this center of mass may vary, due to the assumed model of each satellite: in this case, the initial
center of mass is used to express these frames.

Due to the fact that the spacecraft geometric frame is fixed to the satellite body, it is very convenient for
expressing the orientation of the satellite with respect to the other reference frames used. Also, due to this
body-fixed nature, it is natural to express the torques acting on the satellite in this frame. Two such frames
will be considered for this research: one for the chaser, and one for the target. Both frames are attached to the
invariant center of mass of the respective satellite, and are visualized in Figures 4.5 and 4.6, respectively [3].

Figure 4.5: Schematic representation of the chaser model,
including the chaser G frame [3].

Figure 4.6: Schematic representation of the target model,
including the target G frame [3].

4.2. STATE VARIABLES

Within the reference frames presented in the previous section, different element sets can be used to represent
the actual state of a system in these frames. Therefore, this section will summarize the state variables used
to describe the TSDS in orbit. Two subsets of these state variables can be identified: first, the position and
motion of a satellite in orbit must be defined, and second, the attitude and rotations of the spacecraft itself
must be represented. This will be done in Sections 4.2.1 and 4.2.2, respectively.

4.2.1. ORBITAL STATE REPRESENTATION

To define the position and motion of a satellite in its orbit, two different state representations are used: the
Cartesian elements and the Keplerian elements. These sets were selected for implementation and intuitive-
ness: the GGNCSIM libraries use the Cartesian elements to formulate the equations of motion, and the Keple-
rian elements offer insight towards the size, shape, and orientation of a satellite orbit. In each set, six variables
are necessary to fully define the state of the satellite, as both the position and motion in three-dimensional
space must be accounted for. The specific use of each element set will also be discussed.
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CARTESIAN ELEMENTS

The six Cartesian elements to represent the state of an orbiting satellite are in essence very simple: These
consist of the xyz-components of the satellite position in the chosen frame and the time rates of change
of these components (denoted as ẋ, ẏ , and ż, respectively) [54]. This makes the Cartesian set very easy to
work with. However, it is not readily apparent from the instantaneous Cartesian elements what orbit the
satellite under consideration is in, and thus no a priori knowledge of the motion can be used to ease the
computational load of a simulation using this set. The Cartesian elements of a body with position R and
velocity V are shown in Figure 4.7.

Figure 4.7: Cartesian elements of a body with position R and velocity V.

As mentioned, the routines in the GGNCSIM libraries use the Cartesian elements as the integration variables
of the simulation. Therefore, it was decided to use these to formulate the equations of motion of the TSDS
in orbit as well. This was done, because utilizing a different set to formulate the equations would require ad-
ditional transformations, thus increasing the risk of introducing errors. Since the routines in the GGNCSIM
libraries have been extensively tested already, it was not considered worth the risk of introducing a differ-
ent element set. In addition to this, many orbital perturbations, as well as the guidance forces and control
moments, can be conveniently expressed using the Cartesian elements.

KEPLERIAN ELEMENTS

While the Cartesian elements were used as the integration variables, it is useful to have an understanding of
the Keplerian elements as well. The Keplerian elements [55, Ch. 2.4] can be used to define the orbital state of
a satellite in terms of parameters that relate to the size, shape, and orientation of the orbit, which are invariant
in a classical two-body type problem. For the first-order analysis of satellites in LEO, such a problem type is
often a valid assumption. Thus, the Keplerian elements have the advantage over the Cartesian elements in
that these provide insight into the physical properties of the orbit being described. The six elements making
up the Keplerian set are the semi-major axis a, the eccentricity e, the inclination i , the right ascension of the
ascending node (RAAN)Ω, the argument of periapsis ω, and the true anomaly ν.

As the Keplerian elements relate to the physical path followed by the satellite in its orbit, it is useful to
have a visual understanding of what each individual element describes. This is provided in Figure 4.8: the
semi-major axis a, eccentricity e, and true anomaly ν are measured in the orbital plane, while the inclination
i , RAAN Ω, and argument of periapsis ω define the orientation of the orbital plane in the chosen reference
frame. It is noted that the chosen frame must be a (pseudo)inertial frame for the Keplerian elements to have
a meaningful physical representation.

The first two Keplerian state variables relate to the geometry of the orbit itself, and are measured in the or-
bital plane. The semi-major axis defines the distance between periapsis and apoapsis (or closest and farthest
point in the orbit to the body being orbited), and therefore gives an indication of the size of the orbit. The
eccentricity gives an indication of the elongation of the orbit: an eccentricity of zero indicates a circular orbit,
while an eccentricity of close to one indicates a very elongated, but still closed, orbit, the shape of which is
elliptical. An eccentricity of one or higher indicate open orbits, forming parabolas or hyperbolas, respectively.
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Figure 4.8: Graphical representation of the in-plane (left) and out-of plane (right) Keplerian elements (adapted from [9, Ch. 3.2]).

The inclination is the angle between the orbital plane and the xy-plane of the chosen reference frame, mea-
sured at the ascending node. The ascending node is defined as the point where the satellite crosses the xy-
plane, traveling in the positive z-direction. This angle is therefore defined between 0◦ to 180◦, meaning an
inclination 0◦ corresponds to a prograde equatorial obit around Earth, while an inclination of 180◦ implies a
retrograde equatorial orbit. An inclination of 90◦ defines a polar orbit.

The RAAN is defined as the angle between the x-axis of the chosen frame and the ascending node. There-
fore, this angle is defined from 0◦ to 360◦. Care must be taken to use the correct quadrant when using this
angle in equations. The RAAN is undefined for orbits which lie perfectly in the xy-plane of the chosen refer-
ence frame, as there is no definable ascending node in this case. Around Earth, this corresponds to perfectly
equatorial orbits. In this case, an artificial ascending node is often defined as a reference, for instance the
x-axis of the chosen reference frame.

The argument of periapsis is defined as the angle in the orbital plane between the ascending node and
the periapsis. This angle is again defined between 0◦ and 360◦. However, for both perfectly equatorial or
perfectly circular orbits, it is undefined: perfectly equatorial orbits have no definable ascending node, and
perfectly circular orbits have no definable periapsis. With equatorial orbits, an artificial ascending node is
often defined, as described previously. For circular orbits, an artificial periapsis is often defined as a reference,
for instance at the RAAN.

The final Keplerian element, the true anomaly, is related to the position of the satellite itself within the
orbital plane. The true anomaly is defined as the angle between the periapsis and the position of the satellite,
measured from the center of mass of the attracting body. Thus, it is defined between 0◦ to 360◦. However,
as opposed to the other Keplerian elements (in an unperturbed orbit), the true anomaly varies in time. The
direct relation between true anomaly and time is quite complicated [51], and therefore it can be chosen to
replace the true anomaly with the mean anomaly M , which is defined in Equation (4.1), also known as Kepler’s
equation:

M = n(t −τ) = E −e sin(E) (4.1)

In Equation (4.1), the eccentric anomaly E in this equation is a geometric parameter, which can be related to
the true anomaly using Equation (4.2) [52, Ch. 4.2]:
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Similarly, the mean motion n is a function of semi-major axis and the gravitational parameter of the main
body, which is shown in Equation 4.3 (see also Section 5.2.1):
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a3 (4.3)
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Finally, the (t−τ) term in Equation (4.1) reflects the time since the last periapsis passage. This equation clearly
presents a simple relation between position and time of the satellite in orbit.

In particular, the Keplerian elements are very useful for expressing ideal orbits, and thus knowing what
the Keplerian elements of the body under consideration are will give information on the (approximate) size,
shape, and orientation of its orbit. Additionally, the simulation can then be compared to the theoretical ideal
case. To this end, the conversion from Cartesian to Keplerian elements and vice versa will be described in
Section 4.3.

OTHER ORBITAL STATE SETS

The Keplerian elements do suffer from a number of singularities, particularly when some of the elements
are zero, and the Cartesian elements do not offer any information on the physical properties of the orbit.
Of course, many other orbital state representations exist, each with their own unique strengths and weak-
nesses. Thus, a brief overview of some common additional sets will be given. Specifically, the equinoctial and
modified equinoctial elements, and the Unified State Model (USM) will be described.

The equinoctial set of orbital elements [55, Ch. 2.4] attempts to resolve some of the issues of orbital
elements being undefined that arise in special cases with the Keplerian elements, as described previously.
This set does so by choosing combinations of Keplerian elements such that these occurrences are negated.
However, in this process, much of the physical meaning of the Keplerian elements is lost. In the equinoctial
set, the semi-major axis a is the only unchanged Keplerian element, with five additional elements defining
the shape and orientation of the orbit. Instead of the semi-major axis, the semiparameter p, defined for
closed orbits as a(1−e2), can be used, forming the modified equinoctial elements [54, 56].

The USM differs from the previous element sets in the fact that it uses seven state variables: three to de-
fine the shape of the orbit, and four quaternion components (see Section 4.2.2) to define the orientation of
the orbit with respect to the chosen inertial frame [57]. This quaternion actually defines the orientation of
an RSW reference frame fixed to the orbiting body, and therefore is continuously changing in time. Further-
more, it can be defined using the angular Keplerian elements. Finally, the three shape parameters are defined
in the velocity space, rather than the position space used by the Keplerian and (modified) equinoctial ele-
ments. Note that it is also possible to form a USM state vector with six elements by replacing the quaternion
parameters with (modified) Rodrigues parameters or an exponential map, see Section 4.2.2.

While each of these element sets offers significant advantages in, for instance, computational load [54], it
was decided to not use these in the simulator for the reasons described previously: Cartesian elements form
the backbone of the GGNCSIM routines, and the Keplerian elements offer insight towards the behavior of the
orbit.

4.2.2. ATTITUDE STATE REPRESENTATION
As mentioned in Section 4.1, the attitude of a spacecraft is expressed by the differences between the axes of a
body-fixed reference frame and a different frame. In essence, all attitude representations can be written most
clearly as the so-called direction cosine matrix (DCM) C. Such a DCM describing the transformation from a
generic orthogonal A frame to a generic orthogonal U frame expresses the x-, y-, and z-axes of this U frame
uvw in terms of the x-, y-, and z-axes of the orthogonal A frame abc [58, A.2]. The definition of the direction
cosine matrix, which shows the components of each body-fixed axis along each vehicle-fixed axis, is given in
Equation (4.4), with this situation visualized in Figure 4.10.

CA2U =
ua ub uc

va vb vc

wa wb wc

 (4.4)

While the DCM is a very useful representation of spacecraft attitude, the fact that it requires nine parameters
to do so makes it less attractive from a computational efficiency point of view. Therefore, it is common to use
parameter sets that require less parameters. Two such sets will be discussed: Euler angles and quaternions.

EULER ANGLES

Euler angles provide a more intuitive manner of expressing satellite attitude than the DCM [58, A.3]. The
Euler angles express rotations over single axes of an orthogonal reference frame U , a series of which is then
used to express the complete orientation of U with respect to a different orthogonal frame A. Each subse-
quent rotation in the sequence is then performed over the respective axis of the resulting intermediate frame:
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thus, the order of these rotations becomes important. However, only a maximum of three of these angles is
necessary to define any orientation, rather than the nine elements required for the DCM.
Commonly, the roll angleφ is defined as a rotation about the body x-axis, the pitch angle θ as a rotation about
the body y-axis, and the yaw angle ψ as a rotation about the body z-axis. A rotation sequence consisting of
first the yaw, then the pitch, then the roll is visualized in Figure 4.9.

Figure 4.9: Yaw-pitch-roll rotation sequence: first the frame is rotated by the yaw ψ about the zI axis, then by the pitch θ over the y1
axis, and finally by the roll φ about the x2 axis (adapted from [9, Ch. 3.2]).

As mentioned, the order in which these rotations occur becomes important when using Euler angles [58, A.3].
Commonly, the aforementioned yaw-pitch-roll sequence is used to transform between the body-fixed frame
and the frame of reference, particularly when considering aircraft dynamics. In this case, it is possible to
define the DCM based on the corresponding Euler angles as shown in Equation (4.5), with cos being denoted
as c and sin as s [58, A.3].

C(ψ,θ,φ) =
 cθcψ cθsψ −sθ
−cφsψ+ sφsθcψ cφcψ+ sφsθsψ sφcθ
sφsψ+ cφsθcψ −sφcψ+ cφsθsψ cφcθ

 (4.5)

A major issue with using the Euler angle representation is that certain rotation sequences introduce singular-
ities into the equations. For instance, when using the mentioned yaw-pitch-roll rotation sequence a singu-
larity occurs for a pitch angle of 90◦. This can lead to a phenomenon called gimbal lock in certain gyroscopic
inertial systems [58, Ch. 4.7]. While this condition is not often found when considering commercial aircraft,
it can easily occur in space vehicles. For this reason, it is not practical to use Euler angles to formulate the
equations of motion of satellites in orbit. Therefore, a singularity-free solution is often used, in the form of
quaternions.

QUATERNIONS

To remove the possibility of singularities, quaternions can be used to represent the attitude dynamics of
spacecraft. Quaternions are based on a property of the DCM, which is a real, orthogonal matrix: any such
matrix must have at least one eigenvector ê which has an eigenvalue of one [58, A.4]. This eigenvector, also
called the unit Euler-axis vector, has the same components along the body axes as along the chosen reference
frame axes, which allows any attitude transformation to be defined by a single rotation over an angle α about
the vector e. This is also known as Euler’s rotation theorem, and is visualized in Figure 4.11. The quaternion
vector q itself can be expressed in terms of the unit Euler-axis vector ê and the rotation α, as shown in in
Equation (4.6) [58, A.4]:

q =


q1

q2

q3

q4

=


ê1 sin(α/2)
ê2 sin(α/2)
ê3 sin(α/2)

cos(α/2)

 (4.6)

As the norm of the unit Euler-axis vector is one, the norm of the quaternion vector will also be one. This
allows q4 to be expressed in terms of the other three quaternion elements, as shown in Equation (4.7):
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Figure 4.10: Schematic representation of the definition of the
DCM defining the U frame from the A frame.

Figure 4.11: Schematic representation of the definition of a
quaternion defining the U frame from the A frame.

q4 =
√

1−q2
1 −q2

2 −q2
3 (4.7)

From Equation (4.6), it is clear that quaternions are essentially similar to Euler angles, with one important
difference: rather than rotating about one of the axes of the used frame, the rotation axis is defined separately.
Thus, only the single rotation is necessary, and the influence of the exact rotation sequence is eliminated. The
DCM can also be represented in terms of quaternions, using Equation (4.8) [58, A.4]:

C(q) = (q2
4 − q̄2)1+2q̄q̄T −2q4Q′ (4.8)

The definition of Q′ in Equation (4.8) is given in Equation (4.9):

Q′ =
 0 −q3 q2

q3 0 −q1

−q2 q1 0

 (4.9)

Finally, the expression for the DCM in terms of quaternions given in Equation (4.10) [58, A.4]:

C(q) =
q2

1 −q2
2 −q2

3 +q2
4 2(q1q2 +q3q4) 2(q1q3 −q2q4)

2(q1q2 −q3q4) −q2
1 +q2

2 −q2
3 +q2

4 2(q2q3 +q1q4)
2(q1q3 +q2q4) 2(q2q3 −q1q4) −q2

1 +q2
2 +q2

3 +q2
4

 (4.10)

Conversely, it is possible to express the quaternion elements in terms of the DCM [58, A.4]. There are four
different methods of doing so, with each method first determining one of the quaternion elements based
on the norm equations expressed in Equation (4.7), and the other three being determined both by the DCM
elements as well as the determined quaternion element. The four sets produce identical results, which makes
them seem initially redundant. However, in the case that one of the quaternion parameters turns out to be
very small, it is not desirable use that parameter to determine the other three due to numerical inaccuracies.
Thus, a different set is selected. The sets are described in Equations (4.11) through (4.14).

q4 =±
p

1+C11+C22+C33
2

q1 = C23−C32
4q4

q2 = C31−C13
4q4

q3 = C12−C21
4q4

(4.11)

q1 =±
p

1+C11−C22−C33
2

q2 = C12+C21
4q1

q3 = C13+C31
4q1

q4 = C23+C32
4q1

(4.12)
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q3 =±
p

1−C11−C22+C33
2

q1 = C13+C31
4q3

q2 = C23+C32
4q3

q4 = C12−C21
4q3

(4.13)

q2 =±
p

1−C11+C22−C33
2

q1 = C12+C21
4q2

q3 = C23+C32
4q2

q4 = C31−C13
4q2

(4.14)

Special cases for quaternions exist when one of the quaternion elements is equal to one, and the others are
zero. In the case that q4 is one, the resulting quaternion expresses a null rotation: the unit Euler-axis vector is
[0,0,0] and the rotation angle is also zero. In the case that either q1, q2, or q3 are equal to one, the quaternion
represents a rotation of 180◦ about the x-, y-, or z-axis, respectively.

A final important definition in quaternion algebra is the definition of an error quaternion. Due to the na-
ture of the quaternion vector, it is not possible to express the error between two quaternion orientations by
simply subtracting each quaterion element of the target orientation from each element of the satellite’s ori-
entation. Instead, the error quaternion is defined as in Equation (4.15), with qT being the desired quaternion
and qs the satellite quaternion [58, Ch. 7.2.4].

qer r = qs ⊗qT =


qT 4 qT 3 −qT 2 −qT 1

−qT 3 qT 4 −qT 1 −qT 2

qT 2 −qT 1 −qT 4 −qT 3

−qT 1 −qT 2 −qT 3 qT 4



−qs1

−qs2

−qs3

qs4

 (4.15)

It is clear from Equation (4.6) that quaternions require one more parameter to express orientation than when
using Euler angles, and are thus non-minimal parametrizations of spacecraft attitude. However, since the
equations of motion in terms of quaterions only require multiplications instead of the trigonometric func-
tions used for Euler angle representations, they are computationally more efficient. Furthermore, due to the
fact that singularities do not occur when expressing attitude with quaternions, they are preferred over Euler
angles when formulating the equations of motion. Thus, this is also the variable used to represent attitude
in the GGNCSIM libraries. Euler angles still retain a useful purpose in intuitively expressing the attitude of a
satellite, so the transformation from a quaternion to Euler angles will be discussed in Section 4.3.

OTHER ANGULAR STATE SETS

While quaternions offer a solution which is successful at removing singularities, this comes at the cost of an
additional state variable. Other sets have therefore been defined, in an attempt to represent the attitude of
spacecraft using only three variables while avoiding singularities. A brief overview of several of these methods
will be given here, in the form of Rodrigues and modified Rodrigues parameters and exponential mapping.

The Rodrigues parameters are based on quaternions, only reducing the number of parameters from four
to three by dividing q1, q2, and q3 by q4 [59, Ch. 5.4]. However, a potential problem with doing this is that
a singularity has been introduced for rotations of 180◦ [60]. At this point, q4 becomes zero, and thus the Ro-
drigues vector becomes undefined. This can be remedied by dividing the first three quaternion parameters by
(1+q4), which forms the modified Rodrigues parameters. However, this only delays the onset of a singularity
to rotations of 360◦ [57, 60]. Nonetheless, the modified Rodrigues parameters can be used without singular-
ities by switching to a so-called shadow set, which flips the sign of the quaternion vector without changing
the physical representation of the rotation. Thus, for large rotations, the shadow set can be implemented to
avoid singularities.

Exponential mapping is an alternative minimal parametrization using the quaternion elements [57]. Specif-
ically, the exponential map formed by scaling the unit Euler-axis vector by the rotation angle. While this so-
lution also contains a singularity for rotations of 360◦, a shadow set can again be implemented to avoid this
by switching between sets when the rotations become large.

While minimal parametrizations of spacecraft attitude are capable of producing solution sets without sin-
gularities, it was chosen to use quaternions as these, again, provide the backbone of attitude representation
in GGNCSIM. Thus, the potential reduction in computational load by reducing the number of state variables
by one was not considered worth the risk of introducing additional errors.

4.3. TRANSFORMATIONS
In this sections, transformations between reference systems will be discussed. As has been mentioned in
the preceding sections, different reference systems have different strengths and weaknesses. Thus, being
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able to transform between different systems allows the most suitable reference system to be used. These
transformations can be divided into two categories: first, transformations between reference frames will be
described, and second, conversions between different sets of state variables will be summarized.

4.3.1. REFERENCE FRAME TRANSFORMATIONS
Transforming vectors from one reference frame to another is essential when considering an ADR mission.
For instance, the body-fixed thrust forces produced by the chaser must be converted to the ECI frame to add
these to the equations of motion. In essence, a frame transformation between two static frames will involve a
translational component, describing the offset between the origins of the two frames, and a rotational com-
ponent, describing the difference in orientation between the axes of the two frames. Again taking the generic
frames A and U , the general equation for transforming from frame A to frame U is shown in Equation (4.16)
[9, Ch. 3.2]:

xU = OAU +CA2U xA (4.16)

In Equation (4.16), the translation vector OAU describes the position of the origin of A in frame U . However,
it should be noted that this equation only depends on instantaneous parameters. It is of course possible that
frame A is moving and rotating with respect to U , instead of being static. In this case, the time derivative of
the vector x in frame U can be expressed as shown in Equation (4.17) [9, Ch. 3.2]:

ẋU = ȮAU +CA2U ẋA +ωAU × (CA2U xA) (4.17)

In Equation (4.16), the vector ωAU describes the rotational rate of A with respect to U . Furthermore, the
two preceding equations have been formulated using the DCM, which, as mentioned in Section 4.2, require
a large number of parameters to describe the rotation. It is possible to formulate this rotation using either
Euler angles or quaternions. Transformations using these parameters will be described in the subsequent
subsections.

TRANSFORMATIONS USING EULER ANGLES

The basic principle of performing transformations using Euler angles is centered on the so-called unit-axis
transformations [9, Ch. 3.2]. If the generic orthogonal frame A and the equally generic orthogonal frame U
are separated by an angle α about a single axis, these unit axis transformations can be used to express the
components of a vector in frame U in the components of the same vector in frame A. Three different unit-
axis transformations exist, one for each of the x-, y-, and z-axes, shown in Equations (4.18) through (4.20),
respectively: u

v
w

=
1 0 0

0 cosα sinα
0 −sinα cosα

a
b
c

= Cx (α)

a
b
c

 (4.18)

u
v
w

=
cosα 0 −sinα

0 1 0
sinα 0 cosα

a
b
c

= Cy (α)

a
b
c

 (4.19)

u
v
w

=
 cosα sinα 0
−sinα cosα 0

0 0 1

a
b
c

= Cz (α)

a
b
c

 (4.20)

As mentioned previously, a maximum of three of these unit-axis transformations must be performed to trans-
form between different reference frames in three-dimensional space. In this case, the n +1th rotation in the
sequence is performed over the transformed reference frame which is a result of the nth rotation [58, A.3].
The unit-axis rotation matrices are then multiplied in a particular order, with the first rotation appearing at
the right of the multiplication, the second in the middle, and the third at the left. The result of such a multi-
plication is then the DCM of one frame with respect to another, also shown for the common yaw-pitch-roll
sequence in Equation (4.21): u

v
w

= Cx (φ)Cy (θ)Cz (ψ)

a
b
c

 (4.21)
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Again, it is noted depends on the specific transformation what this order is, and if the full three rotations are
even necessary.

TRANSFORMATIONS USING QUATERNIONS

To perform frame transformations using quaternions, a similar procedure can be followed as described for
the Euler angles [58, A.4]: this is due to the fact that the DCM can also be expressed in terms of the quaternion
elements. Thus, if defining the first rotation as C(q) and the second as C(q ′), the complete rotation C(q ′′) can
be described as shown in Equation (4.22):

C(q ′′) = C(q ′)C(q) (4.22)

However, due to the unique properties of the unit Euler-axis vector defining the quaternion, this problem can
also be solved as a direct quaternion multiplication This allows the total rotation to be defined as shown in
Equation (4.23) [58, A.4]: 

q ′′
1

q ′′
2

q ′′
3

q ′′
4

=


q ′

4 q ′
3 −q ′

2 q ′
1

−q ′
3 q ′

4 q ′
1 q ′

2
q ′

2 −q ′
1 q ′

4 q ′
3

−q ′
1 −q ′

2 −q ′
3 q ′

4




q1

q2

q3

q4

 (4.23)

4.3.2. STATE VARIABLE TRANSFORMATIONS
Transformations between sets of state variables are vital for expressing the state of a system in an informa-
tive manner, as often the most convenient variables for setting up the equations of motion are not the most
intuitive. A good example is the transformation from a relatively unintuitive quaternion to the intuitive Euler
angles. Additionally, the conversion from Cartesian to Keplerian elements and vice versa will be discussed, as
this will be essential for model verification later on, as well as understanding what happens to the orbit of the
TSDS during the ADR mission.

QUATERNION TO EULER ANGLE TRANSFORMATION

Since quaternions will be used to formulate the equations of motion, it is important to be able to represent
a quaternion orientation in a more intuitive form. Thus, to transform an attitude representation in terms
of the four quaternion parameters into the roll, pitch, and yaw angles in the yaw-pitch-roll sequence, the
transformation shown in Equation (4.24) can be used [61]. This gives the magnitudes of the three angles φ, θ,
and ψ in terms of q1, q2, q3, and q4.φθ

ψ

=
atan2

(−2q1q2 +2q4q3, q2
1 +q2

4 −q2
3 −q2

2

)
asin

(
2q1q3 +2q4q2

)
atan2

(−2q2q3 +2q4q1, q2
3 −q2

2 −q2
1 −q2

4

)
 (4.24)

CARTESIAN TO KEPLERIAN TRANSFORMATION

To convert from Cartesian to Keplerian coordinates [62, Ch. 2.7], first the position and velocity vectors R and
V are created with the given Cartesian states. Following this, it is directly possible to find expressions for the
semi-major axis a and eccentricity e, using Equations (4.25) through (4.27).

a = 1
2
r − |V|2

µ

(4.25)

e = V×h

µ
− R

r
(4.26)

e = |e| (4.27)

Furthermore, using the position R and velocity V, the orbital angular momentum vector h can be defined as
shown in Equations (4.28):

h = R×V (4.28)

Using the result from Equation (4.28), the inclination i can be found using Equation (4.29):
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i = acos

(
hz

|h|
)

(4.29)

The true anomaly can be found using the eccentricity vector e from Equation (4.26), as shown in Equa-
tion (4.30):

ν= νsi g n ·acos

(
R

|R| ·
e

|e|
)

(4.30)

The argument νsi g n determines the correct sign of ν, and is defined in Equation (4.31):

νsi g n = 1 if (e×R) ·h > 0; −1 otherwise (4.31)

To determine the RAAN and argument of periapsis, a conversion vector N can first be defined. This conversion
vector is found using Equation (4.32):

N =
0

0
1

×h (4.32)

Then, it is possible to determine the argument of periapsis ω using Equation (4.33):

ω=ωsi g n ·acos

(
e

|e| ·
N

|N|
)

(4.33)

The argument ωsi g n is defined in Equations (4.34):

ωsi g n = 1 if (
N

|N| ×e) ·h > 0; −1 otherwise (4.34)

Using Equation (4.32), it is also possible to define the parameter Nx y in Equation (4.35):

Nx y =
√

N 2
x +N 2

y (4.35)

The result of Equation (4.35) finally allows the RAANΩ to be determined, as shown in Equation (4.36):

Ω= atan2

(
Ny

Nx y
,

Nx

Nx y

)
(4.36)

It must be mentioned that since some of the Keplerian elements can be undefined in special cases, the con-
version method shown in Equations (4.25) through (4.36) can suffer the same problems. If the orbit is cir-
cular, the eccentricity vector e in Equation (4.26) will be zero, and thus both ν in Equation (4.30) and ω in
Equation (4.33) will be undefined. Furthermore, if the orbit is equatorial, the conversion vector N in Equa-
tion (4.32) will be zero, and thusΩ in Equation (4.36) and again ω in Equation (4.33) will be undefined.

KEPLERIAN TO CARTESIAN TRANSFORMATION

To transform back from an instantaneous set of Keplerian coordinates to a Cartesian position and velocity,
first a perifocal reference frame is defined, with the x-axis pointing towards periapsis and the y-axis perpen-
dicular to this in the orbital plane [62, Ch. 2.7], with the origin in the center of the main body of the system.
The Cartesian position can then be expressed as shown in Equation (4.37):x

y
z

=
 l 1 l2

m1 m2
n1 n2

[
xp f

yp f

]
(4.37)

The definition of the arguments in Equation (4.37) can be found in Equations (4.38)-(4.39):

l1 = cosΩcosω− sinΩsinωcos i

l2 =−cosΩsinω− sinΩcosωcos i

m1 = sinΩcosω+cosΩsinωcos i

m2 =−sinΩsinω+cosΩcosωcos i

n1 = sinωsin i

n2 = cosωsin i

(4.38)
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xp f = r cosν

yp f = r sinν
(4.39)

In Equation (4.39), r defines the instantaneous radius from the center of the main body to the satellite. This
can be defined as shown in Equation 4.40.

r = a(1−e2)

1+e cosν
= a(1−e cosE) (4.40)

If the true anomaly ν is not known, as is the case with, for instance, a two-line element set (TLE) set, the radius
must be solved for from the mean anomaly M , which is used to calculate the eccentric anomaly E as shown
in Equation (4.41):

Ei+1 = Ei + M −Ei +e sin(Ei )

1−e cos(Ei )
(4.41)

Note that Equation (4.41) is simply a rewritten form of Equation (4.1), and must be solved iteratively. Then,
the true anomaly can be found using Equation 4.42:

ν= 2atan

(√
1+e

1−e
tan

(
E

2

))
(4.42)

The Cartesian velocity can then also be obtained using the same arguments presented in Equation (4.38) and
the orbital angular momentum magnitude |h|, seen in Equation (4.43):

|h| =
√
µa(1−e2) (4.43)

Finally, the Cartesian velocity components themselves can be expressed as seen in Equation (4.44):

ẋ = µ

|h| (−l1 sinν+ l2(e +cosν))

ẏ = µ

|h| (−m1 sinν+m2(e +cosν))

ż = µ

|h| (−n1 sinν+n2(e +cosν))

(4.44)



5
MATHEMATICAL MODELS

With all the necessary reference systems defined in the previous chapter, it is possible to formulate the ap-
propriate equations of motion using these. Four different areas can be discerned when doing so: first, it is
necessary to form a representative model of the environment the satellites in the TSDS are present in, shown
in Section 5.1. Second, the equations of motion governing the orbital dynamics of these bodies are devel-
oped in Section 5.2. Third, in a similar fashion, the attitude dynamics are described in Section 5.3. Fourth, an
appropriate model for the tether itself is constructed, as shown in Section 5.4.

5.1. ENVIRONMENTAL MODEL
The choice of environmental model has a large impact on the accuracy and speed of the simulation. If the
model is too basic, the simulation will no longer be a good representation of reality, and if too much is taken
into account, this negatively affects the performance of the simulator. Therefore, striking the right balance
between these two parameters is imperative for producing an efficient simulator.

An overview of the different accelerations commonly encountered in Earth orbit and their magnitudes is
presented in Figure 5.1. The values in this figure were determined using a satellite with an area-to-mass ratio
of 0.01 m2/kg for all non-gravitational perturbations, which is the ratio possessed by a cubical satellite with
1 m sides and a mass of 100 kg.

The ADR mission occurs in LEO, and the maximum altitude during this mission is 800 km [3]. Thus,
the line representing Iridium in Figure 5.1 can be conveniently used for an assessment of the various envi-
ronmental accelerations encountered by the TSDS during the mission. It is clear, of course, that the central
gravity field of the Earth is the main contributor, followed by the J2 effect. Additionally, aerodynamic drag
starts playing a large role at lower altitudes. Therefore, these effects will be discussed in more detail.

5.1.1. GRAVITY MODEL
As mentioned, the gravity field model used in the simulator consists of the central field term and the J2 term.
In essence, the central field term assumes a spherically symmetrical gravity field, originating in the center of
mass of the Earth. When assuming that the mass of a satellite is significantly smaller than that of the Earth,
the force on the satellite due to the central field can be found using Newton’s second law and law of gravitation
[52, Ch. 2.2]. This is shown in Equation (5.1).

Fc f =− µ

r 3 Rs ms (5.1)

In Equation (5.1), the vector Rs is the position of the satellite with respect to the center of mass of the Earth, r is
the magnitude of this vector, andµ is the gravitational parameter of the Earth, which is equal to 398600.441·109

m3/s2 [62].
While Equation (5.1) offers the greatest contribution to the gravitational force, it also assumes that the

gravity field is spherically symmetrical. However, the actual gravity field of the Earth shows irregularities, the
largest of which is the J2 effect [52, Ch. 7.6]. Physically, the J2 effect describes the fact that the Earth is slightly
flattened due to its rotation, resulting in a higher gravitational pull over the equator than over the poles. It is
possible to write the perturbing force resulting from the J2 effect FJ2 as shown in Equation (5.2) [64, Ch. 20.1].

33
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Figure 5.1: Magnitude of various accelerations acting on a satellite in Earth orbit [63, Ch. 3.1].
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ms (5.2)

In Equation (5.2), the dimensionless constant J2 has a value of 1082.63 ·10−6 [62]. Also, RE is used to denote
the mean radius of the Earth, with a value of 6378.136 km [62]. Finally, xs , ys , and zs denote the components
of Rs along each of the three axes.

Gravity fields which are not spherically symmetric will in general induce periodic variations in the orbital
elements, as well as secular variations in some elements. However, since gravity is a conservative force, the
energy of the orbit will not change and thus no secular variations in the semi-major axis or eccentricity will
occur [64, Ch. 23.3]. This means that the gravity field will not contribute to the reduction of semi-major axis
or change in eccentricity required to deorbit the target.
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5.1.2. ATMOSPHERIC MODEL
Aerodynamic drag is one of the most difficult forces to model on satellites in orbit [52, Ch. 7.6]. This is
because aerodynamic drag is highly dependent on the atmospheric density, the models of which contain
large uncertainties. Additionally, drag is not a conservative force, and will therefore remove energy from the
satellite, causing the orbit to decay. The aerodynamic drag force FD can be expressed as in Equation (5.3).

FD =−1

2
CD Aρ|VR |VR (5.3)

Note that this force is denoted as negative, due to the fact that drag always acts in the opposite direction to the
velocity vector. Additionally, the drag coefficient CD is quite difficult to determine, and is often set at ≈ 2 for
orbiting satellites [52, Ch. 7.6]. Finally, VR is defined as the velocity of the satellite relative to the atmosphere,
which in approximation is the velocity of the satellite relative to the ECEF frame. This can be expressed in
terms of the inertial velocity VI using Equation (4.17), resulting in Equation (5.4).

VR = VI −ωE ×RI (5.4)

As mentioned, the most difficult parameter to determine is the atmospheric density [52, Ch. 7.6]. Ideally,
an atmospheric model would have to take latitudinal and longitudinal variations into account, as well as
time-varying effects such as diurnal, solar-rotation cycle, Sun-spot cycle, and meteorological variations. This,
however, is a tall order, as these parameters show large variations and thus also induce large variations in the
properties of the atmosphere.

Multiple theoretical and empirical models of the Earth’s atmosphere exist [52, Ch. 7.6]. The NRLMSISE-00
model is the most recent atmosphere model, and is is based on mass spectrometer and radar measurements
of the upper atmosphere, along with additional databases from drag measurements [65]. Furthermore, it is
the current international standard used for space research [66]. However, it is a relatively complicated model
to use, as it depends on both the spatial and temporal state of the satellite under consideration.

Therefore, a set of values was tabulated by altitude for a fixed latitude and longitude, in this case arbitrarily
chosen as zero degrees North latitude and zero degrees East longitude. These values were then used for all
other latitudes and longitudes. While this is insufficient for detailed mission planning, this strategy should be
acceptable for a first-order mission analysis, particularly since the deorbit mission is expected to be short in
duration. The resulting atmospheric density ρ as a function of altitude h is shown in Figure 5.2.
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Figure 5.2: Atmospheric density distribution of NRLMSISE-00 for (0N, 0E).

5.2. ORBITAL DYNAMICS MODEL
With the environment defined, it is possible to look at the orbital dynamics of the satellites in the TSDS. A
number of different methods of modeling the orbital dynamics will be discussed: First, two-body, or unper-
turbed, orbital dynamics will be presented, as these provide a good first-order approximation of actual orbits.
Second, the concept of orbital maneuvering will be discussed. Third, the relative motion between two satel-
lites in close proximity in unperturbed orbits will be examined. This provides an indication of how the chaser
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and target will tend to move with respect to each other, Fourth, orbital perturbations will be added to the mix,
providing a more realistic model for actual orbital dynamics for simulations.

5.2.1. TWO-BODY DYNAMICS
Two-body dynamics form the classical analysis of orbital motion [52, Ch. 2]. As briefly mentioned in Sec-
tion 5.1.1, this classical analysis operates under the assumption that the main body has a spherically sym-
metrical gravity field, and that the mass of the satellite is much smaller than that of the main body. Under
these assumptions, Equation (5.1) fully defines the dynamics of the system.

This single dynamical relation allows the derivation of several additional useful equations, offering more
insight to the behavior of a two-body system. The first of these relates to the conservative nature of gravity
as a force: for a given orbit in a two-body system, it can be shown that the orbital angular momentum of the
satellite per unit mass is constant, and can be expressed as in Equation (5.5), which was also shown previously
in Equation (4.28) [52, Ch. 2.2].

h = Rs ×Vs (5.5)

As mentioned, Equation (5.5) defines the specific angular momentum of the orbit of the satellite. It is also
possible to find an expression for the specific mechanical energy of the satellite itself. This represents the
so-called vis-viva equation, which is presented in Equation (5.6) [52, Ch. 2.2].

|Vs |2 =µ
(

2

|Rs |
− 1

a

)
(5.6)

It can be seen that the vis-viva equation relates the magnitude velocity of the satellite to its distance from the
center of the Earth, as well as to the semi-major axis a of the orbit. This makes this equation very useful when
performing first-order analyses on the effects of orbital maneuvers.

Besides the two energy relations shown in Equations (5.5) and (5.6), it is possible to derive kinematic
relations describing the size and shape of the orbit, as well as the position of the satellite in the orbit [52,
Ch. 2.2]. These equations are known collectively as Kepler’s laws, and were historically derived by Johannes
Kepler before Isaac Newton formulated his laws.

Kepler’s first law states that orbits in a two-body system describe conic sections, being circles, ellipses,
parabolas, and hyperbolas [52, Ch. 2.2]. Which of these conic sections is described depends on the specific
energy of the satellite, and each is governed by slightly different formulations of the same law. However, since
only closed orbits (circles and ellipses) will be considered for an ADR mission, only the equations relating to
these will be discussed. The corresponding formulation of Kepler’s first law can be seen in Equation (5.7),
which was also shown in Equation (4.40).

|Rs | = a(1−e2)

1+e cos(ν)
(5.7)

Kepler’s second law states that Rs sweeps out equal areas in the orbital plane in equal times [52, Ch. 2.1]. For
elliptical orbits, this effectively means that satellites spend more time near apoapsis, or the farthest point in
the orbit, than at periapsis, which is the nearest point in the orbit. Integrating Kepler’s second law over one
orbital period tor b brings about Kepler’s third law, which defines the total orbital period. This is shown in
Equation (5.8) [52, Ch. 2.2].

tor b = 2π

√
a3

µ
(5.8)

From Kepler’s third law, the mean motion n of the satellite can also be defined [52, Ch. 2.2]. This parameter
expresses the average angular velocity of a satellite in its orbit, and is defined as in Equation (5.9).

n =
√

µ

a3 (5.9)

It must be noted that the two-body problem is a strictly planar problem: all motion occurs in a single plane
in space known as the orbital plane. Within the constraints of the two-body problem, it is possible to change
this orbital plane (as well as other parameters in the orbit) using instantaneous changes to the velocity vector.
Such changes are often denoted as impulsive maneuvers or simply ∆V s [52, Ch. 5].
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5.2.2. ORBITAL MANEUVERING
The concept of orbital maneuvering is essential for achieving a successful deorbit mission. This field covers
the theory of applying a change in momentum, currently achieved by firing rocket engines, to change the
orbital state of the satellite [52, Ch. 5.1]. It is particularly convenient to express the effects of orbital maneu-
vering on the Keplerian elements, and thus two types of maneuvers can be discerned: coplanar maneuvers
and out-of-plane maneuvers. Both types allow for the satellite to alter different elements of its orbit.

Specifically in the case of deorbit missions, changes in the semi-major axis of the orbit are desired: to
achieve deorbit, it is necessary to place the periapsis deep inside the Earth’s atmosphere such that the satel-
lite will burn up. Thus, only coplanar maneuvers will be considered here, as out-of-plane maneuvers do not
alter the semi-major axis of the orbit. Furthermore, orbital maneuvers are often approximated as instanta-
neous changes in the satellite velocity, or ∆V s. For coplanar maneuvers, Equation (5.6) can simply be used
to determine the magnitude of a maneuver to transit from one orbit to another [52, Ch. 5]. This is shown in
Figure 5.3.

Figure 5.3: Coplanar ∆V to reduce periapsis of an initial circular orbit to within the atmosphere.

Two important notes must still be made regarding maneuvering in a two-body system. First, the most effi-
cient point to change the periapsis of the orbit is at apoapsis [52, Ch. 5.3]. As the ultimate goal of ADR is
to lower the periapsis of the target to deep within the atmosphere, it is most efficient to perform a deorbit
burn at apoapsis. Second, using ideal rocket theory, it is possible to express the propellant mass required for
a certain ∆V [52, Ch. 5.7]. This is commonly known as the rocket equation, or Tsiolkovsky’s equation, and is
shown in Equation (5.10).

∆V = Isp g0 ln

(
m0

m f

)
(5.10)

In Equation (5.10), the specific impulse Isp is a measure of the efficiency of the used rocket engine, and g0 is
the surface gravity of the Earth, which is equal to 9.0665 m/s2 [62]. Moreover, m0 represents the mass of the
satellite at the start of the maneuver, and m f is the mass of the satellite at the end of the maneuver. This equa-
tion can then be rearranged to find an expression for the propellant mass mpr op shown in Equation (5.11).

mpr op = m0

1− 1

exp
(
∆V

Isp g0

)
 (5.11)

5.2.3. RELATIVE ORBITAL DYNAMICS
A subset of two-body dynamics considers the motion of two satellites of negligible mass with respect to each
other [52, Ch. 5.8]. Specifically, it is often desired to know the motions of a chaser satellite with respect to
a target satellite: a Hill frame fixed to the target is used to represent these motions. Also, it is convenient to
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perform this analysis per unit mass of the chaser. This allows the so-called Clohessy-Wiltshire (CW) equations
to be obtained, as seen in Equation (5.12).

ẍ −2|ω|ẏ −3|ω|2x = Fx

mc

ÿ +2|ω|ẋ = Fy

mc

z̈ +|ω|2z = Fz

mc

(5.12)

In Equation (5.12), |ω| is the angular velocity of the considered Hill frame with respect to the inertial frame
[52, Ch. 5.8]. For satellites orbiting Earth, this is equal to the mean motion n of the target. Furthermore, Fx ,
Fy , and Fz are all forces acting on the chaser added to forces resulting from orbital perturbations.

The expressions in Equation (5.12) provide the equations of motion along the R-bar, V-bar, and H-bar di-
rections, respectively, the positions along which are denoted by x, y, and z, for simplicity. It must be noted
that these equations hold only for near-circular orbits [52, Ch. 5.8]. They can be solved analytically by assum-
ing that all perturbing force components are equal to zero [52, Ch. 5.8]. However, this limits the usefulness
for analyzing the internal motion of the TSDS, as significant perturbations will most definitely be involved,
particularly resulting from the tether. Thus, these equations can also simply be numerically integrated.

Nonetheless, the general behavior described by Equation (5.12) provides valuable insight to the motion of
two satellites in close proximity [52, Ch. 5.8]. Particularly, it is of note that the velocities and accelerations in
the x- and y-directions are coupled: a velocity in the positive y-direction causes an acceleration in the positive
x-direction, and a velocity in the positive x-direction causes an acceleration in the negative y-direction. This
can be explained from two-body dynamics: if two satellites are at the same altitude, but one is traveling faster,
it will have a higher apoapsis and thus causes the faster satellite to move in the radial direction with respect to
the slower satellite. Subsequently, the orbital period of the “faster” satellite will be longer, and will thus begin
to lag behind the “slower” satellite. Such relations are important to consider when, for instance, collision risk
is being assessed.

5.2.4. PERTURBED ORBITAL DYNAMICS
While two-body dynamics provide a good starting point for first-order analyses, this theory fails to model the
motion of Earth-orbiting satellites to such a degree as to allow for real-world implementations. Therefore, it is
essential to include more effects in the dynamical model than simply the central gravity field. Specifically, the
environmental model presented in Section 5.1 must be taken into account when simulating the ADR mission.
With a two-body system defining the ideal case, any additional forces to this model are collectively referred
to as perturbations.

While perturbed orbital dynamics do provide a more realistic model for a satellite, the downside is that the
the constant orbital elements from the two-body case are no longer constant. Thus, the orbit continuously
changes in time. Several different techniques have been developed to deal with this, which can be grouped
into two main categories: numerical methods and analytical solutions.

NUMERICAL METHOD FOR PERTURBED ORBITAL DYNAMICS

To perform accurate simulations including environmental perturbations, Cowell’s formulation of the equa-
tions of motion can be used [52, Ch. 7.4]. In its most basic form, Cowell’s formulation simply adds all perturb-
ing forces, such as gravity-field variations, aerodynamic drag, and thrust, to the central field term and uses a
numerical integrator to propagate the resulting equation of motion. This is shown in Equation (5.13), which
incorporates the forces derived in Equations (5.1) through (5.3) as well as a thrust force Fthr .

ms R̈s = Fc f +FJ2 +FD +Fthr (5.13)

Equation (5.13) provides a very convenient and intuitive formulation of the equations of motion for a satellite
in the environment discussed in Section 5.1. All environmental forces in this model can be easily expressed
in the ECI frame, and thus integrating the resulting equations of motion in this frame is fairly trivial. Further-
more, this formulation is used in the GGNCSIM libraries, ensuring proper V&V of the implemented routines.

While Equation (5.13) is a valid formulation for each individual body in the TSDS, its formulation as shown
only holds for the chaser. Since the target is uncooperative, the thrust forces acting on it will be zero, which
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also holds for each of the tether nodes. Furthermore, aerodynamic drag will not act on the tether nodes for
two reasons: first, the cross-section of the tether is very small [3], and second, the complex geometry of the
tether makes determining the effective cross-section and drag coefficient very difficult. It is also not expected
that the aerodynamic drag on the tether will be a dominant force in the TSDS.

As a final note on Equation (5.13), it does not yet include the net force resulting from the tether on each
body. With the exact method for determining this force detailed in Section 5.4, Equation (5.13) can be simply
appended with the net tether force Fteth , forming Equation (5.14)

ms R̈s = Fc f +FJ2 +FD +Fthr +Fteth (5.14)

While Equation (5.14) completely governs the orbital motion of each mass element in the TSDS, and forms
the basis of the numerical propagation scheme, it does not offer much a priori insight into the motion of
the TSDS in the described environment [52, Ch. 8.2]. Fortunately, analytical methods for perturbed orbit
dynamics also exist, which offer more insight to the behavior of the Keplerian orbital elements in a perturbed
environment.

ANALYTICAL SOLUTIONS TO PERTURBED ORBIT DYNAMICS

A common analytical method for dealing with perturbed orbit dynamics is variation of parameters [52, Ch.
8.3]. Specifically, Gauss’s formulation of the variation of parameters method allows both conservative forces,
such as gravity, and nonconservative forces, such as drag, to be taken into account. The resulting equations
are known as the Gauss planetary equations and are shown in Equation (5.15), with the perturbing forces Fx ,
Fy and Fz being expressed in the Hill frame [64, Ch. 22.3].
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(5.15)

In Equation (5.15), u refers to the argument of latitude, which is defined as ω+ν, and p is also known as the
semiparameter, which is defined for circular and elliptical orbits as a(1−e2) [52, Ch. 2.4]. These parameters,
and the used Hill frame, are shown in Figure 5.4.

It is possible to predict the specific behavior resulting from the J2 effect and aerodynamic drag, as well as
thrust along each of the three axis of the H frame, using the Gauss planetary equations. Starting with the
J2 effect, this perturbation has an effect on the semi-major axis a, inclination i , RAAN Ω, and argument of
periapsis ω of the orbit under consideration [64, Ch. 21.2, 23.2]. As a function of argument of latitude u, the
variances in these elements over one orbit can be expressed as shown in Equation (5.16).
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Figure 5.4: Definition of the Hill frame and u used for the Gauss planetary equations [64, Ch. 22.3].
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(5.16)

It can be seen from Equation (5.16) that all four parameters will vary periodically over one orbit. Additionally,
it can be seen that the RAAN and the argument of periapsis include a secular term, meaning that these pa-
rameters will drift due to the J2 effect. These secular terms Ω̇sec and ω̇sec can be written as a function of time
as shown in Equation (5.17) [52, Ch. 8.6].

Ω̇sec =− 3

2
n J2

R2
E

p2 cos i

ω̇sec =3

4
n J2

R2
E

p2

(
4−5sin2 i

) (5.17)

The primary purpose of the Gauss planetary equations in the context of this research was to provide sound
analytical results against which the results of the numerical simulations could be checked. However, the
Gauss planetary equations could in principle be used in the numerical propagation scheme, although they
suffer from the same singularities as the Keplerian elements [52, Ch. 8.3]. This could be remedied by formu-
lating the Gauss equations in terms of an alternate elements set, such as the modified equinoctial elements
or the USM. Again, though, the Cartesian elements are used as integration variables, so these alternate for-
mulations will not be discussed here.
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5.3. ATTITUDE DYNAMICS MODEL
While the orbital dynamics of the TSDS largely govern its mission trajectory, the rotational motions of the
chaser and target are instrumental in actually achieving a successful deorbit. This is due to the fact that the
thrusters on the chaser are fixed with respect to the chaser body-fixed (GC ) frame, and thus must be pointed
in the correct direction for the momentum to be transferred across the tether to the target. Furthermore,
the tether is not fixed to the center of mass of the chaser or target, which could induce large torques on each
body. First, the models used for the chaser and target bodies will be presented. Second, the dynamics of these
bodies will be summarized.

5.3.1. CHASER AND TARGET BODY MODELS

In essence, the chaser and target will be approximated by two rigid bodies with masses mC and mT and inertia
tensors IC and IT , respectively, values of which were provided [3]. Since the mass of the chaser may vary with
expelled propellant, the initial inertia tensor of the chaser was scaled with the ratio of the instantaneous
chaser mass to the initial chaser mass. This scaling assumes an axisymmetrical use of propellant; whether
this is realistic or not is left outside the scope of this research. Since the target is completely inert, its inertia
tensor will be constant. The two inertia matrices are expressed in Equation (5.18):

IC = mC

mC ,0

1450 145 150
145 2850 280
150 280 1900

 IT =
129000 4500 1500

4500 125000 1800
1500 1800 17000

 (5.18)

As mentioned, the satellite bodies will be approximated as rigid bodies. While this simplifies the analysis by
decoupling the translation and rotation of each satellite, it is not fully representative of the actual situation:
the real target, Envisat, has a very large solar panel attached to one side, which would display significant
flexible modes. Furthermore, the chaser would most likely also have a solar panel to provide electric power,
which would also display flexible modes [3]. However, due to time constraints it was chosen not to take this
into account.

5.3.2. RIGID BODY ATTITUDE DYNAMICS

To describe the rotational dynamics of a rigid body, the angular momentum vector H can be used. If a generic
body-fixed G frame with its origin in the center of mass of the body is considered, the angular momentum
is a function of the inertia matrix and the body angular velocity vector ωG [58, Ch. 4.2]. This situation is
visualized in Figure 5.5, with the three components ofωG also noted. Thus, it is possible to write the angular
momentum vector in this frame as shown in Equation (5.19):

HG = IGωG (5.19)

Figure 5.5: Definition of the angular velocity vector in the body-fixed G frame.
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The time rate of change of the angular momentum vector in the inertial frame HI is equal to the moment
acting on the center of mass of the considered body. It is then possible to define this moment vector M as a
function of the time rate of change of HG using Equation (5.20), also known as Euler’s moment equation [58,
Ch. 4.5]:

M = ḢI = ḢG +ωG ×HG (5.20)

It is possible to rewrite Equation (5.20) to be explicit in the inertia properties of the rotating body using Equa-
tion (5.19) [59, Ch. 6.4]. Thus, Equation (5.21) is obtained:

M = IG · ω̇G +ωG × IG ·ωG (5.21)

The external moment vector is the sum of all environmental moments, control moments, and moments
caused by the tether. Since these are generally expressed as forces, as in Section 5.1, the corresponding mo-
ments can be found through Equation (5.22):

Mext =
∑

Ro f f ,i ×Fext ,i (5.22)

In Equation (5.22), the offset vector Ro f f is the position vector from the center of mass of the body to the
point at which the considered external force Fext acts, expressed in the G frame. This can be the center of
pressure for aerodynamic drag, or the tether connection point (TCP) for the tether forces.

With Equation (5.21), the rate of change of the angular velocities in the body-fixed frame can be found as
a function of the external moment acting on the body. The angular velocities themselves can then be used to
find the rate of change of the quaternion parameters defining the instantaneous orientation of the body [59,
Ch. 5.5]. This relations is shown in Equation (5.23).
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 (5.23)

Using Equations (5.21) and (5.23), it is possible to express the complete angular state of the body as well as
the derivative thereof. These equations are also implemented in the GGNCSIM libraries, and thus form the
core of the numerical propagation scheme for the spacecraft attitude [67, Ch. 4.3].

5.4. TETHER DYNAMICS MODEL
Perhaps the most important mathematical model required for the tethered ADR mission is the model of the
tether itself. This is due to fact that the tether forms the only physical link between the chaser and the tar-
get, and thus any thrust produced by the chaser must be transferred to the target through the tether. This
makes the system dynamics much more complex than if a rigid connection were considered. First, the cho-
sen mathematical model will be presented, being the so-called “lumped-mass” model [3, 68]. Second, a basic
harmonic analysis will be performed on the TSDS. Finally, the implementation and verification of the devel-
oped model will be described.

5.4.1. LUMPED-MASS MODEL
As mentioned above, the model chosen to represent the dynamics of the tether itself is the lumped-mass
model. In this model, the tether is discretized into N point masses, also called nodes, spaced equally along
the natural tether length L0. These nodes are then connected by N +1 linear tether elements: one connecting
the target to the first node, one between each subsequent node, and the final element connecting the N th

node to the chaser. This is shown schematically in Figure 5.6.
To account for the elastic behavior of the tether model, each tether element is modeled as a Kelvin-Voigt

material, meaning that each element is assumed to behave as a parallel spring-damper system [3]. This
choice of model allows both tether tension and viscous damping in the tether to be taken into account. Of
course, due to the nature of a tether, these forces will only be present if the tether element under considera-
tion is extended past its natural length. Since the cross-sectional area of the tether is expected to be small [3],
bending resistance in the tether will be neglected: thus, each node imposes no restrictions on the rotation
angle between the elements connected to it. A schematic representation of the Kelvin-Voigt model of two
adjacent tether nodes and the connected tether elements is given in Figure 5.7, along with the corresponding
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Figure 5.6: Schematic representation of the lumped-mass tether model.

free-body diagram of the tether nodes. In Figure 5.7, ki and ci represent the spring constant and damping
coefficient of the i th tether element, respectively. These parameters define the magnitudes of the tension
force Ft i and damping force Fdi , respectively

Figure 5.7: Schematic representation of the Kelvin-Voigt model of the tether elements.

The tension and damping forces act solely along the line of each tether element. Thus, the magnitude of each
force to be expressed by one-dimensional equations, using the length of the element and the rate of extension
thereof as the state variables governing the magnitude of each force. With the tether element length x and the
rate of extension ẋ defined using the local coordinate system shown in Figure 5.8, Equations (5.24) and (5.25)
give the magnitude of the tension force Ft and damping force Fd , respectively [69, Ch. 1][3]:

Ft =
{ −k(x −x0) if x > x0

0 if x ≤ x0
(5.24)

Fd =
{ −cẋ if x > x0

0 if x ≤ x0
(5.25)

The formulation of the tension force Ft in Equation (5.24) is essentially Hooke’s law of linear elasticity [69,
Ch. 1]. This additionally allows k to be expressed in terms of physical tether properties. Specifically, the
cross-sectional area A, length L, and the Young’s modulus Emat of the tether determine k according to Equa-
tion (5.26) [69, Ch. 1.5]:

k = AEmat

L
(5.26)
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Figure 5.8: Tether element local coordinate system, with x0 denoting the natural length.

The damping constant c is much more difficult to determine from the basic material and structural properties
of the tether [69, Ch. 1]. No in-depth analysis will be done towards the exact determination of suitable values
of c: the benchmark values presented by ESA will simply be used [3].

Due to the lumped-mass model discretizing the continuous tether into several point masses and tether
elements, the spring and damping constants of each element in the tether will not be the same as that of
the entire tether [69, Ch. 1.5]. This can be explained using the example of a tether with N = 1 and a spring
constant k: for a total tether extension (x − x0), each element will only be extended by (x − x0)/2 if the node
is in equilibrium. Thus, for the same amount of tensile force to be exerted on each end mass, the spring
constant of each element must be equal to kN = 2k. The same principle holds for the damping constant of
each element cN , with both relations also expressed in Equation (5.27):

kN =k(N +1)

cN =c(N +1)
(5.27)

The one-dimensional case presented in Equations (5.24) and (5.25) can then easily be transformed to the
three-dimensional case using the relative position vector from the first to the second node xr el , the norm of
which defines the element length. This is shown for the tension force vector Ft in Equation (5.28):

Ft =
{ −k(|xr el |−x0) xr el

|xr el | if |xr el | > x0

0 if |xr el | ≤ x0
(5.28)

To define the damping force in the three-dimensional case, it is first necessary to project the relative velocity
vector between the first and second node ẋr el onto xr el , as the damping force can only act along the tether
element. This projection is done using Equation (5.29) [70, Ch. 6]:

ẋpr o j =
(

ẋr el ·
xr el

|xr el |
)

xr el

|xr el |
(5.29)

Using Equation (5.29), the relative velocity vector of two adjacent nodes is projected on to the tether element
between these two. However, to determine the actual rate of extension ε of the element, it is important to
consider if ẋpr o j is in the same direction as the relative position, or opposite to this. This is determined using
Equation

ε=


ẋpr o j if (xr el · ẋr el ) > 0
0 if (xr el · ẋr el ) = 0
−ẋpr o j if (xr el · ẋr el ) < 0

(5.30)

The rate of extension obtained in Equation (5.30) can be used to express the damping force Fd to be expressed
as shown in Equation (5.31):

Fd =
{ −cε if |xr el | > x0

0 if |xr el | ≤ x0
(5.31)

As all nodes in the lumped-mass model are considered as point masses, the motion of each of these can be
determined through Newton’s second law. Furthermore, using the Cartesian coordinates described in Sec-
tion 4.2, each node will have a six-element state vector. Thus, the system of equations of the entire tethered
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system, including the end masses, will be 6(N +2) dimensional. However, this system of equations is highly
nonlinear, as the tension force depends on the norm of the relative distance, and the damping force depends
on the dot product of the relative velocity with the relative position.

Nonetheless, it is possible to set up a nonlinear matrix equation, expressing the derivative of the state as
a nonlinear function of the system state. Note that for this notation to hold, the end masses mT and mC are
also modeled as point masses: how this is implemented in the context of the actual TSDS will be discussed in
Section 5.4.3. The resulting system of equations for an N -node tether is shown in Equation (5.32):



ẋT

ẍT

ẋ1

ẍ1
...

ẋN

ẍN

ẋC

ẍC


=



ẋT
1

mT

(
kN

[
(|xr el ,1T |−x0)

xr el ,1T
|xr el ,1T |

]
+ cNε1T +Fext ,T

)
ẋ1

1
m1

(
kN

[
(|xr el ,21|−x0)

xr el ,21
|xr el ,21| − (|xr el ,1T |−x0)

xr el ,1T
|xr el ,1T |

]
+ cN [ε21 −ε1T ]+Fext ,1

)
...

ẋN
1

mN

(
kN

[
(|xr el ,C N |−x0)

xr el ,C N
|xr el ,C N | − (|xr el ,N N−1|−x0)

xr el ,N N−1
|xr el ,N N−1|

]
+ cN [εC N −εN N−1]+Fext ,N

)
ẋC

1
mC

(
kN

[
(|xr el ,C N |−x0)

xr el ,C N
|xr el ,C N |

]
+ cNεC N +Fext ,C

)



(5.32)

The terms xr el ,i j and εi j from Equation 5.32 are defined in Equations (5.33) through (5.35):

xr el ,i j = xi −x j (5.33)

εi j =


ẋpr o j ,i j if (xr el ,i j · ẋr el ,i j ) > 0
0 if (xr el ,i j · ẋr el ,i j ) = 0
−ẋpr o j ,i j if (xr el ,i j · ẋr el ,i j ) < 0

(5.34)

ẋpr o j ,i j =
(

ẋr el ,i j ·
xr el ,i j

|xr el ,i j |
)

xr el ,i j

|xr el ,i j |
(5.35)

From Equation (5.32), it can be seen that the possibility exists to add an external force Fext to each tether
node, as also seen in Figure 5.7. This can include gravitational or aerodynamic forces, which gives a more
accurate representation of a tether in orbit. Thus, the developed model could even include electrodynamic
forces on the nodes, allowing it to be used for the analysis of EDTs in the future.

5.4.2. TSDS HARMONIC ANALYSIS
As the lumped-mass model detailed in the previous section consists of linear springs and dampers, it is pos-
sible to make first-order predictions of the harmonic motion of the system using analytical methods for
damped harmonic oscillators. The classical theories for this type of system typically involve a mass con-
nected to a fixed wall, illustrated in Figure 5.9, which is again a one-dimensional system. Then, the general
differential equation of motion for the mass can be formulated as shown in Equation (5.36) [69, Ch. 1]:

mẍ + cẋ +kx = F (5.36)

Note that in Equation (5.36), x is defined from the equilibrium position of the mass, and that the spring will
thus also generate a restoring force when under compression.

The homogeneous solution to Equation (5.36) can be used to define the so-called damping ratio ζ and
natural frequency ωn , shown respectively in Equations (5.37) and (5.38) [69, Ch. 1.3]:

ζ= c

2
p

km
(5.37)

ωn =
√

k

m
(5.38)

The parameters defined in Equations (5.37) and (5.38) then can be used to express the damped natural fre-
quency ωd , assuming an underdamped situation, shown in Equation (5.39):
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Figure 5.9: Classical definition of a damped harmonic oscillator.

ωd =ωn

√
1−ζ2 (5.39)

Physically, the damped natural frequency defines the period of a single oscillation when the system is sub-
jected to nonzero initial conditions and zero net external force. Finally, the motion can be described as a
function of time as shown in Equation (5.40) [69, Ch. 1.3]. Note that if c is nonzero, the oscillation will be
subject to an exponential decay.

x =
√√√√ (ẋ0 +ζωn x0)2 + (x0ωd )2

ω2
d

exp(−ζωn t )sin

(
ωd t +atan

(
x0ωd

ẋ0 +ζωn x0

))
(5.40)

The preceding analysis holds for cases in which ζ is smaller than one, known as an underdamped system
[69, Ch. 1.3]. A special case for the system behavior exists if ζ is equal to one, known as a critically-damped
system. In this case, the system returns to its equilibrium position without oscillating in the shortest possible
time. If ζ is higher than one, the system is overdamped, which means it takes longer than the critical case to
return to the equilibrium position, again without oscillating. For the proposed tether models, the system will
always be underdamped.

It is desirable to find similar expressions to Equations (5.37) - (5.40) describing the internal motions of
the TSDS: not only does this give an indication of the amplitudes and periods of the the oscillations which
will occur during deorbit burns, but it will also provided a benchmark against which to verify the behavior of
the developed lumped-mass model. When simplifying the TSDS to the two end masses (the chaser and the
target) and a single element, two important differences remain with the classical analysis. First, the tether
only gives a force when extended past its natural length and does not provide a restorative force when under
compression. Second, the system is “free” in inertial space, and thus does not have the unyielding boundary
condition presented by the fixed wall in the classical case.

To remedy this deplorable situation, a new differential equation will be derived in the form of Equa-
tion (5.36), describing the motion of the chaser with respect to the target. To make this possible, the as-
sumption will be made that the chaser is subject to a constant force F , as it would be during a deorbit burn.
This causes the tether to continually be in tension, and thus xr el will always be larger than x0. First, from the
free-body diagram shown in Figure 5.10, the equations of motion for both masses in “inertial” space can be
constructed as shown in Equation (5.41).

m1ẍ1 = Fd +Ft = cẋr el +kxr el

m2ẍ2 = F −Fd −Ft = F − cẋr el −kxr el
(5.41)

To obtain the differential equation for the relative motion, the two relations in Equation (5.41) were subtracted
from each other to obtain the acceleration of m2 with respect to m1. This is shown in Equation (5.42).

ẍr el = ẍ2 − ẍ1

=−cẋr el

(
1

m2
+ 1

m1

)
−kxr el

(
1

m2
+ 1

m1

)
+ F

m2

(5.42)
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Figure 5.10: Free-body diagram of a “free” damped harmonic oscillator.

In Equation (5.42), m2 can be brought to the left-hand side, resulting in Equation (5.43). The right-hand side
of this equation is then only dependent on the ratio of the two masses.

m2ẍr el = (−cẋr el −kxr el )

(
1+ m2

m1

)
+F (5.43)

Finally, Equation (5.43) can be rearranged to yield a similar form to Equation (5.36), and thus allowing the
analysis to be performed more conveniently. The result is shown in Equation (5.44).

m2

1+ m2
m1

ẍr el + cẋr el +kxr el = F (5.44)

With Equation (5.44) obtained, new expressions can be found for ζ, ωn , and ωd . These are shown in Equa-
tiona (5.45) through (5.47), with the primes denoting that these variables are for the “free” case.

ζ′ = c

2
√

k m2

1+ m2
m1

(5.45)

ω′
n =

√√√√ k
m2

1+ m2
m1

(5.46)

ω′
d =ω′

n

√
1−ζ′2 (5.47)

Equations (5.45) through (5.47) can then be used in Equation (5.40) to analyze the harmonic motions of the
simplified TSDS.

As a final step, a relation was found for the equilibrium position as a function of the chaser and target
masses, the tether length and spring constant, and the thrust level. In the equilibrium position, the relative
velocity and acceleration between the two masses must be zero. Thus, Equation (5.43) can be written as
shown in Equation (5.48), yielding the equilibrium position xeq . Note that x is zero at a distance x0 from m1,
as seen in Figure 5.10, so for the actual separation between m1 and m2, x0 must be added to the obtained
result.

m2ẍr el =−kxeq

(
1+ m2

m1

)
+F = 0

xeq = F

k
(
1+ m2

m1

) (5.48)
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5.4.3. TETHER MODEL IMPLEMENTATION
The method presented in the preceding subsections was implemented in Simulink in a C code S-function.
Thus, the tether model can easily be used in conjunction with the GGNCSIM libraries, which are also written
as C code S-functions [8, Ch. 15.2]. The working of the developed S-function will first be described; then, the
model verification will be presented.

S-FUNCTION OVERVIEW

The created S-function takes the position and velocity of all the tether nodes and the TCPs on the chaser and
target, along with the external force vector on each tether node, as inputs. Furthermore, a switch is included
which allows the tether to be cut. This can prevent large errors from occurring once the TSDS is too low in
the atmosphere, as drag on the tether is not taken into account. It then returns the velocity and acceleration
of each tether node, as well as the force vector acting on both TCPs. The inputs and outputs of the S-function
are further summarized in Table 5.1.

Table 5.1: Inputs and outputs of tether model S-function.

Inputs
xT SDS Row vector with the position and velocity components of respectively the target TCP,

the tether nodes 1 through N , and the chaser TCP:
[xT C P,T yTC P,T zTC P,T ẋTC P,T ẏTC P,T żTC P,T

x1 y1 z1 ẋ1 ẏ1 ż1

· · ·
xN yN zN ẋN ẏN żN

xT C P,C yT C P,C zT C P,C ẋTC P,C ẏT C P,C żTC P,C ]
Fext Nodes Row vector with the force components of the total external force acting on each tether

node 1 through N :
[Fx,1 Fy,1 Fz,1

· · ·
Fx,N Fy,N Fz,N ]

Tether cut switch Scalar value which will cut the tether if it is larger than zero.
Outputs

FTC P,T Row vector with the force components of the force acting on the target TCP:
[Fx,T C PT Fy,TC PT Fz,TC PT ]

ẋteth Row vector with the velocity and acceleration components of the tether nodes 1
through N :
[ẋ1 ẏ1 ż1 ẍ1 ÿ1 z̈1

· · ·
ẋN ẏN żN ẍN ÿN z̈N ]

FTC P,C Row vector with the force components of the force acting on the chaser TCP:
[Fx,T C PC Fy,TC PC Fz,T C PC ]

For the developed tether model routine, the convention presented in Figure 5.6 was adhered to. This means
that node 1 is the tether node closest to the target, and that node N in closest to the chaser. Furthermore, the
routine requires the position and velocity of the TCPs of the chaser and target, which need not be identical to
the position and velocity of the center of mass of each satellite. These values can be obtained from the state
of the considered satellite using Equation (5.49).

RTC P =Rs +Ro f f ,T C P

VTC P =Vs +ωs ×Ro f f ,T C P
(5.49)

To determine the state derivative of the tether nodes, a variation of Equation (5.32) was used: as the actual
TSDS consists of end masses which are not point masses, the resulting tether forces in the TCPs of the chaser
and target are determined, rather than the accelerations ẍT and ẍC . Then, these TCP forces on the chaser
and target can be simply added into the mathematical model for these bodies as an additional disturbance.
This improves the modularity of the tether model routine, and thus helps it fit within the GGNCSIM design
philosophy [8, Ch. 15].
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TETHER MODEL VERIFICATION

With the dynamics of the TSDS being highly uncertain in the context of the proposed ADR mission, it is es-
sential to properly verify and validate the designed tether model. In this context, verification is defined as
“confirmation [...] that specified requirements have been fulfilled”, while validation entails the “confirmation
[...] that the particular requirements for a specific intended use are fulfilled” [8, Ch. 15.3]. Put differently,
verification is the process of confirming that the model is performing as is expected from the theory imple-
mented inside it, while validation is the process of confirming whether the model is approximating reality
to a sufficient degree. Therefore, this section will focus on verification of the tether model, as the validity of
Kelvin-Voigt materials is well-established in the literature.

As discussed in Chapter 3, orbital tethers have seen minimal real-world use, and current research being
performed is focused on different modes of use compared to the proposed ADR mission. However, it is still
possible to perform a simple test to verify the designed tether model, in the form of a simple harmonic oscil-
lator with damping subject to a constant force. This draws on the methodology presented in Sections 5.4.1
and 5.4.2, allowing the simulation results to be compared to the analytical predictions.

For this test case, two end-masses were chosen, with mass values representative of the chaser and the tar-
get of 1500 kg and 7500 kg, respectively. Then, these end-masses were connected by a tether with properties
representative of ESAs nominal tether model from Table 2.1: a natural length L0 = 200 m, a number of nodes
N = 2, a tether spring constant K = 10 N/m, a tether damping constant C = 1 Ns/m, and a tether mass mteth

= 5 kg. This system model was simulated with a constant thrust force of 500 N acting on the chaser mass
element. The scenario is shown schematically in Figure 5.11.

Figure 5.11: Schematic depiction of verification scenario in which the chaser is subject to a constant force.

For this simulation, the chaser is initially located at 200 m along the x-axis, with the thrust acting in the pos-
itive x-direction as well. Additionally, the initial relative velocity between the chaser and the target is set to
zero. Thus, the tether is initially at its natural length, and therefore should be in tension for the duration of
the simulation. This is because viscous damping will dissipate a small amount of energy from the system,
causing the amplitude of the oscillation to slowly decrease.

For the described model of the TSDS, it is possible to determine the damping ratio ζ, natural frequencyωn ,
and damped natural frequency ωD using Equations (5.45) through (5.47). Working out the numbers returns
ζ= 0.0013, ωn = 0.0894 and ωD = 0.0894 rad/s. Due to the low value of ζ, ωn and ωd are practically identical.
Furthermore, this value of the damped natural frequency translates to an oscillation period of 70.25 s. Since
the tether is continuously in tension, it is possible to use Equation (5.40) to approximate the theoretical be-
havior of the oscillation. Leaving out the periodic term, it is possible to determine the oscillation envelope
xl i m as shown in Equation (5.50):

xl i m =
√√√√ (ẋ0 +ζωn x0)2 + (x0ωd )2

ω2
d

exp(−ζωn t ) (5.50)

It can be determined from Equation (5.48) that the equilibrium position for the described model of the TSDS
is at x = 241.7 m. Thus, the initial offset x0 has a value of -41.7 m. Then, Equation (5.50) can be used to deter-
mine the maximum amplitude at any given time. Taking a simulation end time of t = 1000 s, the maximum
amplitude at this instance is found to be 37.0 m.

Running the simulation for the same period of time, it is possible to compare the simulation results with
the predicted value of the oscillation period and envelope. The system behavior, and the analytical prediction
of the oscillation envelope, is shown in Figure 5.12.
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Figure 5.12: Simulated and predicted TSDS behavior subject to a constant force.

From the results, it was found that the oscillation period of the system is 70.30 s, which compares very well
to the predicted period of 70.25 s. Furthermore, it can be seen in Figure 5.12 that the analytical envelope is a
very good fit for the simulated system behavior.



6
CONTROL THEORY

In the previous chapter, mathematical models were developed to describe the dynamical behavior of the
TSDS in orbit. However, to accomplish a successful ADR mission, it is necessary to apply steering forces and
moments to the chaser. To achieve this, some form of control algorithm must be implemented.

This chapter will therefore discuss the theoretical background for two types of control algorithms: the
LQR and the SMC. The LQR is based on so-called classical control theory, which uses techniques for finding
analytical solutions to control problems [71, Pref.]. Conversely, the SMC is an example of modern control
theory, relying predominantly on numerical methods to design the controller. Both types of controller will
be implemented in the guidance and control system of the chaser, allowing for a good comparison of the
“old” and the “new”. While many, many different control algorithms exist, these were selected as being most
suitable for the tethered ADR scenario, which will be detailed further in this chapter.

First, basic principles of control theory which are applicable to both classical and modern controllers will
be discussed in Section 6.1. Second, the LQR will be covered in Section 6.2, followed third by the SMC in Sec-
tion 6.3. Then, the system mathematical models used in the guidance and control systems will be discussed
in Section 6.4. Finally, the system response of these mathematical models will be treated in Section 6.5.

6.1. BASIC PRINCIPLES OF CONTROL THEORY
In this section, the basic principles of control theory will be discussed. Control, in general, serves to gen-
erate commands for actuators such that the difference between a desired state and the actual state of the
system under consideration is minimized [9, Ch. 6.1]. What this desired state is at any given time is left to the
designer, and is not further considered in this section.

For control to be achieved, a mathematical model of the system under consideration is required [71, Ch.
3.1]. This mathematical model must be able to determine the output of the system for any given input, so
the controller will know how much input is necessary to achieve a desired output. These models are math-
ematical approximations of how the system behaves, and can be represented in a number of different ways.
Most common among these are differential equations and state equations [71, Ch. 3.2, 4.1], which are both
formulated in the time domain.

When dealing with a system with multiple inputs and multiple outputs, which is representative of satel-
lites in orbit, it is common to use the state-space representation of the system [71, Ch. 5.1]. When considering
a linear (or linearized) system, the state derivative vector can thus be expressed as a linear combination of the
state vector itself and a control vector, as shown in Equation (6.1):

ẋ(t ) = Ax(t )+Bu(t )

y(t ) = Cx(t )+Du(t )

x(t0) = x0

(6.1)

In this state-space representation, x(t ) is an n-dimensional state vector of the system, u(t ) is an m-dimensional
input (or control) vector, and y(t ) is a p-dimensional output vector [71, Ch. 5.1]. The matrices A, B, C, and D
are the system, input, output, and feedforward matrices, respectively [71, Ch. 3.7]. These matrices have the
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respective dimensions of n ×n, n ×m, p ×n, and p ×m [71, Ch. 5.1]. The first equation is known as the dy-
namic equation, the second equation is called the output equation, and the last equation simply introduces
a shorthand notation for the initial state [71, Ch. 3.7].

The formulation shown in Equation (6.1) is ideally suited for classical control theory, as this generally
considers controllers with linear systems [71, Ch. 5.1]. Thus, this representation can be used for an LQR.
However, modern control techniques are not limited to linear systems, although they can be applied to these.
In the case of a nonlinear system, the state-space equations take the form presented in Equation (6.2), which
is nonlinear in both the state and control vectors [71, Ch. 3.7]:

ẋ(t ) =f(t ,x,u)

y(t ) =g(t ,x,u)
(6.2)

In Equation (6.2), f and g are generic nonlinear vector functions of the state and control vectors, describing
the state derivative and output vectors, respectively. The shorthand notation for the initial state x0 from
Equation (6.1) is, of course, still valid.

It must be noted that the preceding discussion on linear and nonlinear systems is for the system model
implemented in the controller. The actual plant being driven by the controller may be either linear or non-
linear, independent of what type of mathematical model is implemented in the controller. The validity of the
implemented model, however, must be determined by the designer.

For both LQRs and SMCs, state feedback control is generally used as a control law [71, Ch. 11.3] [72, Ch.
1.1]. In the case that the control vector u is linear in the system state, this allows it to be generically expressed
as shown in Equation (6.3), in which K is known as the gain matrix:

u(t ) =−K(t )x(t ) (6.3)

Note that if not all of the system states are observable, the output of the system must be used instead. While
this case will not be further considered, a generic form for an output feedback law is given in Equation (6.4):

u(t ) =−K(t )y(t ) (6.4)

As can be seen in Equation (6.3), the control approaches zero as the state of the system approaches zero.
Thus, due to the negative sign, the state feedback control law will tend to to drive the system state towards
zero. This makes it convenient to reformulate Equation (6.3) as shown in Equation (6.5).

u(t ) =−K(t )xer r (t ) (6.5)

Equation (6.3) replaces the absolute state of the system from Equation (6.3) with a state error, such that the
error will be driven to zero instead of the state itself. This allows a certain hold point or reference trajectory
to be followed [71, Ch. 11.4]. In the subsequent sections, the problem of determining u for both an LQR and
an SMC will be treated.

It must be noted that there are many different methods of determining appropriate controls for specific
systems. The LQR was selected as it provides a well-documented classical control technique, which is ad-
ditionally based on optimal control theory. Thus, the resulting controls are optimal controls for the given
inputs. Many other options exist from the classical theory, such as PID controllers and pole placement [71],
but these do not explicitly ensure the results to be optimal in control effort. The selection of the SMC as a
modern technique for comparison was based on a quick survey ([60, 73, 74]) of most commonly used con-
trol systems for satellites, and is relatively arbitrary: other options include model-reference adaptive control,
fuzzy control, and H∞ control [71]. The precise suitability of these choices is not further considered in this
research, and thus these alternatives will not be discussed, either.

6.2. LINEAR-QUADRATIC REGULATION
The LQR is a staple of classical control theory, based on optimal control theory [71, Ch. 11.1]. Specifically,
the LQR is designed to find a control vector u which minimizes a certain quadratic cost function. Generically,
this cost function can be written as shown in Equation (6.6) [9, Ch. 6.5]:

J =
∫ ∞

0
(xT Qw x+uT Rw u)d t (6.6)
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The first term in the integrand in Equation (6.6) is the control deviation, and the second term is the control
effort [9, Ch. 6.5]. The matrices Q and R are real positive semi-definite and real symmetric positive definite,
respectively. These matrices can be used to tune the responsiveness and the magnitude of the control signals.
Multiple methods exist to solve for these matrices, usually in an iterative fashion [9, Ch. 6.5]. The most basic
approach is knwon as Bryson’s rule, which defines Qw and Rw as shown in Equation (6.7) [9, Ch. 6.5]:

Qw = diag
{

1
∆x2

1,max

1
∆x2

2,max
· · · 1

∆x2
n,max

}
Rw = diag

{
1

∆u2
1,max

1
∆u2

2,max
· · · 1

∆u2
m,max

} (6.7)

In Equation (6.7), ∆xi ,max and∆u j ,max are the maximum allowable amplitude of the i th state vector element
and the maximum allowable value of the j th control vector element [9, Ch. 6.5].

As a state feedback law is used, it is possible to substitute Equation (6.3) into Equation (6.6), with the result
shown in Equation (6.8) [9, Ch. 6.5]:

J =
∫ ∞

0
xT (Qw +KT Rw K)xd t (6.8)

To solve Equation (6.8), Lyapunov stability analysis can be used [9, Ch. 6.5]. For this analysis, Equation (6.9)
has been proven to hold:

(A−BK)T P+P(A−BK) =−(Qw +KT Rw K) (6.9)

In Equation (6.9), P is a positive definite matrix, which, through continuation of the Lyapunov stability anal-
ysis, can be expressed in terms of A, B, Qw , and Rw , shown in Equation (6.10) [9, Ch. 6.5]:

AT P+PA−PBR−1
w BP+Qw = 0 (6.10)

Equation (6.10) is known as the matrix Riccati equation, for which there are standard solving algorithms in
control-system design tools [9, Ch. 6.5]. Finally, it is possible to express the gain matrix K in terms of the
matrices R, B, and P, shown in Equation (6.11) [9, Ch. 6.5]:

K = R−1
w BT P (6.11)

It is of note that the methodology presented in Equations (6.8) through (6.11) only holds for linear time-
invariant systems [71, Ch. 11.3]. This means that a single fixed K exists for a system with fixed A and B
matrices. Thus, if this is not the case, it is necessary to either re-solve the matrix Riccati equation every time
the system dynamics significantly change, or to interpolate between pre-determined values of K for different
system configurations.

This section aimed to provide a concise overview of the main principles of the LQR, and has therefore
omitted detailed derivations. These can be found throughout the literature on control theory, for instance
[71, Ch. 11].

6.3. SLIDING MODE CONTROL
Sliding mode control, also called variable structure control, is a type of control in which the control law
changes its structure according to certain switching conditions [75]. In doing so, it is possible to achieve
asymptotic stability even if the results of each control law in itself are unstable, as long as the correct switch-
ing logic is implemented [75] and the switching function can be done at sufficiently high speeds [11]. As with
the LQR, an SMC is generally designed to drive the system state, or state error, to zero.

Conceptually, this can be visualized by considering a system with two states, x1 and x2. In the resulting
state space, the so-called switching surface σ can be defined as a function of the two states: as it is assumed
that the goal of this example is to drive the system state to zero, σ is chosen to pass through the origin. This
switching function then divides the state space into two regions: one “above” the switching surface, and one
“below” the switching surface. This is visualized in Figure 6.1, with σ defined as a linear function of x1 and
x2. Note that, in this case, σ is not so much a switching surface, but rather a switching line.

In Figure 6.1, the state trajectory of the system as a function of time is also shown. This state trajectory is
influenced by two different values of the control vector u(t ): one is valid when the state is above the switching
surface, and the other is valid when the state is below the switching surface. This divides the state trajectory
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Figure 6.1: Graphical representation of a linear switching surface σ in two-dimensional state space, with the state trajectory as a
function of time (adapted from [11]).

into a number of segments, in each of which one of the two controls is acting on the system. It can be seen
that each individual segment of the state trajectory does not drive the system state towards zero. However, by
switching between the two control laws at the switching surface, the system state is driven towards zero [11].

In general, then, for an ideal SMC, each entry in the control vector u(t ) can take two values: a “positive”
value when the system state is above the corresponding switching surface, and a “negative” value when the
system state is below the corresponding switching surface [11]. Thus, the entries ui (t ) of u(t ) can be expressed
as in Equation (6.12):

ui (t , x) =
{

u+
i (t , x) if σi (x) > 0

u−
i (t , x) if σi (x) < 0

for i = 1, ...,m (6.12)

In Equation (6.12), σi (x) = 0 is the i th switching surface, and m is the dimension of the control vector [11].
Often, as shown in the example in Figure 6.1, switching surfaces have a linear definition, as this allows analysis
techniques to be used similar to those for classical linear systems.

The sliding mode itself is the motion of the system along the intersection of all the different switching
surfaces [11]. As all switching surfaces are defined to pass through the desired point in the state space, so
will the intersection of these surfaces: thus, the sliding mode will also drive the system to this desired point.
This formulation deals with general multidimensional problems: in the case of the two-dimensional example
discussed previously, with only a single switching line, this would mean that the system state stays on the
switching line as soon as it intersects it. This scenario is shown in Figure 6.2.

Figure 6.2: Graphical representation of a sliding mode s along the linear switching surface σ in two-dimensional state space (adapted
from [11]).
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For sliding mode control to be effective, it is necessary to construct the switching surfaces such that the sys-
tem, when restricted to the surface, responds in the desired manner,: this implies that the state tends towards
the desired point [11]. In the case of the example, the desired result is to drive the system state to zero. Then,
appropriate switched control laws must be found, including appropriate values for the feedback gains. These
must not only keep the system on the sliding mode once it has been intersected, but should also drive the
system state to the sliding mode when the state has not yet intersected the sliding mode. Once on the sliding
mode, the system state will be very quickly driven to the desired point.

The examples shown in Figures 6.1 and 6.2 deal with a two-dimensional case, as this is most convenient
for visualizing the working of an SMC. Of course, the concept can be extended to any number of dimensions,
at the cost of gradually losing the ability to visualize the system behavior. To provide a slightly more represen-
tative example, consider a three-dimensional state space with variables x1, x2, and x3. Then, consider two
switching surfaces, σ1 and σ2, coinciding with the x1x2-plane and x1x3-plane, respectively. This scenario is
graphically depicted in Figure 6.3.

Figure 6.3: State trajectory and resulting sliding mode s in three-dimensional space with two switching surfaces (adapted from [11]).

The state trajectory in Figure 6.3 shows the effect of the switched controls: as soon as one of the switching
surfaces is intersected, the control law is changed and thus the state trajectory follows a different path. This
continues until eventually the intersection between σ1 and σ2 is reached, at which point the sliding mode is
initiated. The system state is then driven to zero along the sliding mode.

As mentioned, the two major components of designing a sliding mode controller is to first construct
switching surfaces such that the desired behavior is displayed, and second to finding the feedback gains
which drive the state to the sliding mode and keep it there [11]. These two processes will be discussed subse-
quently.

6.3.1. CONSTRUCTING APPROPRIATE SWITCHING SURFACES

Numerous techniques exist to determine appropriate functions forσ [72, Ch. 4.1] [11]. As mentioned, the se-
lection of these surfaces is critical, as it is desired that the system behaves in a certain manner when restricted
to these surfaces. Furthermore, the surfaces must also be designed such that a sliding mode actually exists. It
is possible to ensure the existence of the sliding mode using the so-called method of equivalent control. The
switching surfaces must then be designed based on the constraints imposed by this method.
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METHOD OF EQUIVALENT CONTROL

The method of equivalent control is a straightforward technique for constructing switching surfaces, which
guarantee the existence of a sliding mode [11]. More specifically, this method will determine the system
motion when restricted to a switching surface. If the sliding mode exists, then σ̇(x) =σ(x) = 0 for all t ≥ t0, in
which t0 is the time when the state of the system intersects the switching surface. Using the chain rule, the
result shown in Equation (6.13) is obtained [11]:[

∂σ

∂x

]
ẋ =

[
∂σ

∂x

]
(f(t ,x)+B(t ,x)ueqv ) = 0 (6.13)

In Equation (6.13), ueqv is the equivalent control which must be solved for to make this equation hold [11].

To do so, it is assumed that
[
∂σ
∂x

]
B(t ,x) is nonsingular for all x and t , which allows the equation shown in

Equation (6.14) to be set up.

ueqv =−
[[
∂σ

∂x

]
B(t , x)

]−1 [
∂σ

∂x

]
f(t ,x) (6.14)

It is possible to rewrite Equation (6.14) to find a solution for ẋ, shown in Equation (6.15) [11]. This equation
represents the dynamics of the system on the switching surface.

ẋ =
[

I −B(t , x)

[[
∂σ

∂x

]
B(t ,x)

]−1 [
∂σ

∂x

]]
f(t ,x) (6.15)

Equations (6.12) through (6.15) hold for any arbitrary switching surface. A special case exists when the switch-
ing surface is linear in x: in this case, σ(x) can be written as shown in Equation (6.16) [11].

σ(x) = Sx (6.16)

In the case of linear switching surfaces defined by Equation (6.16) and a linear system description as shown
in Equation (6.1), it is possible to simplify ueqv as shown in Equation [72, Ch. 3.3]:

ueqv (t ) =−SB−1SAx(t ) (6.17)

For this linear case, Equation (6.15) can then be written as in Equation (6.18) [72, Ch. 3.3]:

ẋ(t ) = (
I −B(SB)−1S

)
Ax(t ) (6.18)

The method of equivalent control provides relations which, when adhered to, ensure the existence of a sliding
mode. However, the exact design of the switching surface matrix S is still a very broad field from this starting
point, allowing many different properties for the system behavior to be included in the design. As this is
such a broad topic, a method of determining S based on optimal control theory was selected. This choice
was made to be able to compare between the performance of an ordinary LQR and an SMC with switching
surfaces based on the same principles.

SELECTING SWITCHING SURFACES BASED ON OPTIMAL CONTROL THEORY

To actually determine the switching surface matrix S, it is convenient to construct a canonical form of the
system equations known as the regular form [72, Ch. 4.2]. The regular form is brought about by defining
a transformation Tr based on the QR-decomposition of B. Applying this transformation to the A, B, and S
matrices yields the results shown in Equation (6.19).

Tr ATT
r =Ar eg =

[
A11 A12

A21 A22

]
Tr B =Br eg =

[
0

B2

]
STT

r =Sr eg = [
S1 S2

]
(6.19)

Using Equation (6.19), it is possible to formulate the regular form of the state equation from Equation (6.1)
[72, Ch. 4.2]. The regular form of the state vector xr eg can thus be partitioned as shown in Equation (6.20),
with the regular form of the switching surface σr eg defined in Equation (6.21).
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ẋr eg 1(t ) =A11xr eg 1(t )+ A12xr eg 2(t )

ẋr eg 2(t ) =A21xr eg 1(t )+ A22xr eg 2(t )+B2u(t )
(6.20)

σr eg = S1xr eg 1(t )+S2xr eg 2(t ) (6.21)

The first relation in Equation (6.20) describes the so-called reduced order system, which in turn describes the
motion of the system when restricted to the sliding mode [72, Ch. 4.2]. Defining the quadratic cost function,
similar to Equation (6.6), using the non-regular state x as shown in Equation (6.22), the transformation Tr can
then be applied to Qw , as seen in Equation (6.23).

J = 1

2

∫ ∞

ts

xT Qw xd t (6.22)

Tr Qw T T
r = Qr eg =

[
Q11 Q12

Q21 Q22

]
(6.23)

Combining Equations (6.22) and (6.23), it is possible to determine the cost function in terms of the regular
form, which is shown in Equation (6.24) [72, Ch. 4.2]. Note that ts is the time at which the sliding mode is
intercepted.

J = 1

2

∫ ∞

ts

xT
r eg 1Q11xr eg 1 +2xT

r eg 1Q12xr eg 2 +xT
r eg 2Q22xr eg 2d t (6.24)

It is desirable to formulate Equation (6.24) such that xr eg 1 has the role of the system state and the control
input is a function of xr eg 2 [72, Ch. 4.2]. Doing this will allow for the methods used for solving standard LQR
problems to be applied. This formulation is presented in Equation (6.25).

J =1

2

∫ ∞

ts

xT
r eg 1Q̂xr eg 1 + ûT Q22ûd t

Q̂ =Q11 −Q12Q−1
22 Q21

û =xr eg 2 +Q−1
22 Q21xr eg 1

(6.25)

Using Equation (6.25), the reduced-order system equation can be written in terms of xr eg 1 and û, shown in
Equation (6.26) [72, Ch. 4.2]:

ẋr eg 1 =Âxr eg 1(t )+ A12û(t )

Â =A11 − A12Q−1
22 Q21

(6.26)

With Equation (6.26) being in the same form as a generic state-space description as shown in Equation (6.1),
a matrix Riccati equation can be formulated to find the optimal control [72, Ch. 4.2]. This relation is shown
in Equation (6.27).

Â
T

P1 +P1Â−P1 A12Q−1
22 AT

12P1 + Q̂ = 0 (6.27)

Finally, solving this equation returns an optimal û, which can be used to obtain the corresponding relation
for xr eg 2 from Equation (6.25), as seen in Equation (6.28) [72, Ch. 4.2].

xr eg 2 =−Q−1
22 (AT

12P1 +Q21)xr eg 1 (6.28)

To use the resulting optimal control of the reduced-order system to construct the switching surface matrix
S, it must be recalled that during sliding motion, the regular form of the switching function σr eg from Equa-
tion (6.21) is equal to zero [72, Ch. 4.2]. In addition, the assumption can be made that the matrix product
SB from Equation (6.18) is nonsingular, which is necessary if a solution is to exist. This translates to the
requirement that S2 must also be nonsingular, such that Equation (6.21) can be rewritten as shown in Equa-
tion (6.29).

xr eg 2(t ) =−S−1
2 S1xr eg 1(t ) (6.29)
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When comparing Equations (6.28) and (6.29), an expression relating S1 and S2 to the optimal control can be
found. If S2 is chosen as the identity matrix, it is possible to formulate S using Equation (6.19) as shown in
Equation (6.30) [72, Ch. 4.2].

S = [S1S2]Tr =
[
I (Q−1

22 (AT
12P1 +Q21)) I

]
Tr (6.30)

Using Equation (6.30), an optimal switching surface matrix can be found for a given system. However, it is
still necessary to find the actual controls which will drive the system to the sliding mode and keep it there.
This will be discussed subsequently for state feedback control.

6.3.2. DETERMINING APPROPRIATE CONTROLS
As with the determination of the switching surfaces themselves, there are numerous techniques for deter-
mining the control vector to achieve the desired behavior of the system [72, Ch. 3]. It was chosen to use a
so-called control diagonalization method due to its straightforward implementation [11].

CONTROL DIAGONALIZATION

The control diagonalization method is a means of reducing a multiple-input multiple-output system into
several single-input-single-output systems, a conversion which simplifies the controller design [11]. This
method involves the construction of a new control vector u∗ through a nonsingular transformation, shown
in Equation (6.31). Note that Qr is an m ×m diagonal matrix, often chosen as the identity matrix.

u∗(t ) =Q−1
r (t , x)

[
∂σ

∂x
(x)

]
B(t , x)u(t ) (6.31)

The dynamics of the system using this transformation can then be written as in Equation (6.32) [11]:

ẋ(t ) = f(t ,x)+B(t , x)

[
∂σ

∂x
(x)B(t , x)

]−1

Qr (t , x)u∗(t ) (6.32)

Finally, it is possible to find control inputs if the switching logic in terms of u∗ is chosen to satisfy Equa-
tion (6.33) [11]. Note that qi is the i th diagonal element of Qr , si j is the i j th component of ∂σ

∂x , and f j (t , x) is

the equation of motion for the j th state.

qi (t , x)u∗+
i <−

n∑
j=1

si j f j (t , x) for σi (x) > 0

qi (t , x)u∗−
i >−

n∑
j=1

si j f j (t , x) for σi (x) < 0

(6.33)

Again, since linear switching surfaces are considered, ∂σ∂x is simply S. When also considering a linear system,
Equation (6.33) can be simplified as shown in Equation (6.34) [11].

qi (t , x)u∗+
i <−[

si 1 · · · si n
]

Ax(t ) for σi (x) > 0

qi (t , x)u∗−
i >−[

si 1 · · · si n
]

Ax(t ) for σi (x) < 0
(6.34)

Once u∗ has been obtained, it is possible to convert this back to the actual control vector u using Equa-
tion (6.35) [11]. Again, for linear switching surfaces, ∂σ∂x is simply S.

u(t ) =
[
∂σ

∂x
B(t , x)

]−1

Qr (t , x)u∗(t ) (6.35)

Equations (6.33) and (6.34) represent sufficient conditions required to ensure the existence and reachability
of a sliding mode [11]. Thus, as long as the control vector does not exceed the boundaries imposed by these
relations, any value for the control will drive the system onto the sliding mode: the greater this margin is, the
more aggressive the control action will be. Therefore, this margin, dubbed the control margin δC M , forms an
important design parameter, as it determines how quickly a system responds to disturbances.

Note, of course, that a more aggressive control action will require more control actuation, and might thus
be less efficient that a milder response. Another characteristic related to aggressive control action specific to
SMCs is known as chattering, which will be discussed subsequently.



6.3. SLIDING MODE CONTROL 59

CHATTERING MITIGATION

Chattering is a phenomenon related specifically to SMCs, and is a direct result of the discontinuous control
action on both sides of the switching surfaces [72, Ch. 3.7]. This means that when following the control laws
presented in Equations (6.12) and (6.31) through (6.35), this discontinuity will result in any deviation from
the switching surface of any magnitude will result in a control action driving the system back towards the
surface. However, in most systems this will result in a slight overshoot of the switching surface, initiating
a control action in the opposite direction. Thus, the system will tend to oscillate, or “chatter”, around the
switching surface at a high frequency.

To help alleviate this phenomenon, it is common to “soften” the discontinuous control action, resulting
in a so-called pseudo-sliding motion [72, Ch. 3.7]. This results in the system being required to remain close
to the switching surface rather than exactly on it, allowing less control action to be taken while still retaining
a great deal of the stability inherent to “ideal” SMCs.

The most common method of softening the control law is to introduce two new controller parameters:
the control boundary layer δBL [72, Ch. 3.7] and the control deadband δDB [73]. These define regions in
the state space close to the sliding mode in which the control action is either reduced or nullified altogether,
which reduces the aggressiveness of the system response to slight deviations and therefore reduces chatter-
ing. The control boundary layer and control deadband around a sliding mode S in 2D-space can be visualized
in Figure 6.4.

Figure 6.4: Graphical representation of control boundary layer and control deadband around a sliding mode s in two-dimensional
space (adapted from [72, Ch. 3.7]).

As mentioned, within the boundary layer and deadband, the control action is altered from the nominal case
[72, Ch. 3.7]. Specifically, if the system state is within the boundary layer, the nominal control action will be
scaled linearly from the nominal control at the edge of the boundary layer to zero at the edge of the deadband.
If the system state is then within the deadband, the control is set equal to zero [73].

When considering control diagonalization as discussed previously, it does not matter if the modifications
to the control within the boundary layer or deadband are applied to u∗ or u, as the two are related by a linear
transformation as shown in Equation (6.35). Thus, it was arbitrarily chosen to apply this to u∗, as shown in
Equation (6.36), with u∗

nom representing the nominal value.

u∗
i =


u∗

i ,nom if |σi (x)| > δDB +δBL

u∗
i ,nom

( |σi |−δDB
δBL

)
if δDB +δBL > |σi (x)| > δDB

0 otherwise

for i = 1, ...,m (6.36)

Equation (6.36) can also be represented graphically. This is shown in Figure 6.5, in which a value of 1 along
the y-axis represents the nominal control u∗

nom when above the switching surface and a value of -1 represents
the nominal control when below the switching surface.
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Figure 6.5: Graphical representation of control softening (solid line) near to a switching surface using a boundary layer and deadband
(adapted from [72, Ch. 3.7]).

While LQR designs have been subject to enough research to allow the weighting matrices to be estimated
through for instance Bryson’s rule in Equation (6.7), no such rule exists for the three SMC control parameters
discussed in this section. Thus, tuning these parameters represents an important part of the controller design.
It is known that δBL and δDB should be small values to ensure the system remains near to the sliding mode
[72, Ch 3.7]. However, no such knowledge exists for δC M , although it is known that a larger value will increase
the control aggressiveness. Determining appropriate values for δC M , δBL , and δDB will be further treated in
Sections 6.5 and 7.6.

6.4. SYSTEM MATHEMATICAL MODELS
It has been made clear in the preceding sections that the selected control algorithms require a mathemati-
cal model of the system being controlled to function. This section will present the models selected for this
purpose, for both the orbital as well as the angular dynamics of the chaser. Note that the models will only be
introduced: actual implementation will be treated in Sections 7.2 and 7.3.

6.4.1. GUIDANCE MATHEMATICAL MODEL
Within the scope of the current research, it would be theoretically possible to have a perfect mathematical
model of the system, thus allowing the guidance system to make perfect predictions of the system dynamics.
However, in the real world, it is not achievable to have a perfect mathematical model, and thus the guidance
system will contain a degree of uncertainty. Therefore, it was chosen to develop a simplified mathematical
model of the orbital dynamics of the system to test the capability of the guidance system to deal with un-
forseen disturbances.

As the chaser and target will permanently be in close proximity due to the influence of the tether, it was
decided to develop a guidance system to control the motion of the chaser relative to the target. To this end,
the CW equations were chosen as a mathematical model of the system. These equations, first presented in
Equation (5.12), are linearized equations, and can thus also be written in the state-space form (Equation (6.1))
shown in Equation (6.37).



ẋr el

ẏr el

żr el

ẍr el

ÿr el

z̈r el

=



0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

3n2 0 0 0 2n 0
0 0 0 −2n 0 0
0 0 −n2 0 0 0





xr el

yr el

zr el

ẋr el

ẏr el

żr el

+



0 0 0
0 0 0
0 0 0
1

mC
0 0

0 1
mC

0

0 0 1
mC


Fg ,H x

Fg ,H y

Fg ,H z

 (6.37)

It can be seen in Equation (6.37) that the system matrix is only dependent on the mean motion n of the
satellite under consideration. Thus, it forms a very simple formulation of the relative dynamics of the chaser
with respect to the target. Furthermore, no perturbations are included in this formulation: thus, the ability of
each system to deal with the simulated orbital perturbations can be analyzed.

Again, it is mentioned that the exact implementation of this model in the simulation of the TSDS will be
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discussed in Section 7.2.

6.4.2. CONTROL MATHEMATICAL MODEL

As with the guidance system, it is necessary to have a mathematical model of of the attitude dynamics of the
chaser to design a closed-loop control system. Again, it was chosen to implement a simplified model of the
rotational dynamics. This simplified model can simply be represented by Equations (5.21) and (5.23), and
thus does not take moments induced by the environment or tether tension into account. This was done, as
the tether tension is nearly independent on the angular state of the chaser, and much more dependent on the
orbital state of the chaser relative to the target.

In contrast to the CW equations used in the guidance system, Equations (5.21) and (5.23) are nonlin-
ear, meaning the state derivative cannot be expressed as a linear combination of the state vector elements.
Written in matrix form, the equations of motion take the form shown in Equation (6.38), with Ω defined in
Equation (6.39):



q̇1

q̇2

q̇3

q̇4

ω̇x

ω̇y

ω̇z


=



0 ωz,G /2 −ωy,G /2 ωx,G /2 0 0 0
−ωz,G /2 0 ωx,G /2 ωy,G /2 0 0 0
ωy,G /2 −ωx,G /2 0 ωz,G /2 0 0 0
−ωx,G /2 −ωy,G /2 −ωz,G /2 0 0 0 0

0 0 0 0
0 0 0 0 ΩIC

0 0 0 0





q1

q2

q3

q4

ωx

ωy

ωz


+



0 0 0
0 0 0
0 0 0
0 0 0

I−1
C


Mc,Gx

Mc,G y

Mc,Gz

 (6.38)

Ω=
 0 −ωz ωy

ωz 0 −ωx

−ωy ωx 0

 (6.39)

Since the chaser exists in three-dimensional space, the control moment vector Mc,G , representing the control
moments around the axes of the chaser body-fixed frame, consists of only three elements. Therefore, only
three of the four quaternion elements can be physically controlled, requiring an equation to be found which
allows the complete attitude to be controlled. To do this, it is possible to use Equation (4.7) to express q4 in
terms of the other three quaternion elements. Then, Equation (5.23) can be expressed as in Equation (6.40)
[76]:

q̇1

q̇2

q̇3

= 1

2


√

1−q2
1 −q2

2 −q2
3 −q3 q2

q3

√
1−q2

1 −q2
2 −q2

3 −q1

−q2 q1

√
1−q2

1 −q2
2 −q2

3


ωx

ωy

ωz

 (6.40)

Using Equation (6.40), a controllable nonlinear system can be derived from Equation (6.38). This system is
shown in Equation (6.41):



q̇1

q̇2

q̇3

ω̇x

ω̇y

ω̇z

= 1

2



√
1−q2

1 −q2
2 −q2

3 −q3 q2

q3

√
1−q2

1 −q2
2 −q2

3 −q1

−q2 q1

√
1−q2

1 −q2
2 −q2

3

2ΩIC


ωx

ωy

ωz

+



0 0 0
0 0 0
0 0 0

I−1
C


Mc,Gx

Mc,G y

Mc,Gz



(6.41)

However, it is clear that Equation (6.41) is a nonlinear equation, as the system matrix is a nonlinear combi-
nation of both the quaternion element as well as the angular rates. Thus, to apply an LQR or a linear SMC
to this system, it must first be linearized, which can be achieved through Taylor series expansion [76]. Doing
this permits the linearized system to be expressed as shown in Equation (6.42):
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q̇1

q̇2

q̇3

ω̇x

ω̇y

ω̇z

=



0 0 0 1/2 0 0
0 0 0 0 1/2 0
0 0 0 0 0 1/2
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0





q1

q2

q3

ωx

ωy

ωz

+



0 0 0
0 0 0
0 0 0

I−1
C


Mc,Gx

Mc,G y

Mc,Gz

 (6.42)

Equation (6.42) represents a controllable linear system description for the angular dynamics of the chaser.
Like Equation (6.37), it is a very simple formulation, and does not take any disturbances into account, again
allowing for analysis of the ability of the control algorithms to cope with uncertainties. Furthermore, the
implementation in the simulation of the TSDS will be discussed in Section 7.3.

6.5. SYSTEM RESPONSE
With the linear system mathematical models presented in Section 6.4, it is possible to analyze the system
response of each of these to the described LQR and SMC algorithms. To do so, the response of the linear
system to a step input in one of its controls was determined, by which the stability and performance of the
controller can be analyzed [71, Ch. 4]. First, the step response of the guidance model will be investigated
to both the LQR and SMC, and second, the same will be done for the control model. Note that these linear
mathematical models will be implemented to control nonlinear systems in the full simulation.

6.5.1. GUIDANCE MODEL STEP RESPONSE
To model the step response of the guidance system, it is necessary to select a value for the mean motion n
of the system, such that the system matrix Ag is fully defined. For a circular orbit at an altitude of 800 km,
representative of the initial condition proposed by ESA [3], n is found equal to 1.038 ·10−3 rad/s using Equa-
tion (5.9). Thus, this value was used for the subsequent step response analysis of the guidance system. Then,
it is possible to determine this step response using both the LQR and SMC algorithms, which is done subse-
quently.

A scenario is considered with the chaser initially in the origin of the H frame at zero velocity. Further-
more, this state corresponds to the desired hold point. Then, a unit-step input is added to one of the control
elements of the controlled system, and the resulting system behavior can be observed. It is noted that the
initial chaser mass, 1500 kg, is used throughout the analysis.

LQR GUIDANCE SYSTEM STEP RESPONSE

From Section 6.2, it was shown that the performance of an LQR depends on the Qw and Rw matrices. For
the Rw,g matrix, good values can be found using Bryson’s rule (Equation (6.7)), as each element of the control
vector u has the same maximum amplitude of 50 N [3]. Thus, the Rw,g matrix for the guidance system can be
expressed as shown in Equation (6.43).

Rw,g =
4 ·10−4 0 0

0 4 ·10−4 0
0 0 4 ·10−4

 (6.43)

While Bryson’s rule can also be used to determine the Qw matrix, it was decided to include the influence
of varying this parameter in the step response analysis. Thus, Qw,g was chosen as a diagonal matrix with

constant values along the diagonal, using the values of ∆x2
max shown in Equation 6.44:

∆x2
max = [

1 ·10−5 1 ·10−4 1 ·10−3 1 ·10−2 1 ·10−1] (6.44)

For each resulting Qw,g matrix, the step response of the system position and velocity was determined. Specif-
ically, the case was considered with the unit-step function added to the first entry of the control vector, cor-
responding to a force in the xH direction. The system position and velocity along this axis, as a function of
∆x2

max , are plotted in Figures 6.6 and 6.7, respectively.
Figure 6.6 shows the position of the chaser along the xH axis, divided by the nominal value of this position

dictated by the step function. This nominal value corresponds to the new equilibrium position of the chaser,
and can be approximated by the value of the position at the end of the simulated interval, t = 50 s: it can
be seen that all oscillations have died out by this time. Thus, the behavior of each scenario can be easily
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Figure 6.6: Step response of the LQR guidance system on the position of the chaser, for different values of ∆x2
max .

0 5 10 15 20 25 30 35 40 45 50
−0.2

0

0.2

0.4

0.6

0.8

1

1.2

1.4

Elapsed time [s]

V
el

oc
ity

 [m
/s

]

 

 
1e−5
1e−4
1e−3
1e−2
1e−1

Figure 6.7: Step response of the LQR guidance system on the velocity of the chaser, for different values of ∆x2
max .

compared, even though these nominal values themselves might be different. Figure 6.7 simply shows the
velocity of the chaser along the xH axis.

It can be seen in Figures 6.6 and 6.7 that increasing the value of ∆x2
max results in a longer rise time and a

larger overshoot, both on the position and velocity of the chaser. For ∆x2
max = 1 ·10−1, the rise time for the

position is nearly 7 s, and the overshoot is around 4%. In contrast, the rise times for ∆x2
max = 1 · 10−4 and

∆x2
max = 1 ·10−5 are nearly identical at 2 s, and both don’t show any significant overshoot. When considering

the velocity, it can be seen that if∆x2
max = 1·10−1, the velocity peaks at 1.4 m/s before decreasing, and shows a

-0.05 m/s overshoot before settling around t = 30 s. Again, this is much less for ∆x2
max = 1 ·10−4 and ∆x2

max =
1 ·10−5, which have peak velocities around 0.2 m/s and 0.1 m/s, respectively, and are both settled back at zero
by t = 5 s.

This behavior, for both position and velocity, is closely mirrored when considering a step input along the
other two H-frame axes. Therefore, it was decided to weight each position element and each velocity element
of Qw,g equally. It was also chosen to apply more weight to the velocity elements: it is not desirable to have
the position response be too aggressive, as this might cause unintentional tensioning of the tether. However,
it is desirable to limit the relative velocity as much as possible. Thus, a value of ∆x2

max of 1 ·10−2 was chosen
for the position elements, and a value of ∆x2

max of 1 ·10−4 was chosen for the velocity elements.

SMC GUIDANCE SYSTEM STEP RESPONSE

To analyze the system response of the SMC, the same scenario was used as for the LQR: a unit step is applied
to the first element of the control vector, and the system response in terms of position and velocity is analyzed.

It was determined in Section 6.3 that the switching surfaces of the SMC would be designed based on the
same principles as the LQR. For this analysis, it was chosen to use the values determined previously for Qw,g ,
thus allowing a good comparison to be made between the two algorithms. Furthermore, it was determined
that three additional controls parameters would be necessary: the control margin δC M , the control boundary
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layer δBL , and the deadband δDB , with the latter two providing “softening” of the control action. However,
for this analysis, it was chosen to consider an ideal SMC, and thus δBL and δDB were set to zero: proper
determination of these values will be done in Section 7.6.

Similar to the LQR analysis, different simulations were run with different values of the guidance control
margin δC M ,g . The range of values analyzed are shown in Equation (6.45):

δC M ,g = [
5 ·10−4 1 ·10−3 1 ·10−2 5 ·10−2 1 ·10−1] (6.45)

Performing the analysis in the same way as for the LQR system, the system position and velocity under the
influence of a step input are shown in Figures 6.8 and 6.9, respectively. Again, these show the normalized
position and non-normalized velocity of the chaser.
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Figure 6.8: Step response of the SMC guidance system on the position of the chaser, for different values of δC M ,g .
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Figure 6.9: Step response of the SMC guidance system on the velocity of the chaser, for different values of δC M ,g .

From Figure 6.8, it can be seen that the system response is highly dependent on the value of δC M ,g : if this is
too high or too low (in this case, 1·10−1 or 5·10−4, respectively), the system does not respond sufficiently to the
disturbance. This is evidenced by the linearly increasing position, which characterizes the systems inability
to stabilize the position. In the best case, though, with δC M ,g = 1 ·10−3, the system response is much quicker
than the LQR, with a rise time of 0.8 s. Furthermore, it can be seen in Figure 6.9 that the chaser velocities
are kept much lower with the SMC system than the LQR system: maximum chaser velocities are only in the
order of cm/s. Finally, it can be seen that the velocity is stabilized for the cases that δC M ,g = 5 · 10−4 and
δC M ,g = 1 · 10−1, even though the position is not. This indicates that for these values the system is able to
nullify its acceleration, while maintaining a constant velocity.

Figure 6.9 also highlights the problem of chattering: the system velocities for δC M ,g = 1 ·10−2 and δC M ,g =
5 · 10−2 oscillate at a very high frequency about zero, at such a rate that the waveforms appear simply as
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blocks. While this does indicate that the sliding mode has been intersected, and is not an issue for the anal-
ysis of the ideal guidance model, this can be problematic when considering the implementation in the full
nonlinear simulation, due to the high associated accelerations. Thus, a control boundary layer and deadband
are proven to be essential when considering SMCs: the selection of these parameters, along with the selection
of the control margin, is presented in Section 7.6.

While the comparison of the step response of the LQR and SMC guidance system seems to indicate that
the LQR is more stable and much smoother than that of the SMC, it is once again stressed that this step
response is performed to illustrate the operating principles of both controllers. As mentioned, no control
softening was applied, which would greatly reduce the problem of chattering [11]. Therefore, final judgement
of the most suitable controller will be performed based on the performance in the full simulation, described
in Chapters 7 and 8.

6.5.2. CONTROL MODEL STEP RESPONSE
To model the step response of the control system, the same general strategy is followed as for the guidance
system. In this case, there is no dependency of the system matrix on an external parameter, such as n, allow-
ing straightforward implementation of Equation (6.42). Also, the initial chaser inertia tensor is used, shown
in Equation 6.46:

IC =
1450 145 150

145 2850 280
150 280 1900

 (6.46)

The scenario is considered with the initial orientation of the chaser body-fixed G frame being identical to
that of the external inertial I frame, with zero angular velocity. This situation corresponds to a quaternion
vector q = [0001]. Then, as with the guidance system analysis, a unit-step input is added to one of the control
elements of the controlled system. This will be done first for the LQR and second for the SMC

LQR CONTROL SYSTEM STEP RESPONSE

As with the LQR guidance system, the performance of the LQR control system depends on the chosen Qw and
Rw matrices. Again, it is possible to determine a good value for the Rw,c matrix by using Bryson’s rule and the
maximum control magnitude, which is 20 Nm for each element of the control vector [3]. The resulting Rw,c is
shown in Equation (6.47):

Rw,c =
2.5 ·10−3 0 0

0 2.5 ·10−3 0
0 0 2.5 ·10−3

 (6.47)

To determine the sensitivity of the system behavior to the Qw,c matrix, the values of the diagonal entries were
once again varied, using the values from Equation (6.44). Then, the system response in terms of attitude
and rotational rate to the unit step function could be determined, which is shown in Figures 6.10 and 6.11,
respectively.
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Figure 6.10: Step response of the LQR control system on the attitude of the chaser, for different values of ∆x2
max .
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Figure 6.11: Step response of the LQR control system on the rotational rate of the chaser, for different values of ∆x2
max .

Figure 6.10 shows the time response of the first quaternion element q1 to the unit step function. It is noted
that, again, this has been normalized by the nominal value dictated by the step response of the system, which
corresponds to the position at the end of the simulated interval, t = 100 s. Figure 6.11 shows the rotational
rate of the chaser about its xG axis.

Comparing Figures 6.10 and 6.11 to Figures 6.8 and 6.9, it can be seen that the behavior is very similar,
with the only major difference being the scaling along the time axis: increasing the value of ∆x2

max results in
a longer rise time and a larger overshoot, both on the position and velocity of the chaser. For∆x2

max = 1·10−1,
the overshoot is again around 4%; the rise time, however, is longer, clocking in at 14 s. Again, the rise times
for ∆x2

max = 1 ·10−4 and ∆x2
max = 1 ·10−5 are nearly identical, this time being roughly 4 s. When considering

the velocity, it can be seen that if∆x2
max = 1·10−1, the velocity peaks at 3 rad/s before decreasing, and shows a

-0.1 rad/s overshoot before settling around t = 70 s. Again, this is much less for ∆x2
max = 1 ·10−4 and ∆x2

max =
1 ·10−5, which have peak velocities around 0.9 rad/s and 0.4 rad/s, respectively, and are both settled back at
zero by t = 10 s.

Continuing the parallel behavior with the guidance system, the described behavior of the control system
is closely mirrored when considering step inputs about the other body axes. In contrast to the guidance
system, however, it is desirable for the control system to be fairly aggressive in its response, such that the
chaser remains stable during burns [3]. Therefore, it was chosen to set the value of ∆x2

max to 1 ·10−4 for both
the attitude as well as the rotational rate elements of Qw,c .

SMC CONTROL SYSTEM STEP RESPONSE

As with the SMC guidance system, it was chosen to implement an ideal SMC to investigate the system re-
sponse of the SMC control system: thus, no control boundary layer or deadband is present to “soften” the
control action. The range of values specified by Equation (6.45) were used for the control margin δC M ,c dur-
ing the step response analysis of the SMC control system. The results of this analysis on the normalized
attitude and non-normalized rotational rate are presented in Figures 6.12 and 6.13, respectively.

It can be seen in Figure 6.12 that if the control margin is too low, 1 ·10−1 in this case, the system does not
respond sufficiently to the disturbance, again evidenced by the linearly increasing value of q1. As with the
SMC guidance system, this indicates that the chaser can nullify its angular acceleration, but not its angular
velocity. It can also be seen that the rise time and overshoot is heavily dependent on the control margin: for
δC M ,c = 1 ·10−3, the rise time is 7 s and there is no overshoot, while for δC M ,c = 1 ·10−3, the rise time is nearly
43 s, and the overshoot is 23%. From Figure 6.13, it can be seen that the angular velocities are, again, much
lower than for the LQR control system, with maximum amplitudes of 0.06 rad/s as opposed to 3 rad/s.

Figure 6.12 also nicely shows the rather jagged system behavior as a result of the discontinuous switching
of the controls: rather than the gradual oscillations seen in Figure 6.10, the system response abruptly changes
once a switching surface has been intersected. This does drive the system to the sliding mode fairly directly,
which in turn drives the system to the desired state: the sharp peaks seen at t = 5 s, t = 32 s, and t = 66 s
coincide with the times at which chattering starts, and thus when the system intersects the sliding mode.
However, due to this significant chattering, it is concluded that control softening must be done for the SMC
control system, as well. Selection of appropriate values for the control boundary layer and deadband will be
discussed in Section 7.6.
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Figure 6.12: Step response of the SMC control system on the attitude of the chaser, for different values of δC M ,c .
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Figure 6.13: Step response of the SMC control system on the rotational rate of the chaser, for different values of δC M ,c .

As this the guidance system, it is again noted that the SMC step response analyses were intended to provide an
overview of the basic working principle of SMC controllers. Therefore, the determination of the most suitable
control algorithm will be done based on the full simulation.





7
SIMULATOR DEVELOPMENT

Using the mathematical models developed in Chapter 5 and the control algorithms discussed in Chapter 6, it
is possible to develop the simulator for the TSDS. This process ecompasses a number of different steps. First,
it is necessary to build the environmental model and the resulting dynamics on the elements of the TSDS,
as well as selecting an appropriate propagation scheme. This was done using the GGNCSIM libraries, and is
detailed in Section 7.1.

Following this, it is possible to design the actual GC system for the chaser. As mentioned, two different GC
systems will be developed, with an LQR-based system providing a benchmark for a system based on SMCs.
This makes it possible for the most suitable system to be selected in Chapter 8. The guidance logic will be
developed in Section 7.2, followed by the logic for the control system in Section 7.3.

With the guidance and control logic developed, it is then possible to analyze the model of the tether itself,
during which an appropriate number of nodes will be selected. Finally, the design of the LQR and SMC-based
control systems themselves processes will be detailed in Sections 7.5 and 7.6, respectively.

As a visual aid, the architecture of the entire simulator is provided in Figure 7.1. This figure shows the
relations between the various dynamics models and controllers present in the simulator, each of which will
be discussed in this Chapter.

7.1. DYNAMICS MODEL DEVELOPMENT
As has been mentioned, the dynamics model for the TSDS was implemented in Simulink, using the GGNCSIM
libraries developed by Dutch Space (now Airbus Defence & Space Netherlands). This section will give a brief
overview of the models used to simulate the orbital and angular motions of the elements in the TSDS in
Section 7.1.1. A suitable propagation scheme was also selected during this process, shown in Section 7.1.2.
Finally, several unit tests are performed to verify that the model is functioning properly, which is shown in
Section 7.1.3.

7.1.1. DYNAMICS MODEL IMPLEMENTATION

The GGNCSIM libraries provide a very versatile basis for the simulation of orbiting spacecraft. Four of these
libraries were extensively used in the development of the simulator. First, the “Math” library covers a wide
range of elementary and intricate mathematical operations, including vector and quaternion algebra [67, Ch.
4.1]. This library also includes functions for vector transformations, based on both quaternions and DCMs,
which is exceedingly useful when performing reference frame transformations.

Second, the “Utilities” library contains operations for time and coordinate transformations [67, Ch. 4.2].
This includes transformations from ECI to ECEF, Cartesian to spherical, and position to altitude, as well as
the reverse transformations. Together with the Math library, these two libraries provide the complete mathe-
matical basis for the equations of motion of an orbiting satellite.

To construct the equations of motion of and around the center of mass of the satellite, the environmental
loads can be defined using the “Environment” library [67, Ch. 4.2]. This library contains models for the
gravity field, magnetic field, atmosphere, and solar radiation environment around the Earth. However, of
these, only the gravity models will be implemented, as the atmospheric models consisted of a very coarse

69
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Figure 7.1: Schematic overview of developed simulator architecture.
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tabulation of the outdated MSIS86 model, while the NRLMSISE-00 model described in Section 5.1 is much
more up-to-date.

Finally, the “Flight Dynamics” library was used to actually determine the state derivative of the satellite.
This library contains both rigid-body and flexible-body dynamics models, although only rigid-body models
were used, and includes both translational and rotational motion [67, Ch. 4.3]. The force and moment models
include effects such as aerodynamic drag and solar radiation pressure on different geometries. Of course, the
routine developed to determine the tether forces described in Section 5.4 will also be included in the force
and moment model.

ORBITAL MOTION MODEL

In essence, the orbital motion model uses the GGNCSIM libraries to sum all forces acting on each element in
the TSDS and to determine the acceleration according to Newton’s second law. Because of this, this method is
often known as the Newton equations [67, Ch 4.3]. The technique is essentially very similar to Equation (5.14),
except that the central field gravity term is also determined as a force acting on the vehicle.

To compute the aerodynamic drag on the chaser and target, the physical models shown in Figures 4.5
and 4.6 were implemented. The GGNCSIM Flight Dynamics library includes models for determining the in-
stantaneous drag on such rectangular prisms based on the attitude of the satellite. For the target, a compound
model was created including the effect of the large solar panel attached to the “bottom” of the satellite body.
Again, it is noted that due to the difficulty of modeling aerodynamic drag on the tether, this was neglected for
the performed simulations.

ANGULAR MOTION MODEL

In a similar fashion to the orbital motion model, the angular motion model uses the GGNCSIM libraries to
determine all moments acting on the chaser and target and sums these up, defining a total resulting moment
on each body. Then, Equations (5.21) and (5.23) are used to express the state derivative of each satellite. Due
to the use of the Euler moment equations, this method is thus known as the Euler equations [67, Ch 4.3].
Again, it is noted that since each tether node is treated as a point mass, these elements are not subject to
these equations.

Combined, the orbital and angular motion models implement the so-called Newton-Euler equations for
the chaser and the target [67, Ch 4.3]. This method is applicable to rigid bodies, as it decouples the trans-
lational and rotational motions. This also allows correct implementation to be conveniently verified, as the
rotation of an object should kinematically have no effect on its translation.

7.1.2. NUMERICAL PROPAGATOR SELECTION
An important aspect of the development of the simulator is to select an appropriate numerical propaga-
tion scheme. Doing so reduces numerical errors, thus increasing the accuracy of the simulation. Simulink
includes several integrators which can be used to propagate the differential equations of motion, the most
common of which are described in Table 7.1 [77].

Table 7.1: Summary of several included numerical methods in MATLAB/Simulink

Routine Description
ode45 ode45uses a Dormand-Prince algorithm to propagate the differential equations [78]. As such,

it is a single-step solver, and it is best suited to solve nonstiff equations. MathWorks recom-
mends to try this routine first to the problem to be solved, as it shows good all-round perfor-
mance.

ode113 ode113 uses an Adams-Bashforth-Moulton variable order solver [78]. As opposed to ode45,
it is therefore a multi-step solver: however, the self-starting issues with multi-step solvers are
taken care of in the routine. It can be more efficient than ode45 if the tolerances are very
stringent or if the function being propagated requires a lot of computational effort. It is also
best suited for nonstiff equations.

It should be noted that many other solvers exist in Simulink besides the two shown in Table 7.1, although
these all serve more specialized purposes [77]. Furthermore, parameters such as the relative tolerance and
minimum and maximum allowed step sizes can be varied, providing the possibility for tuning each solver.
The selection of a suitable propagation scheme was based on two properties: computer run time and nu-
merical accuracy. To analyze this, a test case was constructed consisting of a TSDS in a circular equatorial
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orbit at 800 km altitude under the sole influence of the Earth’s central field. The chaser and target were given
a slight relative velocity, and the system was then allowed to freely drift for a period of 25000 s. This period
corresponds to roughly four orbital periods, which is the theoretical maximum duration of the mission as-
suming continuous operations (Section 7.2) The tether model used had a natural length L0 of 200 m, a spring
constant k of 10 N/m, a damping constant c of 0.3 Ns/m, a mass of 5 kg, and two nodes, corresponding to
ESA’s nominal model [3]. The initial conditions of the chaser and target in the ECI frame are shown in Equa-
tion (7.1).

RT,0 =
7178136

0
0

 [m] VT,0 =
 0

7815.5
0

 [m/s] RC ,0 =
7178136

−190
0

 [m] VC ,0 =
 −1

7815.5
0

 [m/s] (7.1)

Theoretically, under influence of only the central gravity field, the total orbital energy of the orbiting system
should stay constant. Some energy might be dissipated through viscous damping in the tether, however,
although this is not expected to be very much. Thus, it is expected that the total orbital energy of the system
should be constant or should decrease very slightly. The total orbital energy Etot of each body in the TSDS
can be expressed using Equation (7.2), which is a rewritten form of the vis-viva equation from Equation (5.6).

Etot =
N+2∑
i=1

( |Vi |2
2

− µ

|Ri |
)

mi (7.2)

The preceding analysis was performed using both described built-in Simulink solvers, with values for the
relative tolerance of 1 ·10−6, 1 ·10−8, and 1 ·10−10. These and all other simulations were run on an HP® Elite-
Book 8570w, with an Intel® Core™ i7-3630QM clocked at 2.40 GHz. The total system energy over the mission
duration was then compared for each propagator configuration, the results of which are shown in Table 7.2.

Table 7.2: Performance of different propagation schemes for Etot .

Solver Relative tolerance CPU time [s] ∆Et ot tot [J] Relative∆Et ot tot

ode45
1 ·10−6 50.83 1.98 ·106 7.92 ·10−6

1 ·10−8 62.77 1.69 ·106 6.76 ·10−6

1 ·10−10 135.57 1.07 ·106 4.28 ·10−6

ode113
1 ·10−6 77.52 1.06 ·106 4.24 ·10−6

1 ·10−8 428.76 1.84 ·105 7.36 ·10−7

1 ·10−10 3680.4 1.97 ·104 7.88 ·10−8

In Table 7.2,∆Etot indicates the total absolute energy change over the mission duration, and the relative∆Etot

gives this value as a fraction of the initial value for Etot , which is equal to −2.50021·1011 J. The absolute values
of ∆Etot against time are also plotted in Figure 7.2.
It can be clearly seen that all propagation schemes introduce numerical errors, as the total orbital energy of
the TSDS is increasing in all cases, rather than slightly decreasing. Also, ode45 introduces more numerical
errors than ode113 for the same value for the relative tolerance, with the performance of ode45 at a relative
tolerance of 1 · 10−10 being practically identical to that of ode113 at 1 · 10−6. The CPU time required for
ode113 in this situation is also less than for ode45.

However, while stricter requirements on the relative tolerance drastically reduce the numerical errors for
ode113, doing so also vastly increases the CPU time. Furthermore, when looking at the relative values for
the change in total orbital energy, these are in the order of 10−6 for all tolerances of ode45, and can be even
lower for ode113 when using a stricter tolerance.

In the simulated scenario, an error of 10−6 in the orbital energy corresponds to a same order of error in the
position and velocity of the satellite. Thus, these errors correspond to an order of meters and centimeters per
second, respectively. Therefore, it was decided to simply implement ode45 with a relative tolerance of 10−6,
as this results in shorter CPU times for a similar order of accuracy compared to the other tolerance settings.

7.1.3. DYNAMICS MODEL VERIFICATION
An additional advantage of using the GGNCSIM libraries is that these models have been extensively verified
and validated by the developers [8, Ch. 15], effectively reducing the amount of V&V effort required for this
area. However, it is good practice to check the designed model to ensure that the verified and validated
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Figure 7.2: Graphical depiction of the numerical errors in εtot for different propagation schemes.

library models have been correctly implemented. Therefore, a number of these checks will be performed on
the orbital and angular dynamics models.

ORBITAL MOTION MODEL VERIFICATION

The verification of the orbital model will consist of two tests, both designed to confirm that the simulated
orbital environment is accurate: first, an unperturbed Kepler orbit will be modeled using the GGNCSIM li-
braries. Second, the J2 effect will be added, and the precession of the orbital elements will be compared to
the analytical solutions.

Note that the correct implementation can only be verified, and that the validity of the obtained solutions
must be considered separately. However, the validity of the chosen environmental model, which governs the
orbital dynamics presented here, has already been discussed in Section 5.1.

The first test considers a satellite around Earth under the sole influence of the central-body term. Ideally,
the results of the numerical propagation should therefore be a very good fit for the two-body dynamics de-
scribed in Section 5.2. This satellite was given the initial conditions in the ECI frame shown in Equation (7.3).

R0 =
7178136

0
0

 [m] V0 =
 0

7815.5
0

 [m/s] (7.3)

The initial conditions shown in describe an equatorial orbit with a periapsis altitude of 800 km and an eccen-
tricity of 0.1. The equations of motion were propagated for five orbits, corresponding to 35,443 s. Doing this,
and comparing the resulting orbit to the theoretical two-body case, gave errors in the order of 10−7 m, which
verifies the correct functioning of the central field force.

The second test adds the J2 effect to the central gravity field. In this case, a satellite was placed in an
orbit around the Earth with an inclination of 98◦ to allow precession of the RAAN and argument of periapsis
to occur. The chosen inclination corresponds to the actual inclination of Envisat. Furthermore, a periapsis
altitude of 800 km and an eccentricity of 0.1 were once again applied, and the inital RAAN and argument of
periapsis were both set to π/2 to avoid numerical problems which occur when these values are near zero.
This corresponds to the initial conditions shown in Equation (7.4), again given in the ECI frame.

R0 =
 999003

0
7108279

 [m] V0 =
 0
−7815.5

0

 [m/s] (7.4)
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With the values for the Keplerian elements mentioned previously, it is possible to analytically express the
drift rates of the RAAN and argument of periapsis using Equation (5.17). These theoretical drift rates were
then compared to the simulated RAAN and argument of periapsis. The results of this analysis are shown in
Figure 7.3, again for a simulation time of 35,443 s (or five orbits).
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Figure 7.3: Simulated and predicted behavior of the RAAN and argument of periapsis.

It can be seen that the simulated orbital elements show regular oscillations with every orbital period, as
predicted by Equation (5.16). Furthermore, the mean values of these oscillations closely follow the secular
changes predicted by the Gauss planetary equations. Thus, it is concluded that the complete gravity model
has been properly implemented.

ANGULAR MOTION MODEL VERIFICATION

For the angular motion of the chaser and target, it is important to remember that according to the Newton-
Euler equations, translation and rotation are uncoupled. Therefore, it was decided to verify the correct im-
plementation of these equations by simulating a body rotating at a constant rotational rate and moving at a
constant velocity in inertial space. With no forces acting on the body, it is expected that the distance to the
origin will linearly increase with time, and that the rotation angle will also linearly increase.

To this end, a body with the mass properties of the target was placed in inertial space, without any external
forces acting on it. Then, it was given an initial velocity in the z-direction of 1 m/s and an initial rotation
about the x-axis of 0.1 rad/s. In this situation, the Newton-Euler equations predict that the distance traveled
will linearly increase, along with the roll angle. However, due to the nonzero products of inertia of the target
seen in Equation (5.18), it was expected that there would be a coupling between the rotations. Therefore,
variations about the pitch and yaw axes were expected as well. The results are shown in Figures 7.4 and 7.5.

It is abundantly clear from Figures 7.4 and 7.5 that the model was not functioning as expected: translation
and rotation were strongly coupled and also vary in time, without external forces acting on the model. The
problem was traced to the specific routines determining the derivative of the satellite state, which do so by
solving the equations of motion in the G frame [67, Ch. 4.3]. As this requires additional transformations to
be valid, it is possible that the errors were due to unintuitive implementation requirements. While the issue
was discussed with the makers of GGNCSIM, the exact source of the problem could not be identified for this
particular implementation.

In an attempt to circumvent the problem, an older version of the same routine was used, which solves
the equations of motion in the “traditional” I frame. Implementing this model, and performing the same
analysis, returns the result shown in Figures 7.6 and 7.7.

It can be seen in Figures 7.6 and 7.7 that the behavior using the old GGNCSIM routine returns the expected
behavior: translation and rotation are uncoupled, the roll angle increases nearly linearly, and the pitch and
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Figure 7.4: Distance from the body to the origin in inertial
space as a function of time.
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Figure 7.5: Roll, pitch, and yaw angles of the body as a
function of time.
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Figure 7.6: Distance from the body to the origin in inertial
space as a function of time, using old GGNCSIM routine.
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Figure 7.7: Roll, pitch, and yaw angles of the body as a
function of time, using old GGNCSIM routine.

yaw angles show coupling with the roll angle. Based on these results, the development of the simulator used
for this research was continued with the old GGNCSIM routine for solving the equations of motion.

7.2. GUIDANCE LOGIC DEVELOPMENT

To perform a deorbitation mission, it is required to remove energy from the orbiting satellite. This will reduce
the periapsis of the orbit, which will increase the aerodynamic drag on the system and cause it to lose more
energy, eventually falling back to the surface or burning up in the process. A straightforward way to achieve
this is to use some form of propulsion to slow the satellite down by applying a thrust in the opposite direction
to the velocity [52, Ch. 5].

This same principle holds for the TSDS, albeit with an important footnote: since the chaser will hold
the propulsion system, it is necessary to transfer the force generated by the propulsion system through the
tether to the target. As the tether will only transfer forces when in tension, it is necessary for the chaser to
be “behind” the target during the deorbit burns, such that the tether tension force at the target is directed
opposite to its velocity.

Thus, the design of the guidance system was split into two different aspects. First, a system was developed
to control the main propulsion system such that the main engine burns are efficient at deorbiting the TSDS.
Second, a closed-loop guidance logic was designed controlling the relative motion of the chaser with respect
to the target, using the mathematical models presented in Section 6.4.1. Furthermore, a preliminary analysis
towards system failure modes was performed.
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7.2.1. MAIN ENGINE CONTROLLER
The main propulsion system is responsible for delivering the appropriate impulse to deorbit the TSDS. To
effectively design a controller for this system, a number of different elements has to be developed. First, a
model of the main propulsion system was necessary, as this will determine how long and how efficient the
deorbit mission will be. Second, a reference trajectory is required for the deorbit mission. With this done, it
is possible to design the logic of the controller itself.

MAIN PROPULSION SYSTEM MODEL

The main propulsion system installed on the chaser consists of a conventional high-thrust chemical propul-
sion system [3]. The thrust level of this propulsion system was not yet fixed, but was estimated to be between
500 N and 2500 N. Therefore, it is important to analyze several different thrust levels, to determine which
configuration will be the most advantageous.

Based on the given thrust level, it is assumed that the main thrusters will be the European Apogee Motor
(EAM), manufactured by Airbus Defence & Space [79]. These engines have a nominal thrust level of 500 N,
allowing multiples of these to be used for higher thrust levels. The specific impulse of the EAM is rated at 325 s.
Using these values, it is possible to determine the mass flow rate ṁ of the engine as shown in Equation (7.5)
[58, C.2]. Note that the worked-out value holds for a single engine.

ṁmai n = Fthr

Isp g0
= 0.157 kg/s (7.5)

As mentioned, the model for the chaser will allow for a variable mass. Therefore, the mass-flow rate de-
termined in Equation (7.5) can be used to determine the mass of the chaser at any given time using Equa-
tion (7.6). Again, this equation assumes a single engine, but the mass flow rate can be simply multiplied by
the number of engines used.

mC (t ) =
∫ t

t0

mC ,0 −ṁmai nd t (7.6)

Since the chaser is the only element in the TSDS which varies in mass during the deorbit mission, the TSDS
mass can be determined by simply adding the tether and target mass to the variable chaser mass.

Considering the range of thrust values given, it was chosen to perform further analysis on thrust levels
corresponding to integer number of EAMs, or 500 N, 1000 N, 1500 N, 2000 N, and 2500 N. These thrust levels
will be further evaluated with respect to burn time and number of burns in the next subsection.

REFERENCE DEORBIT TRAJECTORY

To determine the amount of propellant needed to perform the deorbit mission, and the corresponding burn
time(s), it is necessary to have a certain reference trajectory. The first step towards constructing such a refer-
ence trajectory is to determine a terminal condition for the mission. Specifically, the target periapsis altitude
is the main driver for this, as targeting an exact landing site is outside the scope of this research. Based on
ESAs ATV reentry profile, which has a similar size and mass to the target, a periapsis altitude of 0 km (sea
level) is targeted for an appropriate re-entry profile [80].

To this terminal condition, the first-order maneuver analysis presented in Section 5.2.1 to be used, which
allows the total ∆Vtot for the maneuver to be determined. With the initial altitude being 800 km, the final
altitude being 0 km, and assuming a two-body system, this ∆V can be found using Equation (7.7). Note that
atr is the transfer orbit semi-major axis, defined by Equation (7.8).

∆Vtot =||V0|− |V f || =
µ

RE +h0
−µ

(
2

RE +h0
− 1

atr

)
=223.2 m/s

(7.7)

atr =
(RE +h0)+ (RE +h f )

2
(7.8)

The result obtained from Equation (7.7) defines the total velocity increment which must be delivered to the
system to achieve an appropriate deorbit trajectory, if tangential burns are used. This velocity increment
can also be represented by the integral of the acceleration of the system, which can be written as shown in
Equation (7.9), with tb representing the total required burn time.
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∆Vtot =
∫ tb

t0

Fthr

mT SDS (t )
d t (7.9)

Naturally, the total required burn time tb is dependent on the thrust level. Considering the thrust levels
mentioned in the previous subsection, it was possible to solve Equation (7.9) for each of these, returning the
total required burn times shown in Table (7.3). Using Equation (7.5) and the results from Table 7.3, it is also
possible to determine the total propellant mass required to achieve the specified velocity increment. This
works out to be 656.3 kg of propellant, a value which is independent of thrust level. As this mass is expelled
from the chaser, this implies that the mass of the chaser will vary significantly throughout the mission. This
must be taken into account when designing the GC system as a whole.

Table 7.3: Total burn times for varying thrust levels.

Thrust level [N] Total burn time [s]
500 3868
1000 1934
1500 1289
2000 967
2500 774

It is important to note that the main engine(s) are fixed in orientation with respect to the chaser body-fixed
frame [3]. Specifically, the thrust is directed along the positive x-axis of this frame. This means that the
engines cannot be gimballed to correct for disturbances.

MAIN ENGINE CONTROLLER LOGIC

While guidance systems are traditionally closed-loop to account for disturbances [9, Ch. 6], the main engine
controller will be treated differently. In essence, the main engine controller will simply activate the main
engine(s) at the correct time and keep them operational for the correct duration, and is thus effectively an
open loop system. Thus, it is dependent on the relative guidance system, discussed in Section 7.2.2, and the
control system (Section 7.3) to ensure the correct orientation of the thrust vector.

It is stipulated that each individual burn may not last longer than 20 minutes (1200 s) [3]. Therefore, it is
necessary for multiple burns to be performed for thrust levels of 500 N, 1000 N, and 1500 N. If multiple burns
are required, each burn after the initial burn will then be initiated at apoapsis of the resulting orbit, as this is
the most efficient point in the orbit to alter the periapsis [52, Ch. 5.3].

Furthermore, it is required that the thrust vector is oriented along the y-axis of the Hill frame centered on
the target [3]. As the engines are fixed in orientation with respect to the chaser body-fixed frame, maintaining
this orientation will be a primary objective for the control system, which will be discussed in Section 7.3.

It can be seen from Table 7.3 that thrust levels of 1000 N and 1500 N will require two burns, and that thrust
levels of 2000 N and 2500 N only require a single burn. For this reason, it seemed superfluous to continue the
analysis with all five defined thrust levels. Therefore, only thrust levels of 500 N, 1000 N, and 2000 N were used
in the further analysis, corresponding to missions with four burns, two burns, and one burn, respectively.
These profiles are graphically depicted in Figure 7.8. As a final note, each main engine burn will, in fact, be
967 s in duration, independent of the thrust level used. Each different thrust level then simply uses a different
number of these burns.

7.2.2. RELATIVE GUIDANCE SYSTEM
With the main engine controller being essentially an open-loop system, it was required to have some form of
closed-loop guidance logic to account for errors. To meet this need, a guidance system governing the relative
motion of the chaser with respect to the target was developed, using the model presented in Section 6.4.1.
First, the mathematical model used in this system will be tailored to the specific mission, after which the
guidance logic will be discussed.

GUIDANCE MODEL

As discussed in Section 6.4, Equation (6.37) represents a very convenient form of the CW equations for the
guidance system. However, as the periapsis is reduced during the course of the mission, the mean motion
n will not be constant. Using Equation (5.9), it is possible to determine the theoretical limits of n which
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Figure 7.8: Graphical representation of the reference trajectories for 500 N, 1000 N, and 2000 N, respectively. The dashed line is the
initial orbit, and the black dots represent the burn locations.

will be encountered during the mission. Thus, for the initial circular orbit at 800 km altitude, n is equal to
1.038 · 10−3 rad/s; for the final transfer orbit with an apoapsis altitude of 800 km and a periapsis altitude of
0 km, n is equal to 1.131 ·10−3 rad/s. As the difference between these values is less than 10%, it was decided
to use the average n, with a value of 1.085 · 10−3 rad/s. This allows the system matrix to remain constant
throughout the mission, simplifying the controller design in Sections 7.5 and 7.6.

However, while the system matrix Ag in Equation (6.37) can be approximated as constant, the same can-
not be done for the input matrix Bg . This is because Bg is dependent on the chaser mass, and the chaser mass
was found to vary significantly (43.8%) due to the propellant expelled by the main engine. Methods used to
take the variable chaser mass into account in the input matrix will also be discussed in Sections 7.5 and 7.6.

The mass of the chaser will be further affected by the relative guidance forces Fg ,H x , Fg ,H y , and Fg ,H z ,
which are generated by small thrusters mounted on the chaser. Specifically, these thrusters will be able to
generate up to 50 N of force along each of the axes of the chaser body-fixed frame, in both the positive and
negative directions [3]. Based on these specifications, it was assumd that the performance of these guidance
thrusters could be modeled on the 10 N bipropellant thruster manufactured by Airbus Defence & Space [81].
These thrusters deliver a nominal 10 N of thrust at a specific impulse of 291 s. Therefore, a number of these
will be used to deliver the required amount of thrust.

As the guidance force vector Fg ,H is defined in the Hill frame, it is necessary to transform these forces to
the chaser body-fixed frame to determine how much thrust each set of guidance thrusters must deliver. The
resulting guidance force vector Fg ,G can be used to append Equation (7.6) to include the mass expelled by the
relative guidance system, resulting in Equation (7.10).

mC (t ) =
∫ t

t0

mC ,0 −ṁmai n − Fg ,Gx +Fg ,G y +Fg ,Gz

Isp g0
d t (7.10)

GUIDANCE LOGIC

Two distinctly different modes can be identified for the relative guidance system: guidance during deorbit
burns and guidance during the coasting periods between burns. In both cases, it is necessary that the guid-
ance system prevents the chaser from colliding with the target. Additionally, during burns it is necessary for
the impulse generated by the main engine to be effectively transferred through the tether to the target.

Furthermore, it is advantageous if the guidance system is able to minimize the rotational energy of the
target during and after burns. If the target still has a large amount of rotational energy when a burn is termi-
nated, the danger exists that the tether will be wrapped around the target. While this wrapping effect is not
simulated, it is still an important consideration to minimize its risk of occurrence, as such a scenario could be
disastrous during an actual mission. During a burn, there is little risk of tether wrapping, as the tether tension
will tend to align the TCP of the target with its center of mass along the tension vector.

Besides minimizing the amount of rotational energy in the target, it is also advantageous to minimize the
energy in the tether after a burn is terminated. This is due to the fact that if the tether is in tension when
the burn is terminated, the tensile force will drive the chaser and target towards each other, placing them
on a collision course. The guidance thrusters would then have to nullify the resulting motion, causing either
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significant propellant expenditure or a collision nonetheless, if the thrusters do not have enough capacity to
nullify the relative motion. The primary objectives of the relative guidance system can thus be summarized:

1. Ensure correct positioning of the chaser with respect to the target during deorbit burns
2. Prevent the chaser from colliding with the target at any time
3. Minimize the potential energy in the tether at burn termination
4. Minimize the rotational energy of the target to prevent tether wrapping
5. Minimize the propellant consumption while still achieving the preceding objectives

To accomplish these objectives, both relative guidance modes will be based on the same concept: steering
the chaser towards a specific hold point, forming in essence a regulation problem. As mentioned previously,
it is necessary for the chaser to be “behind” the target for the tension vector to be in the opposite direction
to the absolute velocity vector. Therefore, during burns, a hold point will be established along the y-axis of
the Hill frame, with the x- and z-components set equal to zero to ensure the tension vector is in the correct
orientation. Specifically, the chaser will establish the hold point at the equilibrium point of the system, as
described by Equation (5.48). This ensures that a minimum guidance effort is required during deorbit burns.
Furthermore, the three velocity components will also be driven to zero. This is illustrated in Figure 7.9, with
yb being defined in Equation (7.11):

yb = Fthr

k
(
1+ mC (t )

mT

) + LC +LT

2
(7.11)

Figure 7.9: Graphical depiction of the hold point established during deorbit burns. Note that the x, z, and velocity components are zero.

The hold point established during burns should be effective at achieving objectives 1, 2, and 5 mentioned
earlier. To help achieve objectives 3 and 4, it would, for instance, be possible to throttle the thrust down at the
end of a burn, rather than discontinuously cutting the thrust.

In the coasting period between burns, a different hold point is established. This hold point will be focused
on reducing the rotation of the target, as well as minimizing propellant consumption during the coasting
phase. Returning to the CW equations in Equation (5.12), in the absence of external forces, it can be seen
that the chaser will drift with respect to the target if the x or z components of its state are nonzero, even if the
initial velocity is zero. Therefore, it is beneficial for this coasting hold point to be established along the y-axis,
thus nullifying any tendency of the chaser to drift.

This phenomenon can also be explained from the point of view of classical orbital mechanics: if the chaser
is displaced along the Hill frame’s x- or z-axis, it is effectively in a slightly different orbit than the target and
will therefore have different long-term orbital elements. If it is on the y-axis, however, the chaser occupies the
same orbital track as the target, and will only have a different true anomaly. Of course, this only holds if the
chaser is in close enough proximity to the target for the linearized CW equations to be valid.

To reduce target rotation, it was decided to place the coasting hold point at a position along the y-axis
such that the tether would just be held in tension. Since the target has a finite dimension, any target rotation
would theoretically cause more tension in the tether, which would result in a restoring moment induced
by the tether tension force. This is illustrated in Figure 7.10, with the expression for the y-offset given in
Equation (7.12), with δL being a small positive distance. Relatively arbitrarily, δL was set to 1 m.
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yhol d = L0 + LC +LT

2
+δL (7.12)

Figure 7.10: Graphical depiction of the hold point established during coasting periods. This shows the tether extension due to target
rotation as well as the corresponding restoring moment.

The two different hold points determined should allow the objectives of the relative guidance system to be
achieved. For clarity, the state at each hold point is summarized in Table 7.4. Note again that the coordinates
are given in the Hill frame centered on the target.

Table 7.4: Summary of hold points for different guidance modes.

Coordinate Burn hold point Coasting hold point
x [m] 0 0
y [m] −yb −yhol d

z [m] 0 0
ẋ [m/s] 0 0

7.2.3. GUIDANCE SYSTEM SAFETY
An important aspect to be considered for ADR is the safety of the removal activities during the mission. Nat-
urally, it is futile to perform ADR if the risk of generating more space debris while doing so is high, as this
will only exacerbate the problem. Orbital tethers, specifically, are fairly susceptible to failure due to debris
impacts, although methods exist to mitigate this problem [28] [46]. Nonetheless, it is essential to analyze
potential failure modes of the TSDS to allow contingency plans to be developed.

Three main failure modes can be identified which prevent the ADR mission from being carried out suc-
cessfully: failure of the main engines, failure of the guidance thrusters, and failure of the tether. While failure
of the main and guidance thrusters are applicable to space missions in general, there are implications of such
failures which are unique to the TSDS. Each will be briefly discussed subsequently.

FAILURE OF THE MAIN ENGINES

Failure of the main propulsion system is a mission-critical problem in any space mission. However, the im-
plications of a main engine failure during a deorbit burn of the TSDS are much more immediate. To illustrate
this, recall Figure 5.10: in the absence of the external force F, the resulting tensile forces in the tether will
direct the end masses towards each other. This corresponds to the situation in which the main engines on
the chaser fail during a burn, as illustrated in Figure 7.11.

Table 7.5: Equilibrium position of nominal TSDS at different thrust levels.

Thrust level [N] Equilibrium position [m]
500 L0+41.7
1000 L0+83.3
2000 L0+166.7
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Figure 7.11: Force balance on TSDS after main engine failure.

Assuming that the guidance thrusters have not failed at the same time, it is possible that these will be able to
provide the necessary thrust to avoid a collision. Therefore, this situation was simulated for a main engine
failure when the chaser is stable at the burn hold point. Assuming a tether with k = 10 N/m and L0 = 200 m
[3], it is possible to use Equation (5.48) to determine the equilibrium position for each thrust level, shown in
Table 7.5.

Using the data from Table 7.5, the guidance thrusters were set to fire at maximum thrust towards the target
in an attempt to avoid a collision. The results of this simulation are shown in Figures 7.12 and 7.13.
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Figure 7.12: Chaser-target distance after main engine failure,
applying 50 N along the negative y-axis.
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Figure 7.13: Trajectories in Hill frame corresponding to the
situations in Figure 7.12, with the target in the origin.

It can be seen in Figure 7.12 that from an equilibrium position corresponding to 500 N, the chaser is able to
avoid collision by thrusting towards the target. However, closest approach is 34 m, which can still be consid-
ered dangerously close [7]. For the other two initial conditions, collision cannot be avoided. From the other
two initial conditions, the scenario is more grim: for the corresponding equilibrium positions of 1000 N thrust
and 2000 N thrust, the chaser collides with the target after 49 s and 32 s, respectively. Furthermore, it can be
seen from Figure 7.13 that thrusting towards the target causes the chaser to move in along the positive x-axis,
as well.

Thus, it is concluded that when thrusting towards the target, it is only possible to recover from a main
engine failure if a nominal thrust level of 500 N is used. For the other two cases, the guidance thrusters are
unable to nullify the relative velocity, thus necessitating further thrusting normal to the target direction to
avoid a collision. From the CW equations, it can be seen that a velocity in the positive x-direction will result
in a negative acceleration in the y-direction. Therefore, this normal thrust is best applied in the positive
x-direction.

A second simulation was then performed with maximum guidance thrust applied in the negative y-direction
and the positive x-direction. Applying this strategy gives the results shown in Figures 7.14 and 7.15.
It can be seen in Figure 7.14 that the new strategy is able to prevent certain collision for all thrust levels: the
closest approach for the 500 N equilibrium is more than 100 m, for 1000 N it is 46 m, and for 2000 N it is 17 m.
Furthermore, all trajectories move quickly in the positive x-direction: thus, collision can be avoided in for all
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Figure 7.14: Chaser-target distance after main engine failure,
applying 50 N along the -y-axis and 50 N along the +x-axis.
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Figure 7.15: Trajectories in Hill frame corresponding to the
situations in Figure 7.14, with the target in the origin.

scenario’s. However, in the case of 2000 N, the closest approach is only slightly more than the largest target
dimension (≈ 14 m) [3]. Also, while not shown in Figure 7.14 for the sake of clarity, in this case the chaser
is unable to nullify its relative velocity before the distance is larger than the tether natural length. Thus, the
tether is put in tension, resulting in a highly chaotic and unstable system.

The above results do indicate that simply cutting the main thrust at the end of each burn, with any thrust
level more than 500 N, will also result in a dangerous situation: much guidance actuation would be required
to restore the system to a stable equilibrium for the coasting period until the next burn.

Therefore, to compare all thrust levels effectively, it was assumed that the main engines could be throt-
tled. Doing this gradually reduces the mechanical energy in the tether, and thus also reduces the guidance
actuation required to stabilize the system. As a first approximation, it was assumed that the thrust would be
throttled down linearly in time at the end of each burn, such that the total expelled propellant is the same as
a nominal full-throttle burn. This is visualized in Figure 7.16.

Figure 7.16: Graphical representation of main engine throttling (solid line) compared to the nominal burn (dashed line).

To determine an appropriate value for t∆thr , it was examined how the TSDS would behave in a critically
damped case. This condition implies that Equation (5.45), which is an approximation of the harmonic be-
havior of the TSDS, is equal to one. It can be seen that this value is dependent both on the spring constant k
of the tether, as well as the chaser mass and target masses.

Therefore, an analysis of the system behavior was performed for both the initial chaser mass as well as an
assumed final chaser mass of m0/2. Each analysis placed the chaser at equilibrium positions corresponding
to the three thrust levels investigated (500 N, 1000 N, and 2000 N) for both the initial and final chaser masses.
Then, the behavior of the critically damped system was to be evaluated for each equilibrium position and
both mass configurations. The results of this analysis for a natural tether length of 200 m and a spring constant
k of 10 N/m, corresponding to the nominal tether model, are shown in Figure 7.17.
The graphs in Figure 7.17 are typical of a critically damped system: the chaser returns to the equilibrium
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Figure 7.17: Simulated critically-damped behavior of the TSDS with varying initial conditions.

position of the system, in this case the tether natural length, smoothly and without oscillating. Also, it can
be seen that when considering as system with a less massive chaser, the equilibrium position is approached
more rapidly than in the system with the initial chaser mass. Nonetheless, all curves have approached the
natural tether length to within a 0.1% error by t=100 s. Therefore, this value was selected as a constant for
t∆thr for the nominal tether models treated in this section.

However, since the critical damping ratio is dependent on k, as mentioned, the value for t∆thr will be
modified to approximate the same behavior when examining tether parameter combinations with different
values of k. This is shown in Section 8.1.

FAILURE OF THE GUIDANCE THRUSTERS

In the case of guidance thruster failure at the equilibrium position, the main engines are the only actuators
available to avoid collision. In this case, it is possible to either throttle down the main engine as described
previously, or to operate the engine in pulsed mode, to gradually reduce the tension in the tether. The exact
algorithms governing such an operation are outside the scope of this research. In either case, once the tension
has been removed from the tether, the system will be passively safe, as the chaser is located behind the target
and will therefore not move towards it according to the CW equations.

Establishing a stable equilibrium would require a large amount of control actuation to orient the main
engines. However, it is possible that, if the system can be recovered to a stable state, it would still be possible
to complete the deorbit mission. As mentioned, though, the exact planning for this contingency is outside
the scope of this research.

Of course, in the case that the guidance thrusters fail at the same time as the main engines during a burn,
the chaser will inevitably collide with the target. In this case, it might prove prudent to cut the tether if both
systems fail, as this will minimize the severity of the collision by minimizing the relative velocity. However,
the tether itself might cause severe damage. The case of unintentional tether failure will be investigated next.

FAILURE OF THE TETHER

Failure of the tether represents instantaneous mission failure, as the tether is the only means by which the
chaser can deliver a deorbiting impulse to the target. To minimize the risk of such a scenario occurring,
strategies such as multiple tether lines and knots in the tether lines can be applied [28]. Thus, if one of the
lines is severed by for instance a small space debris impact, the entire tether is not compromised. However,
it is nonetheless important to investigate the effect of a complete failure of the tether, a situation represented
in Figure 7.18.

It is apparent from Figure 7.18 that a tether failure during a burn will in no case result in collision between
the chaser and the target, as the main thrust force directed away from the target results in a relative acceler-
ation of the chaser away from the target. However, as mentioned previously, the tether segments themselves
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Figure 7.18: Force balance on TSDS after tether failure.

will most likely snap back towards both the target and the chaser, possibly causing significant damage. This,
potentially, will result in fragments of the chaser being ejected, creating additional space debris.

If the tether would be severed during a coasting arc, the implications for the space debris environment
would be less severe. This is because there is very little mechanical energy in the tether during these phases.
Such a situation would still result in mission failure, though.

7.3. CONTROL LOGIC DEVELOPMENT
As mentioned in Section 7.2, the control system of the chaser is essential for aligning the main thrust vector
in the correct direction. Failure to do so will result a reduced ability of the chaser to successfully deorbit the
target. Therefore, the control system is subject to stringent pointing accuracy requirements [3]. First, the
development of the control logic will be detailed, and second, the control model itself is designed.

CONTROL LOGIC

In contrast to the guidance system, the control law is essentially very simple. Specifically, it is required to
keep the chaser level with the local horizon represented by the y- and z-axes of the target-fixed Hill frame [3].
This is graphically depicted in Figure 7.19.

Figure 7.19: Nominal orientation of the chaser body-fixed frame with respect to the Hill frame centered on the target.

It can be seen in Figure 7.19 that the nominal orientation aligns xG with yH , yG with zH , and zG with −xH .
The main challenge for the control system is that this must occur to within a very high precision, with a
maximum allowed deviation from this nominal case during burns of 1◦ [3]. This, again, effectively constitutes
a regulation problem, and the controller will attempt to drive the error between the current satellite angular
state and the desired state to zero.

The angular state error consists of two different elements: the quaternion and the angular velocities.
While the angular velocities can simply be subtracted to yield the error, determining the quaternion error re-
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quires the use of Equation (4.15). The nominal quaternion value describing the rotation from the Hill frame
to the satellite body-fixed frame can be derived from the DCM describing this same transformation. This
DCM is given by Equation (7.13), describing the G frame in terms of the H-frame axes.

CH2G =
0 0 −1

1 0 0
0 1 0

 (7.13)

It is apparent from Equation (7.13) that numerical issues will not arise when using any of the conversion
sets presented in Equations (4.11) through (4.14), as the diagonal entries are zero. Thus, arbitrarily selecting
Equation (4.11), the nominal quaternion describing the rotation from the H frame to the G frame can be
expressed found as shown in Equation (7.14).

q4 =1

2

q1 = −1

4q4
=− 1

2

q2 = 1

4q4
=1

2

q3 = −1

4q4
=− 1

2

(7.14)

The nominal quaternion found in Equation (7.14) can be used in conjunction with the actual quaternion of
the chaser (with respect to the H frame) to determine the error quaternion using Equation (4.15). This error
quaternion can then be driven to zero by the control system.

It is expected that the tether will induce the largest disturbance torques on the chaser. As mentioned, this
effect cannot be conveniently taken into account in the mathematical model used in the control system, and
thus will be considered an “unforseen” disturbance.

CONTROL MODEL

The mathematical model of the control system is given by Equation (6.42), which, unlike the guidance sys-
tem, does not require any additional values to be determined in the system matrix. It is then assumed that
the control moments on the chaser are generated by pairs of attitude control thrusters, capable of delivering
20 Nm of torque about each axis of the chaser body-fixed frame [3]. As with the guidance thrusters, these
control thruster will also expend propellant. To determine the propellant consumption of these thrusters,
the applied moment was transformed into a thrust force with an assumed moment arm, as shown in Equa-
tion (7.15):

Mc,Gi = 2 ·Lar mFc,Gi (7.15)

Using a value of 1 m (half the smallest dimension of the chaser) for Lar m , it was found that 10N thrusters at
full thrust would provide the maximum control moment of 20 Nm. Thus, Airbus’ 10 N bipropellant thruster
was used to model the performance of these thrusters, allowing Equation (7.10) to be appended again, as
shown in Equation (7.16):

mC (t ) =
∫ t

t0

mC ,0 −ṁmai n − Fg ,Gx +Fg ,G y +Fg ,Gz

Isp g0
−2

Fc,Gx +Fc,G y +Fc,Gz

Isp g0
d t (7.16)

It can be seen that Equation (6.42) is not explicitly dependent on the chaser mass mC . However, the inertia
matrix of the chaser is dependent on the ratio of the instantaneous chaser mass to the initial chaser mass, as
shown in Equation (5.18). Thus, as with the guidance system, the input matrix Bc cannot be approximated as
constant. Methods used to take this into account in the input matrix will be discussed in Sections 7.5 and 7.6.

7.4. TETHER MODEL ANALYSIS
With the “ordinary” dynamics of the TSDS and the developed guidance and control logic discussed in the
previous sections, it is possible to investigate the effect of varying the number of nodes N in the tether. This
step is essential for obtaining a tether model that sufficiently reflects the expected actual motion of the tether



86 7. SIMULATOR DEVELOPMENT

with low computational effort. Then, the results of this analysis can be applied to investigating actual phys-
ical tether properties in Section 8.2. To begin the analysis, three tether models were presented by ESA with
constant physical properties but with a different value for N [3]. These tether models are presented in Ta-
ble 7.6.

Table 7.6: Tether node combinations proposed by ESA [3].

Model
number

Emat [Pa] A [m2] L0 [m] m [kg] N c [Ns/m] cN [Ns/m] k [N/m] kN [N/m]

N0 1 ·108 2 ·10−5 200 [-] 0 0.3 0.3 10 10
N2 1 ·108 2 ·10−5 200 5 2 0.3 0.9 10 30
N4 1 ·108 2 ·10−5 200 5 4 0.3 1.5 10 50

The three proposed models consist physically of ESA’s nominal-parameter tether model, with zero, two, and
four nodes, respectively. Of these configurations, ESA has additionally identified the N 2 model as the nominal
benchmark. However, to get a clear understanding of increasing the number of nodes, two extra models were
included in the analysis, with ten and twenty nodes, respectively. These are also shown in Table 7.7.

Table 7.7: Additional tether node combinations for more detailed analysis.

Model
number

Emat [Pa] A [m2] L0 [m] m [kg] N c [Ns/m] cN [Ns/m] k [N/m] kN [N/m]

N10 1 ·108 2 ·10−5 200 5 10 0.3 3.3 10 110
N20 1 ·108 2 ·10−5 200 5 20 0.3 6.3 10 210

Using the five tether models described in Tables 7.6 and 7.7, a scenario was constructed to analyze the differ-
ences in tether behavior. This scenario corresponds strongly to the initial phase of the first deorbit burn of the
nominal mission [3]: first, the target is placed in an 800 km altitude orbit at 98◦ inclination. Then, the chaser
is placed at xH = −2 m, yH = −201 m, and zH = −1.5 m with respect to the target, with zero relative velocity.
This initial condition is slightly modified from the nominal one, in that it ensures that the tether is always in
tension. The tether nodes are then equally spaced between the chaser and target. At t = 0 s, a thrust force is
applied in the negative yH direction, with the LQR described in Section 7.5 providing relative guidance.

The three different thrust levels described in Section 7.2 were examined (500 N, 1000 N, and 2000 N), with
each combination of tether model and thrust level being simulated for 300 s. Thus, a total of 15 different
scenarios were examined. For each scenario, the maximum transverse oscillation amplitude in the tether
was plotted as a function of time. Additionally, the required guidance propellant and CPU time was measured
for each simulation. The tether oscillation amplitudes can be seen in Figure 7.20 for the 500 N scenario, in
Figure 7.21 for the 1000 N scenario, and in Figure 7.22 for the 2000 N scenario.
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Figure 7.20: Maximum deflections of each tether model during deorbit burn at 500 N of thrust.
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Figure 7.21: Maximum deflections of each tether model during deorbit burn at 1000 N of thrust.
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Figure 7.22: Maximum deflections of each tether model during deorbit burn at 2000 N of thrust.

From Figures 7.20 through 7.22, it can be immediately seen that a tether model with zero nodes does not show
any transverse oscillations, as can be expected. All other models, independent of the number of nodes imple-
mented, do display transverse oscillations. The amplitudes of these oscillations varies between the number
of nodes in the tether model and the thrust level applied: higher thrust levels and more nodes in the tether in-
duce higher amplitudes in the tether. Additionally, it can be seen that the amplitude of the oscillations slowly
decrease: this is primarily due to the fact that the guidance system establishes the burn hold point during this
period.

Furthermore, the period of these oscillations seems to vary slightly between thrust levels: lower thrust
levels have periods in the order of 60 s, while the higher thrust levels have oscillations in the order of 70 s.
Theoretically, according to Equation (5.47), the period should only be dependent on the chaser and target
masses and the tether spring constant. It is possible that the higher relative velocities present under higher
thrust levels influence the relative dynamics of the chaser and target, lengthening the oscillation period.

However, it can also be seen that the general oscillatory behavior of the tether is very similar for all models
with nonzero nodes. Also, it can be seen that the differences between the N10 and N20 models are much
smaller than between the N4 and N10 models in terms of oscillation amplitude. Thus, it would seem that
10 nodes is a good model for the tether behavior, as increasing the number of nodes does not significantly
alter these amplitudes. However, to confirm or dispute this claim, the measured CPU time and amount of
propellant required can also be compared. These results are shown in Table 7.8.
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Table 7.8: Guidance propellant consumption over 300 s and total CPU time per tether model and thrust level.

Thrust level
[N]

Tether
model

Required
propellant

[kg]

CPU time
[s]

500

N0 6.24 1.68
N2 5.63 2.38
N4 5.62 3.40

N10 5.64 8.83
N20 5.64 19.68

1000

N0 7.99 1.72
N2 7.69 2.64
N4 7.69 4.05

N10 7.70 10.08
N20 7.70 26.22

2000

N0 9.81 1.76
N2 10.14 3.03
N4 10.18 4.85

N10 10.18 10.82
N20 10.16 32.98

From Table 7.8, several general trends can be seen. First, it is clear that CPU time increases almost linearly
with the number of nodes used in the model. This makes sense, as a larger number of nodes means that a
larger state vector must be propagated by the simulator. It can also be seen that while the amount of propel-
lant required is dependent on the thrust level, the differences in required propellant between the different
models for each individual thrust level are negligible. This result suggests that the larger oscillation ampli-
tudes shown by the models with more nodes do not significantly affect the performance.

For this reason, it was chosen to implement the N2 model in the final simulations. This is due to the
fact that the general oscillatory behavior in terms of period seems independent of the number of nodes used
in the tether. Also, the larger amplitudes shown by higher-order tether models do not seem to influence the
performance of the guidance system. Finally, the N2 model requires the least computation time of the models
with nonzero nodes, thus allowing simulations to be performed faster.

7.5. LQR CONTROLLER DESIGN
The guidance and control models developed in Sections 7.2 and 7.3 presented controllable linear state-space
equations for the relative orbital dynamics of the chaser with respect to the target and the attitude dynamics
of the chaser. This section will present guidance and control systems based on LQRs using these equations
and the developed guidance and control laws. First, the guidance system will be treated, followed by the
control system.

7.5.1. LQR GUIDANCE SYSTEM

The mathematical model implemented in the guidance system was presented in Section 7.2.2. The linear
state-space model was constructed in Equation (6.37), in which the system matrix Ag was assumed to be
constant, using an average value for the mean motion n. However, as detailed finally in Equation (7.16), the
mass of the chaser will vary significantly during the mission, with the main engines alone expending 656.3 kg
of propellant. Therefore, the guidance input matrix Bg cannot be approximated as constant, as the initial
mass of the chaser is only 1500 kg.

Theoretically, it would be possible to re-solve the matrix Riccati equation every time the chaser mass
is updated. However, as the Riccati equation is solved through numerical means, this would decrease the
performance of the simulator significantly. Thus, it was chosen to construct two sets of gain matrices: the
initial gain matrix Kg ,LQR0 for the initial chaser mass mC ,0 and the final gain matrix Kg ,LQR f for an assumed
chaser final mass mC , f . The gain matrix actually used by the LQR guidance system Kg ,LQR was then obtained
by linearly interpolating between the two gain matrices based on the instantaneous chaser mass, as shown in
Equation (7.17).
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Kg ,LQR =
{ mC−mC ,0

mC , f −mC ,0
(Kg ,LQR f −Kg ,LQR0)+Kg ,LQR0 if mC > mC , f

Kg ,LQR f if mC < mC , f
(7.17)

Note that Equation (7.17) has an added condition which sets a lower limit on the gain matrix, based on an
assumed final mass. This prevents numerical instabilities which could result from the chaser expelling more
mass than its total initial mass. Additionally, if this were to occur, the GC system would require excessive
amounts of propellant, and would need to be modified to improve performance.

To find suitable Qg and Rg matrices, the results obtained in Section 6.5.1 were used: this specifies a value

of 1/(1 ·10−2) for the position elements of Qg , 1/(1 ·10−4) for the velocity elements of Qg , and 1/(502) for Rg .
Doing this gives the Qg and Rg matrices shown in Equation (7.18):

Qg =



1 ·102 0 0 0 0 0
0 1 ·102 0 0 0 0
0 0 1 ·102 0 0 0
0 0 0 1 ·104 0 0
0 0 0 0 1 ·104 0
0 0 0 0 0 1 ·104

 Rg =
4 ·10−4 0 0

0 4 ·10−4 0
0 0 4 ·10−4

 (7.18)

For both the initial mass case and the assumed final mass case, the matrix Riccati equation can then be
solved, yielding corresponding gain matrices according to Equation (6.11). Assuming a final mass of 0.5mC ,0,
the gain matrices shown in Equation (7.19) were found:

Kg ,LQR0 =
 500 −0.31608 0 5147.8 4.8768 ·10−7 0

0.31608 500 0 4.8768 ·10−7 5147.8 0
0 0 500 0 0 5147.8


Kg ,LQR f =

 500 −0.16033 0 5074.4 6.2735 ·10−8 0
0.16033 500 0 6.2735 ·10−8 5074.4 0

0 0 500 0 0 5074.4


(7.19)

The diagonal elements of the two gain matrices in Equation (7.19) are very similar in columns 4-6, differing
by only 1.4%, and identical in columns 1-3. Therefore, it could be concluded that a single, average gain matrix
could be used However, the off-diagonal elements differ by roughly a factor two: therefore, it was decided to
implement the linear interpolation between the two.

Note that the values for Qg and Rg used to generate the gain matrices in Equation (7.19), while being
based on Bryson’s rule, have by no means been optimized for, for instance, the amount of propellant required.
However, the selected values should provide a good reference design from which to compare the different
simulation models.

7.5.2. LQR CONTROL SYSTEM

As was mentioned in Section 7.3, the control input matrix Bc cannot be approximated as constant, as the
chaser inertia matrix is assumed to vary as much as the chaser mass. Thus, the same problem exists as for the
guidance system described previously, and the same solution methodology is applied to the control system.
As the inertia matrix of the chaser is linear in the chaser mass, Equation (7.17) can also be used for the control
system, in the form shown in Equation (7.20)

Kc,LQR =
{ mC−mC ,0

mC , f −mC ,0
(Kc,LQR f −Kc,LQR0)+Kc,LQR0 if mC > mC , f

Kc,LQR f if mC < mC , f
(7.20)

To obtain the Qc and Rc matrices, the results obtained in Section 6.5.2 were used: this specifies a value of 1/(1·
10−4) for both the attitude elements and rotational rate elements of Qg , and 1/(202) for Rg . The corresponding
matrices can be seen in Equation (7.21):
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Qc =



1 ·104 0 0 0 0 0
0 1 ·104 0 0 0 0
0 0 1 ·104 0 0 0
0 0 0 1 ·104 0 0
0 0 0 0 1 ·104 0
0 0 0 0 0 1 ·104

 Rc =
2.5 ·10−3 0 0

0 2.5 ·10−3 0
0 0 2.5 ·10−3

 (7.21)

As with the guidance system, the matrix Riccati equation can then be solved for the initial mass case and the
final mass case, yielding corresponding gain matrices according to Equation (6.11). Again assuming a final
mass of 0.5mC ,0, the gain matrices shown in Equation (7.22) were found.

Kc,LQR0 =
2000 0 0 2626 −51.5 −56.3

0 2000 0 −51.5 3113 −95.4
0 0 2000 −56.3 −95.4 2791


Kg ,LQR f =

2000 0 0 2334 −29.6 −31.8
0 2000 0 −29.6 2617 −55.7
0 0 2000 −31.8 −55.7 2428


(7.22)

As with the LQR guidance system, the diagonal entries of the two gain matrices are similar in columns 4-6
and identical in columns 1-3. However, the difference between the diagonal entries of columns 4-6 of the
two gain matrices is more significant, being 12.5%. Again, the off-diagonal elements differ by roughly a factor
two. Therefore, it was also chosen to implement linear interpolation between the two gain matrices for the
LQR control system.

It is again stressed that the values used for the weighting matrices Qc and Rc are by no means propel-
lant optimal, but simply represent a good reference design by which the different simulation models can be
compared.

7.6. SMC CONTROLLER DESIGN
Besides using LQRs to design controllers for the guidance and control models developed in Sections 7.2
and 7.3 based on linear SMCs. In contrast to the controller design based on LQRs, the design of ac SMC-based
control system does not permit “good” values of the controls to be selected a priori. Thus, it is necessary to
perform some kind of selection process, rather than simply following a pre-set rule of thumb. As with the
previous section, first the guidance system will be treated, followed by the control system.

7.6.1. SMC GUIDANCE SYSTEM
As with the LQR-based guidance system, it is necessary to find an expression for the SMC guidance vector
ug ,SMC which takes the mass variation of the chaser into account. The same approach could be taken as in
Section 7.5 by interpolating between a gain matrix based on the initial mass and one based on an assumed
final mass. However, it was decided to first work out the SMC design for the initial mass, before a method of
taking the chaser mass variation into account is determined.

First, the regular form has to be constructed to allow the switching surface matrix Sg to be determined
based on optimal control theory. When determining the transformation Tr,g based on the QR-decomposition
of Bg [72, Ch. 3.4, 4.2], the result shown in Equation (7.23) is obtained.

Tr,g =



−1 0 0 0 0 0
0 −1 0 0 0 0
0 0 −1 0 0 0
0 0 0 −1 0 0
0 0 0 0 −1 0
0 0 0 0 0 −1

 (7.23)

Applying the transformation Tr,g to the system matrix as shown in Equation (6.19), it is possible to find that
Ag ,r eg = Ag and that Qg ,r eg = Qg . Using the definition of Qg shown in Equation (7.18), it is possible to solve
the matrix Riccati equation of the reduced order system, resulting in the switching surface matrix Sg shown
in Equation (7.24).
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Sg =
−0.1 0 0 −1 0 0

0 −0.1 0 0 −1 0
0 0 −0.1 0 0 −1

 (7.24)

The result shown in Equation (7.24) is independent of Bg , as the reduced system is constructed using only Ag

and Qg . This result can then be used to determine the control vector ug according to Equation (6.35). Since
linear switching surfaces are being considered, this relation can be rewritten as shown in Equation (7.25),
when assuming Qr is the identity matrix.

ug = [
Sg Bg

]−1 u∗
g (7.25)

The value of u∗
g is dependent on the instantaneous state of the system as shown in Equation (6.34), must be

rewritten to include the control margin δC M ,g . The resulting expressions for the elements of u∗
g are shown in

Equation (7.26).

u∗+
g ,i =−[

si 1 · · · si n
]

Ag xg −δC M ,g for σi (x) > 0

u∗−
g ,i =−[

si 1 · · · si n
]

Ag xg +δC M ,g for σi (x) < 0
(7.26)

Thus, it can be seen in Equation (7.25) that the only term dependent on the input matrix is
[
Sg Bg

]−1. This
term is worked out for the initial chaser mass in Equation (7.27).

[
Sg Bg

]−1 =
−1500 0 0

0 −1500 0
0 0 −1500

= mC ,0

−1 0 0
0 −1 0
0 0 −1

 (7.27)

It is apparent from Equation (7.27) and (7.25) that the control vector can be expressed in terms of the instan-
taneous chaser mass. Thus, the interpolation method described for the LQR design is not necessary for the
SMC design, even though the construction of the switching surfaces is based on the same principles.

Note, of course, that the parameter δC M ,g has been introduced, with the sole requirement that the value
thereof is larger than zero. Furthermore, control softening proved necessary to mitigate chattering, for which
Equation (6.36) was implemented. Doing so introduces the two additional parameters δBL,g and δDB ,g , which
can also take any value larger than (or, theoretically, equal to) zero.

To find appropriate orders of magnitude for each of these three parameters, a coarse grid search was
performed. It was assumed that each of the parameters would be relatively small constants: for δBL,g and
δDB ,g , this was chosen to still allow the system to remain close to the sliding mode, and for δC M ,g , this was
done to reduce the aggressiveness of the controls. The range of values used for each of the parameters is
shown in Table 7.9.

Table 7.9: SMC parameter ranges for initial grid search.

Parameter Value range
δBL [0, 0.001, 0.01, 0.1]
δDB [0, 0.001, 0.01, 0.1]
δC M [0.001, 0.01, 0.1]

Note that in Table 7.9 a value of zero were also included for δBL,g and δDB ,g , to investigate the case of no
boundary layer or no deadband. However, the “ideal” SMC case of no boundary layer and no deadband was
not considered, due to the extreme chattering resulting from this.

When excluding the combination of δBL,g = 0 and δDB ,g = 0, 45 combinations of the values shown in
Table 7.9 can be made. Each combination was implemented in a simulation of the full deorbit mission with
all thrust levels and the nominal tether model described in Section 7.4: this tether model has a natural length
L0 of 200 m, a mass m of 5 kg, a spring constant k of 10 N/m, a damping constant c of 0.3 Ns/m, and two
nodes. As it was identified in Section 6.5.1 that some combinations could result in the system responding
insufficiently to disturbances, these simulations were also subject to the constraint that the chaser may not
deviate too much from the y-axis of the HT frame. This limit was arbitrarily set to 10 m, thus ensuring the
chaser remains close to the HT frame y-axis. Any parameter combination exceeding these bounds at any
time was discarded.
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The selection of the most appropriate parameter combination was based on minimum propellant expelled
across the range of thrust levels: the constraint imposed on the maximum deviation from the HT frame y-axis
should ensure that all resulting solutions are stable. Note that during this process, the attitude control of the
chaser was performed by the LQR-based attitude controller described previously. The three best parameter
combinations for each thrust level, and the corresponding propellant mass, are shown in Table 7.10.

Table 7.10: Guidance SMC parameter selection from initial grid search.

Thrust level [N] Parameter Best values

500

δBL,g 0.1 0.1 0.1
δDB ,g 0.1 0 0.01
δC M ,g 0.1 0.1 0.1
mpr op,g [kg] 85.96 129.50 130.70

1000

δBL,g 0.1 0.001 0
δDB ,g 0.1 0.1 0.1
δC M ,g 0.1 0.1 0.1
mpr op,g [kg] 54.48 64.76 67.14

2000

δBL,g 0 0.01 0.1
δDB ,g 0.1 0.1 0.1
δC M ,g 0.1 0.1 0.1
mpr op,g [kg] 23.75 25.00 27.98

From Table 7.10, it is clear that a boundary layer δBL,g of 0.1, a deadband of δDB ,g of 0.1, and a control margin
δC M ,g of 0.1 provide good results across the range of thrust levels. Therefore, these values were selected for
implementation in the SMC guidance system, ans should provide good performance with which the different
simulation models can be compared. However, it is once again stressed that these values represent an order-
of-magnitude approximation only, and that the fine-tuning of these is outside the scope of this research.

7.6.2. SMC CONTROL SYSTEM
The design of the SMC control system follows much the same pattern as that of the SMC-based guidance
system detailed in the previous section. Thus, the control vector uc,SMC must be determined, again taking
the variation of the chaser inertia matrix into account. To start the process, Tr,c can be determined based
on the QR-decomposition of Bc , with the result shown in Equation (7.28). Again, the subsequent analysis is
performed for the initial inertia matrix.

Tr,c =



−0.994 0.071 0.078 0 0 0
−0.059 −0.988 0.145 0 0 0
−0.087 −0.140 −0.986 0 0 0

0 0 0 −0.994 −0.059 −0.087
0 0 0 0.071 −0.988 −0.140
0 0 0 0.078 0.145 −0.986

 (7.28)

The transformation in Equation (7.28) can then be applied to the system and weighting matrices Ac and Qc ,
respectively. Doing this, it is found that the identity of Qc,r eg = Qc still holds. However, Ac,r eg takes the form
shown in Equation (7.29).

Ac,r eg =



0 0 0 0.489 −0.076 −0.072
0 0 0 0.052 0.475 −0.146
0 0 0 0.091 0.135 0.473
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

 (7.29)

Taking Qc to be the same as shown in Equation (7.21), it is again possible to solve the matrix Riccati equation
of the reduced order system. Doing so results in the switching surface matrix shown in Equation (7.30).

Sc =
−0.994 −0.059 −0.087 −0.994 −0.059 −0.087

0.071 −0.988 −0.140 0.071 −0.988 −0.140
0.078 0.145 −0.986 0.078 0.145 −0.986

 (7.30)
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Again, this result is independent of Bc . Then, with the switching surface matrix obtained, it is possible to
determine the appropriate control vector uc . As with the guidance system, it is possible to define this control
vector as shown in Equation (6.34), which reduces to Equation (7.31) for a linear switching surface. The
diagonalized control vector can be expressed as shown in Equation (7.32).

uc = [Sc Bc ]−1 u∗
c (7.31)

u∗+
c,i =−[

si 1 · · · si n
]

Ac xc −δC M ,c for σi (x) > 0

u∗−
c,i =−[

si 1 · · · si n
]

Ac xc +δC M ,c for σi (x) < 0
(7.32)

To fully determine the control, the [Sc Bc ]−1 term has to be evaluated. Bc is dependent on the inverse of the
inertia matrix, which in turn is linearly dependent on the chaser mass according to Equation (5.18). Thus,
the [Sc Bc ]−1 term is linearly dependent on the chaser mass, an can be written as shown in Equation (7.33).

[Sc Bc ]−1 = mc

mC ,0

−1420 267.2 239.8
0 −2786 679.1
0 0 −1926

 (7.33)

Again, the parameters δBL,c , δDB ,c , and δC M ,c , which were evaluated in the same fashion as presented in the
previous section. However, for this analysis, the additional constraint is imposed that the maximum deviation
may not be larger than 1◦.

The values investigated for each parameter are identical to the results presented in Table 7.9, with the
results being presented in Table 7.11. Note that in for this analysis the guidance system was set to use the
control parameter values determined in the previous section, which were shown to be stable with the LQR
control system. To enforce the constraint that the maximum angular deviation between the GC frame and the
HT frame was less than 1◦, all SMC parameter combinations in the control system exceeding this constraint
at any time were discarded. The results in Table 7.11 are part of the filtered set of results, containing only valid
controller set-ups.

Table 7.11: Control SMC parameter selection from initial grid search.

Thrust level [N] Parameter Best values

500

δBL,c 0.01 0.001 -
δDB ,c 0.001 0.001 -
δC M ,c 0.1 0.01 -
mpr op,c [kg] 27.02 27.39 -

1000

δBL,c 0.001 0.001 0.01
δDB ,c 0.001 0 0.001
δC M ,c 0.01 0.01 0.1
mpr op,c [kg] 18.89 20.13 21.26

2000

δBL,c 0.01 0.01 0.001
δDB ,c 0.001 0 0.001
δC M ,c 0.1 0.1 0.1
mpr op,c [kg] 13.56 14.29 14.38

From Table 7.10, it can be seen that a boundary layer δBL,c of 0.01, a deadband of δDB ,c of 0.001, and a control
margin δC M ,c of 0.1 provide the best results across the range of thrust levels. Therefore, these values were
selected for implementation in the SMC-based control system. Again, these values represent suitable orders-
of-magnitude of the controller parameters, the fine-tuning of which is outside the scope of this research.





8
SIMULATION RESULTS

At last, this chapter will present the simulations that were performed and the results thereof. To gain a com-
plete understanding of the TSDS during the course of the mission, several types of simulation were per-
formed: first, tether models were tested with varying natural lengths, spring constants, and damping con-
stants, allowing the effect of these parameters to be evaluated on the system performance. With the resulting
understanding of the effect of various tether parameters on the system dynamics, a nominal model was cho-
sen and a Monte Carlo analysis was performed on the initial conditions of the simulation. Doing so, it is
possible to evaluate the sensitivity of the terminal conditions to these variations. This then leads to the most
promising combination of tether parameters and controller options being selected.

The simulation parameters and simulation plan will be presented first in Section 8.1. The tether parame-
ter analysis will be shown in Section 8.2. Section 8.3 will then detail the Monte Carlo analysis performed on a
selected nominal tether mode. Finally, the selection of suitable tether models and controller options will be
performed in Section 8.4

8.1. SIMULATION PLAN
This section will present the general strategy followed for the simulations which were performed, along with
the specific parameters which were investigated. First, the general scenario used for all simulations will be
summarized in Section 8.1.1. Second, the simulation plan for the tether parameter analysis will be presented
in Section 8.1.2. Finally, the strategy for the Monte Carlo analysis will be shown in Section 8.1.3.

8.1.1. GENERAL SIMULATION PARAMETERS
The described ADR scenario begins with the TSDS in a circular SSO at 800 km altitude [3]. This corresponds
to a semi-major axis a of 7178.136 km, an eccentricity e of zero, and an inclination i of 98.6◦ [52, Ch. 10.4].
The initial RAAN, however, is unspecified, as is the initial position of the TSDS in its orbit. Because the general
area targeted for satellite disposal is the South Pacific Ocean, it was decided that the initial condition of the
TSDS would lie in the equatorial plane: if the first deorbit burn is initiated at the equatorial plane, this ensures
that the periapsis will generally lie below the equator on the other side of the Earth. Furthermore, since the
exact timing of the mission is not considered, it was decided to set the inital RAAN to zero.

Zooming in on the TSDS itself, the target is located in the origin of the Hill frame, providing a frame of
reference for the relative motions of the chaser [3]. The chaser is located behind, below, and slightly out-
of-plane with the target, at such a distance that the tether is held slack. This corresponds to -2 m along the
xH axis, −(L0 −10) m along the yH axis, and -1.5 m along the zH axis. Furthermore, the relative velocity and
angular rates of both satellites are equal to zero, and both are level with the local horizon. The tether nodes are
then spaced evenly between the chaser and target states, both in position and velocity. This initial condition
is schematically shown in Figure 8.1.

At t = 0 in the simulation, the first deorbit burn is initiated. The guidance system will then proceed to
perform a burn at each subsequent apoapsis passage, until a terminal condition has been reached. The
terminal condition used in this simulation corresponds to either the chaser or the target reaching an altitude
of 100 km. This value corresponds to a commonly-used definition of the re-entry interface around the Earth
[9, Ch. 4.1], after which point the equations used to model the satellites’ motions are no longer sufficient.
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Figure 8.1: Graphical depiction of the nominal initial state of the TSDS.

8.1.2. TETHER PARAMETER ANALYSIS
The tether parameter analysis was performed to gain insight towards the influence of the physical tether
model on the system dynamics and resulting mission performance. First, the investigated models will be
summarized, followed by an overview of the results that were to be determined.

OVERVIEW OF TETHER SIMULATION MODELS

A number of tether parameter combinations were proposed by ESA for the analysis of the behavior of the
TSDS [3]. These different combinations assume a tether with a constant cross-sectional area A and density,
and varying lengths L0, Young’s moduli Emat , and damping constants c. The different proposed combinations
are shown in Table 8.1.

Table 8.1: Tether parameter combinations proposed by ESA [3].

Model
number

Emat [Pa] A [m2] L0 [m] m [kg] N c [Ns/m] cN [Ns/m] k [N/m] kN [N/m]

ESA1 1 ·108 2 ·10−5 200 5 2 0.3 0.9 10 30
ESA2 1 ·108 2 ·10−5 800 20 2 0.3 0.9 2.5 7.5
ESA3 4 ·108 2 ·10−5 80 2 2 0.3 0.9 100 300
ESA4 1 ·108 2 ·10−5 200 5 2 0.001 0.003 10 30

It must be noted that two additional tether parameter combinations were proposed with an alternate number
of nodes [3]. However, the effect of varying the number of nodes was investigated in Section 7.4, and these
models are therefore omitted here: the number of nodes used is two for all models.

Upon inspection of the models shown in Table 8.1, it was apparent that the four proposed models do
not allow the effect of each parameter individually to be analyzed: model ESA1 represents the nominal tether
model; model ESA2 is a longer tether than the nominal case, with an identical cross-section and Young’s mod-
ulus; model ESA3 is a shorter tether than the nominal case, and additionally has a higher Young’s modulus;
and model ESA4 has a lower damping coefficient than the nominal case.

Therefore, it was decided to investigate the various combinations of the tether parameters varied in the
ESA proposed models. For the three proposed tether lengths, models were created, which alternately repre-
sented the nominal material properties, the case with a higher Young’s modulus, and the case with the low
damping coefficient. These combinations, which include the four ESA models, are shown in Table 8.2.

As mentioned in Section 7.2, it is very beneficial for the stability of the system if the main engines are
gradually throttled down. The time during which the main engines are throttled down was chosen to approx-
imate the behavior of a critically damped system, which was shown for the case of k = 10 N/m in Figure 7.17.
However, from Table 8.2, it can be seen that the value of k varies significantly.
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Table 8.2: Final tether parameter combinations for ADR analysis.

Model
number

Emat [Pa] A [m2] L0 [m] m [kg] N c [Ns/m] cN [Ns/m] k [N/m] kN [N/m]

Nnom 1 ·108 2 ·10−5 200 5 2 0.3 0.9 10 30
NLD 1 ·108 2 ·10−5 200 5 2 0.001 0.003 10 30
NHT 4 ·108 2 ·10−5 200 5 2 0.3 0.9 40 120
Snom 1 ·108 2 ·10−5 80 2 2 0.3 0.9 25 75
SLD 1 ·108 2 ·10−5 80 2 2 0.001 0.003 25 75
SHT 4 ·108 2 ·10−5 80 2 2 0.3 0.9 100 300
Lnom 1 ·108 2 ·10−5 800 20 2 0.3 0.9 2.5 7.5
LLD 1 ·108 2 ·10−5 800 20 2 0.001 0.003 2.5 7.5
LHT 4 ·108 2 ·10−5 800 20 2 0.3 0.9 10 30

Therefore, additional analyses of the critically damped system were performed, corresponding to each ad-
ditional unique value of k, being 2.5 N/, 25 N/m, 40 N/m, and 100 N/m. As the critically damped behavior
is independent of the initial conditions, it was arbitrarily chosen to use a natural length L0 of 200 m for all
analyses. The behavior of each system is shown in Figures 8.4 through 8.2.
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Figure 8.2: Simulated critically-damped behavior of the TSDS
with k=2.5 N/m.
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Figure 8.3: Simulated critically-damped behavior of the TSDS
with k=25 N/m.
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Figure 8.4: Simulated critically-damped behavior of the TSDS
with k=40 N/m.
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Figure 8.5: Simulated critically-damped behavior of the TSDS
with k=100 N/m.
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Based on the behavior seen in Figures 8.2 through 8.5, it was possible to determine values for t∆thr , for each
value of k, which approximate critical damping behavior. These results are shown in Table 8.3, along with the
result obtained in Section 7.2. Note that an error of 0.1% of the natural length was again used as the tolerance.

Table 8.3: Chosen values for t∆thr for each k.

k [N/m] t∆thr [s]
2.5 231
10 100
25 55
40 41

100 22

With the values shown in Table 8.3, it is possible to have each system approximate the same behavior, despite
the differences in physical tether parameters. Thus, the behavior of each tether parameter model can be more
effectively compared.

DESIRED OUTPUTS OF TETHER MODEL ANALYSIS

The results of the tether parameter analysis were compared on three different fronts. First, it was assumed
that since the overall configuration of the chaser is the same for all models, the total propellant required is
a measure of the cost-effectiveness of each solution. Therefore, the propellant fractions were calculated for
each simulation scenario and compared to each other to find the most propellant-optimal solutions.

Second, the oscillatory behavior of the tether was examined: large and/or violent oscillations pose a gen-
eral threat to the safety and reliability of the mission, as material failure of the tether is not considered. If the
tether were to fail due to excessive loading, the mission would be a failure. Thus, slow oscillations with low
amplitudes are preferred over violent oscillations with large amplitudes.

Third, and finally, the rotation of the target was investigated, which also poses a threat to the safety and
reliability of the mission. If the target rotates too much, the tether could end up wrapped around the target,
potentially severing itself or appendages on the target. Obviously, this would result in an increase in space de-
bris, rather than removal thereof. Thus, the total rotation of the target was calculated and compared between
different simulation scenarios.

8.1.3. MONTE CARLO ANALYSIS
An important aspect of any analysis is to perform a sensitivity analysis of the simulation to the initial condi-
tions. Such an analysis offers insight towards the precision of the final solution if the initial conditions are
slightly offset with respect to the nominal mission, without the control parameters having been changed.
First, the parameters which were varied will be summarized. Second, the desired outputs from these simula-
tions will be discussed.

OVERVIEW OF MONTE CARLO SIMULATIONS

It was decided to investigate the sensitivity of the terminal conditions of the TSDS to variations in the relative
initial state of the chaser with respect to the target. This was chosen due to the close proximity of the chaser
and the target, which is in the order of hundreds of meters: even small errors on the scale of the individual
orbits of the chaser and target will results in a significant variation of the relative geometry. Therefore, such
errors were deemed most likely to affect the performance of the GC system. Note again that in this case, the
terminal conditions were defined as either the chaser or the target reaching an altitude of 100 km.

To determine the sensitivity of the simulation of the ADR mission to the initial conditions, a Monte Carlo
analysis was performed. The essence of this analysis is to apply random small variations to the initial condi-
tions and to compare how the system behaves. As the initial condition being varied is the state of the chaser
with respect to the target, four different sets of elements can be varied: the relative position, the relative
velocity, the relative orientation, and the relative angular rates.

To perform a meaningful Monte Carlo analysis, suitable ranges must be found within which to randomly
vary the initial relative state of the chaser. To do so, it was decided to do this based on the navigation models,
originally presented as part of the research proposed by ESA [3]. In the worst case, the sensors would make
4.5% errors in the range from the chaser to the target, and have a 3.5◦ error in the line of sight to the target.
Furthermore, the error in the orientation of the chaser could be as much as 15◦.
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For the variations in the initial position, the range and line-of-sight errors could be used. Specifically, the
variation along the yH axis can be expressed by simply adding and subtracting the range error from the nom-
inal position. Then, the radial offset about the yH axis can be expressed using the tangent of the line-of-sight
error multiplied by the nominal position along the yH axis. Note that this radial offset is then the variation
range along both the xH and the zH axes. This is visualized in Figure 8.6.

Figure 8.6: Graphical depiction of the variation of the chaser initial position based on the range and line-of-sight αLOS errors.

To determine the initial angular offset of the chaser with respect to the nominal case, which is level with the
local horizon, a random rotation axis eer r is first defined in the Hill frame. Then, a random rotationαer r , with
a maximum magnitude of the aforementioned 15◦ = 0.262 rad, is applied around this rotation axis, effectively
defining an error quaternion. This allows Equation (4.23) to be used to determine a new initial quaternion.

To complete the variation ranges for the initial chaser state, arbitrary limits of 1 m/s and 0.1 rad/s were set
on the velocity and angular rate variations, respectively. The resulting range of values investigated during the
Monte Carlo analysis is then summarized in Table 8.4.

Table 8.4: Monte Carlo simulation variation limits on the initial chaser relative state.

Parameter Unit Lower limit Nominal value Upper limit
xH ,0 [m] −2− (L0 −10)tan(αLOS ) -2 −2+ (L0 −10)tan(αLOS )
yH ,0 [m] −1.045(L0 −10) −(L0 −10) −0.955(L0 −10)
zH ,0 [m] −1.5− (L0 −10)tan(αLOS ) -1.5 −1.5+ (L0 −10)tan(αLOS )
ẋH ,0 [m/s] -1 0 1
ẏH ,0 [m/s] -1 0 1
żH ,0 [m/s] -1 0 1

eer r,x [-] -1 0 1
eer r,y [-] -1 0 1
eer r,z [-] -1 0 1
αer r [rad] -0.262 0 0.262
ωxG ,0 [rad/s] -0.1 0 0.1
ωyG ,0 [rad/s] -0.1 0 0.1
ωzG ,0 [rad/s] -0.1 0 0.1

DESIRED OUTPUTS OF MONTE CARLO ANALYSIS

The primary focus of the performed Monte Carlo analysis was to determine the spread of terminal points
when subjecting the initial values to slight variations. Two different methods are used to investigate the sys-
tem precision. First, the physical spread of the terminal points on the sphere of the Earth will be determined.
This shows the ability of the simulated system to deorbit the target within a desired range. In this case, the
ideal target location is determined by the SPOUA (see also Section 4.1).

Second, the offset of the terminal points with respect to the nominal terminal point will be plotted in
histograms. This shows the numerical grouping of simulation results, along with any type of distribution
these results may have. Using these techniques, the sensitivity of the terminal points to the slightly varied
initial conditions can be effectively assessed.
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8.2. TETHER PARAMETER ANALYSIS
The first step towards determining suitable options for the ADR mission is to investigate the effect of varying
the physical parameters mentioned in Section 8.1.2. To gain insight to the influence of these parameters,
simulations were performed on the scenario described in Section 8.1.1 in which each combination of tether
model (nine in total), thrust level (three in total), and controller type (two in total) were evaluated for a total
of 54 combinations.

To determine the suitability of each combination for the ADR mission, three key elements were evaluated
for each simulation. First, the consumed propellant mass for each combination was considered, for which
it is of course desirable to select options that consume less propellant while still accomplishing the mission.
Second, the oscillatory behavior of the tether itself in each simulation combination is examined, permitting
the severity of the induced oscillations to be quantified: it is desirable to select options that do not cause vio-
lent motions in the tether itself. Third, the aspect of target rotation is investigated: as the target is completely
non-cooperative, it will be wholly at the mercy of the torques induced by the tether. If this is too severe, the
tether may begin to wrap around the target.

8.2.1. PROPELLANT CONSUMPTION

As mentioned, the first aspect by which the suitability of each tether parameter model is judged is the propel-
lant mass consumed by the GC. As in any space mission, mass is an important driver for the mission costs:
thus, reducing the required amount of propellant is an effective method of keeping costs down.

To this end, the propellant mass components and total required propellant mass for each simulation were
determined using the methods detailed in Sections 7.2 and 7.3. Again, it is stressed that the deorbit reference
trajectory was selected such that a constant amount of propellant is used for the main engines, irrespective
of thrust level or controller type: thus, any deviation from the nominal value of 656.3 kg will indicate that
the chaser has not been able to perform a nominal deorbit burn. It is reiterated that an Isp of 325 s has been
assumed for the main engines and an Isp of 291 s has been assumed for the guidance and control thrusters,
with the control thrusters operating on a 1 m moment arm.

Furthermore, the LQR and SMC control parameters were kept constant, such that the ability of each GC
system to adapt to varying conditions could be examined. In general, a higher guidance propellant consump-
tion for a given thrust level and controller type will indicate that the GC system has more difficulty establish-
ing each hold point. The results of this analysis are shown in Table 8.5 for the LQR-based GC system and in
Table 8.6 for the SMC-based GC system.

To allow the analysis of these numbers to be more effective, first some general trends will be observed
from the results of both control system types. Then, the results from the LQR system and the SMC system will
be examined individually. Finally, a comparison of the performance of both systems will be made.

GENERAL TRENDS IN SYSTEM PROPELLANT CONSUMPTION

When examining the data presented in Tables 8.5 and 8.6, a number of phenomena common to both control
system types can be observed. First, and foremost, it can clearly be seen that it is possible to achieve a suc-
cessful deorbit mission with each combination of tether-parameter model and thrust level: each simulation
uses 656.3 kg of propellant for the main engines before encountering the terminal condition.

However, how efficiently each option is at actually achieving this varies significantly between each tether-
parameter model and thrust level. The most striking trend is the large dependency of the guidance and con-
trol propellant consumption on the thrust level: there seems to be a nearly inversely proportional relation-
ship between the thrust level and the guidance actuation required. This trend is also observable in the control
actuation, but to a lesser degree.

To explain this trend, it is possible to refer back to Section 7.2. While the propellant consumption of the
main engine is constant for each thrust level, the number of burns required to achieve the necessary change
in momentum is not: 500 N of thrust requires four burns, 1000 N of thrust requires two, and 2000 N thrust
requires one. Therefore, the guidance propellant consumption is not strictly inversely proportional to the
thrust level, but rather directly proportional to the number of burns that are performed. This, in turn, leads
to believe that establishing the hold point during the burn is the most demanding phase for the guidance
system.

To investigate this claim, it was decided to examine the position error of the chaser along the yH axis
during the a complete deorbit burn and subsequent establishment of the coasting hold point. The results of
this analysis for the Nnom tether model at each thrust level are shown in Figure 8.7 for the LQR system and in
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Table 8.5: Propellant masses for total ADR mission using LQR-based GC system.

Thrust
level
[N]

Model
number

Main engine
propellant

[kg]

Guidance
propellant

[kg]

Control
propellant

[kg]

Total
propellant

[kg]

500
Nnom 656.3 189.4 23.9 867.2
NLD 656.3 206.9 27.3 890.5
NHT 656.3 236.0 25.3 917.6

500
Snom 656.3 206.6 28.5 891.5
SLD 656.3 217.4 29.6 903.4
SHT 656.3 357.3 29.1 1042.8

500
Lnom 656.3 301.4 20.4 927.1
LLD 656.3 244.1 29.0 897.7
LHT 656.3 301.2 34.6 979.6

1000
Nnom 656.3 98.5 15.1 769.0
NLD 656.3 100.2 14.0 770.3
NHT 656.3 132.8 22.9 811.9

1000
Snom 656.3 108.2 19.0 783.5
SLD 656.3 111.4 20.6 788.2
SHT 656.3 162.6 20.3 839.2

1000
Lnom 656.3 173.4 23.8 851.2
LLD 656.3 229.9 36.2 911.7
LHT 656.3 124.2 14.5 791.9

2000
Nnom 656.3 47.2 7.7 711.1
NLD 656.3 50.9 7.6 714.8
NHT 656.3 51.3 9.0 716.5

2000
Snom 656.3 43.3 8.4 708.1
SLD 656.3 47.0 10.2 713.5
SHT 656.3 62.2 12.8 731.2

2000
Lnom 656.3 79.8 11.5 745.8
LLD 656.3 128.5 33.7 818.3
LHT 656.3 63.6 7.7 728.3
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Figure 8.7: Guidance force and position error of the chaser along the yH axis for the Nnom tether model and the LQR system.
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Table 8.6: Propellant masses for total ADR mission using SMC-based GC system.

Thrust
level
[N]

Model
number

Main engine
propellant

[kg]

Guidance
propellant

[kg]

Control
propellant

[kg]

Total
propellant

[kg]

500
Nnom 656.3 95.3 27.0 779.4
NLD 656.3 93.8 25.7 776.6
NHT 656.3 43.5 23.2 723.1

500
Snom 656.3 51.6 27.2 735.3
SLD 656.3 129.4 29.4 815.3
SHT 656.3 32.0 29.3 717.7

500
Lnom 656.3 64.9 29.3 754.5
LLD 656.3 92.5 38.1 790.6
LHT 656.3 94.6 32.9 784.5

1000
Nnom 656.3 48.8 21.3 726.4
NLD 656.3 59.4 21.3 737.1
NHT 656.3 44.7 22.1 723.1

1000
Snom 656.3 43.0 22.4 721.7
SLD 656.3 62.3 24.0 742.7
SHT 656.3 29.5 23.8 709.6

1000
Lnom 656.3 49.8 27.8 734.9
LLD 656.3 56.9 28.2 741.9
LHT 656.3 44.4 19.8 720.5

2000
Nnom 656.3 25.5 13.6 695.4
NLD 656.3 29.1 13.7 699.1
NHT 656.3 30.3 13.7 700.4

2000
Snom 656.3 26.6 14.8 697.7
SLD 656.3 31.0 15.9 703.2
SHT 656.3 31.8 17.2 705.4

2000
Lnom 656.3 38.7 13.4 708.4
LLD 656.3 42.7 14.8 713.9
LHT 656.3 28.5 14.0 698.9

0 500 1000 1500
−200

−100

0

100

200

Elapsed time [s]

y H
 p

os
iti

on
 e

rr
or

 [m
]

 

 

200 400 600 800 1000 1200 1400
−60

−40

−20

0

20

40

60

Elapsed time [s]

G
ui

da
nc

e 
ac

tu
at

io
n 

[N
]

 

 

F = 500 N
F = 1000 N
F = 2000 N

F = 500 N
F = 1000 N
F = 2000 N

Figure 8.8: Guidance force and position error of the chaser along the yH axis for the Nnom tether model and the SMC system.
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Figure 8.8 for the SMC system. Also shown are the corresponding absolute guidance forces, as this shows the
response of the guidance system.

Figures 8.7 and 8.8 show the position error and guidance actuation along the yH axis for the first 1500 s of
each respective deorbit mission. This period allows for the observation of the entire deorbit burn and subse-
quent establishment of the coasting hold point. Thus, conclusions can be drawn regarding the influence of
both the burn and coasting phases on the guidance propellant consumption.

Both Figures 8.7 and 8.8 show the same general system behavior. First, at t = 0 s, the main engines are ac-
tivated, and thus the guidance system is set to the burn hold point, resulting in a large position error. Second,
it can be seen that directly following this, the system shows a decaying oscillation around the burn hold point
as the guidance system establishes the burn hold point: maximum guidance thrust is applied throughout
most of this damping phase, as seen by the near-square-wave behavior of the guidance actuation. It is of note
that the oscillations are more quickly damped by the SMC system than by the LQR system: in the worst case,
the LQR-system oscillations are damped by t = 800 s, while the SMC system has achieved this by t = 650 s.

Once the burn hold point is established, very little guidance effort is required. Then, as the coasting
hold point is established around t = 1000 s, maximum guidance thrust is once again applied. This seems to
indicate that the guidance system is attempting to nullify the velocity of the chaser as the main engines are
throttled down. Then, after the coasting hold point is established, the LQR system once again requires more
guidance actuation than the SMC system to maintain this hold point.

From Figures 8.7 and 8.8, it is clear seen that higher thrust levels require more guidance actuation to
establish the burn hold point. However, during the coasting phase it can be seen that significant guidance
actuation is also required. Thus, the claim that the guidance actuation is directly proportional to the number
of burns is not strictly correct: the total propellant required for the guidance system is simply dependent on
the total duration of the deorbit mission. As higher thrust levels reduce the periapsis to the targeted periapsis
in fewer orbits (as seen in Figure 7.8), the mission duration is shorter and thus less propellant is required for
the guidance system.

The same analysis can be performed on the control system: the angular errors between the axes of the
chaser body-fixed frame GC and the target Hill frame H were plotted for the same duration, along with the
maximum absolute control moments, for each thrust level. The angular errors were derived from the q4

parameter according to Equation (4.6), and express the total rotation of the GC frame with respect to the H
frame. The results of this are shown in Figure 8.9 for the LQR system and in Figure 8.10 for the SMC system.
Figures 8.9 and 8.10 also show the same general system behavior. As the main engine burn is initiated at
t = 0 s, the tension in tether induces torques on chaser, causing the chaser to oscillate around its center of
mass. It can be seen, however, that the SMC system causes smaller oscillations in the chaser position than
the LQR system, at the cost of more control actuation during burns: the LQR system never encounters the
20 Nm saturation limit for any of the thrust levels, while the SMC system does for both 1000 N and 2000 N.
Once the burn has been terminated around t = 1000 s, the SMC system requires less control actuation than
the LQR system, and the attitude errors of both the SMC system and the LQR system are in the order of 0.2◦.

From Figures 8.9 and 8.10, it is possible to draw the conclusion that the number of burns more strongly
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Figure 8.9: Maximum control moment and angular error of the chaser for the Nnom tether model and the LQR system.
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Figure 8.10: Maximum control moment and angular error of the chaser for the Nnom tether model and the SMC system.

influences the control system than it does the guidance system: the commanded control moments are signif-
icantly higher during main engine burns. However, this does not mean that the total mission duration is not
significant, as attitude control is still required after engine burns. Furthermore, coasting phases last signifi-
cantly longer than burn phases, resulting in a roughly equal contribution of the burn and coasting phases to
the control system propellant consumption.

Still, the end result is the same as for the guidance system: higher thrust levels and thus shorter mission
times tend to require less total control actuation. It must be noted, however, that the total control propellant
is generally much less than the total guidance propellant for a given system configuration. Thus, while the
relative improvements in control propellant consumption might be high with increasing thrust levels, the
absolute differences are not as large. Therefore, the guidance system performance is considered to be the
driver for minimizing propellant mass.

LQR SYSTEM PROPELLANT CONSUMPTION

While the trends described in the preceding analysis generally hold for the results of the LQR system, a num-
ber of deviations from this norm can be identified. First, is clear that model SHT , corresponding to a short
tether with high tension, requires significantly more guidance propellant at all thrust levels than the other
two short tether models. Second, all three long tether models show anomalous behavior: at 500 N, the Lnom

and LHT models consume significantly more propellant that the LLD model, while for 1000 N and 2000 N the
Lnom and particularly the LLD models consume significantly more propellant than the LHT model.

First investigating the case of the SHT model, this phenomenon could be fairly easily explained: referring
back to Section 7.2.2, the constant δL , which determines nominally how far the tether is extended during the
coasting phase, was set to a value of 1 m. While with most tether models this entails that the tension in the
tether will be less than 40 N, in the case of mode SHT the tension will be 100 N under this extension. Not only
is this a factor 2.5 larger than the next largest value of the nominal tether tension during the coasting phase, it
is also significantly higher than the saturation limit of the guidance thrusters of 50 N [3]. Thus, the guidance
system will continuously attempt to drive the error to zero, but will also constantly be prevented from doing
so stably by the tether tension. This can be seen in Figure 8.11, and this behavior is also generally mirrored
by the NHT models.

It can be seen in Figure 8.11 that after the coasting hold point is established around t = 1000 s, the guid-
ance system often encounters the 50 N saturation limit in the negative yH -direction, indicating it is constantly
pulling at the tether. Furthermore, during this period, the error in the yH direction is always smaller than -
1 m, indicating that the chaser is always closer to the target than it should be. This confirms the hypothesis
presented previously.

Second, the case of the long tether models was investigated. The behavior of the long tether models was
shown to be very dependent on the thrust level: at a thrust level of 500 N, the Lnom and LHT models require
more guidance actuation than the LLD model, while at the higher thrust levels, the Lnom model requires more
propellant than LHT , and the LLD model requires even more than the Lnom model. Clearly, this behavior
requires some investigation: to this end, the position errors and guidance actuation for each thrust level are
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Figure 8.11: Guidance force and position error of the chaser along the yH axis for the SHT tether model with the LQR system.

shown in Figures 8.12 through 8.14.
A number of different types of behavior can be seen in Figures 8.12 through 8.14. First, it is readily ap-

parent that with the LHT model, the chaser is able to stabilize its motion at the burn hold point much more
quickly, which can be seen from the fast damping of the oscillations up to t = 500 s. For the Lnom and LLD

models, much more actuation is required from the guidance system to stabilize the chaser at the burn hold
point: in the case of the higher thrust levels, it is not even possible for the guidance system to stabilize it-
self at the burn hold point before the main engines are throttled down. This is indicated by the significant
oscillations around the nominal point at t = 1000 s.

Furthermore, after the main engines are cut after roughly t = 1100, large errors are still seen, indicating
that the guidance system has difficulty establishing the coasting hold point. This is particularly apparent
when considering thrust levels of 2000 N: the position errors after the main engines are shut down reach
magnitudes of 1400 m for the LLD model before the system is able to recover itself. This places the chaser far
in front of the target.

These large errors are due to the fact that the long tethers with a nominal value for Emat end up with
a very low value for k: thus, a significant relative velocity will build up before the tether tension reaches
a comparable magnitude to the thrust, especially for a thrust of 2000 N. Another effect of these significant
relative velocities during operations of the Lnom and LLD models can be seen when examining the out-of-
line position errors of the chaser. This is shown in Figure 8.15, which the behavior of the LLD closely mirrors.
It can be seen that for the highest thrust level, the “radial” position errors become significant. Returning to
the CW equations (Equation (5.12)), it can be seen that the acceleration in the xH direction is coupled to the
velocity in yH direction. Thus, if the relative velocities are allowed to build up too much, which is clearly the
case for the Lnom and LLD models, the acceleration along the xH axis is too high for the guidance system to
restore, and significant errors will build up.

A further effect of these large radial position errors is that the tether is not closely aligned with the yH axis.
Therefore, the tether tension force will have a significant component in the xH direction, inducing a large
torque about the chaser yG axis. The effect of this on the chaser attitude error is shown in Figure 8.16.
It can be seen in Figure 8.16 that between t = 100 s and t = 500 s, the chaser is unable to maintain its pointing
requirement when subject to 2000 N of thrust: the maximum angular error is 7◦ in magnitude, far more than
the permitted 1◦. This is due to the large torques induced by the tether, which are too large for the control
system to correct. It can be seen that the control moment has reached its saturation limit during this period.
Furthermore, it can be seen that the large attitude errors occur in the same time frame in which the large
errors along the xH axis also occur.

The fact that the LLD model requires even more guidance actuation than the Lnom model for these higher
thrust levels can be explained that since the LLD model has a much lower damping coefficient, the tether
motions will be more violent and will exert larger forces on the chaser. However, this explanation does not
explain the behavior observed for 500 N of thrust, as at this thrust level the LLD model actually requires the
least amount of guidance actuation. Additionally, it can be seen that the largest difference in guidance ac-
tuation between Lnom and LLD occurs after the burn has been terminated. These anomalous results will be
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Figure 8.12: Guidance force and position error of the chaser along the yH axis for the long tether models at 500 N thrust with the LQR
system.
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Figure 8.13: Guidance force and position error of the chaser along the yH axis for the long tether models at 1000 N thrust with the LQR
system.
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Figure 8.14: Guidance force and position error of the chaser along the yH axis for the long tether models at 2000 N thrust with the LQR
system.
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Figure 8.15: Guidance force and position error of the chaser along the xH axis for the Lnom model with the LQR system.
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Figure 8.16: Maximum control moment and angular error of the chaser for the Lnom tether model and the LQR system.

further investigated in Sections 8.2.2 and 8.2.3.

SMC SYSTEM PROPELLANT CONSUMPTION

When considering the results for the SMC system in Table 8.6, a number of exceptional results can also be
noted: first, the SLD and SHT models, corresponding to a short tether with low damping or high tension,
respectively, deviate significantly from this trend for thrust levels of 500 N and 1000 N. Specifically, the SLD

model requires vastly more guidance propellant than expected, and the SHT model requires significantly less
guidance propellant than expected. Second, to a lesser degree, the NHT model and the Lnom , both at 500 N,
also require significantly less propellant than expected from the trend.

First, the case of the very different results in the short tether models is investigated. The position errors
along the yH axis are shown for all three short tether models at a thrust level of 500 N in Figure 8.17.
In Figure 8.17, it can be seen that all models require a similar amount of time and guidance actuation to
establish as stable equilibrium at the guidance hold point. However, in the coasting phase, the propellant
consumption for the Snom and SLD models is significantly larger than for the SHT model. However, the ex-
pected result is that the SHT model would require more actuation, due to the higher stiffness of the tether.
This result will be further investigated in Section 8.2.2.

Then, the significantly lower guidance propellant consumption of the NHT model at 500 N compared to
the other two nominal-length models, is examined. The position errors along the yH axis for all three models
are shown in Figure 8.18.
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Figure 8.17: Guidance force and position error of the chaser along the yH axis for the short tether models at 500 N thrust with the SMC
system.
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Figure 8.18: Guidance force and position error of the chaser along the yH axis for the nominal-length tether models at 500 N thrust with
the SMC system.
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Figure 8.19: Guidance force and position error of the chaser along the yH axis for the long tether models at 500 N thrust with the SMC
system.



8.2. TETHER PARAMETER ANALYSIS 109

In contrast to the results for the short tethers at this thrust level, it is clear that with the NHT model the
guidance system is able to stabilize the chaser at the burn hold point in a shorter time than with the other
two nominal-length models. Additionally, less guidance actuation is required after the coasting hold point
has been established with the NHT model. As with the short tether models, the cause of this will be further
investigated in Section 8.2.2.

Finally, it is possible to examine the long tether models at 500 N thrust. Again, the position errors and
control accelerations along the yH axis can be plotted to gain insight towards the tether behavior. This is
done in Figure 8.19.

It can be seen that as with the nominal-length tether models, a stable equilibrium at the burn hold point
can be established with less actuation from the guidance system for the LHT model than for the other two long
models. However, it is apparent that the LHT model requires more guidance actuation after the coasting hold
point has been established than the other two models. Furthermore, it can be seen that the LLD model also
requires more guidance actuation after the coasting hold point has been established. This is in agreement
with the expectation that a low damping in the tether will result in larger amplitudes of the tether model, and
thus larger forces on the chaser. These phenomena will also be further treated in Section 8.2.2.

COMPARISON OF GC SYSTEMS

From the preceding analyses, a number of important differences can be seen between the performance of the
LQR-based and SMC-based guidance systems. First of all, it is readily apparent that the SMC system requires
significantly less guidance actuation than the LQR system to accomplish the mission. This can be quantified
quantified by dividing the required propellant mass required for each combination of the SMC system by the
corresponding value of the LQR system, the results of which are shown in Table 8.7. Note that the main engine
propellant was excluded, as all simulations consume the same amount.

As mentioned, the SMC guidance system consistently requires less propellant to achieve mission success.
In the case of the lower thrust levels, the SMC guidance system is much better at dealing with the high-
tension tether models in particular, in some cases consuming less than 10% of the propellant required by the
LQR system. While these extreme improvements are quite exceptional, the average propellant consumption
for the SMC guidance system is 41.4% of that of the LQR guidance system: thus, this still represents a major
reduction in required propellant.

However, this trend is not visible in the comparison of the control systems. While the SMC control system
is capable of improving the propellant consumption over the LQR control system, with a best value of 77.9%,
the average consumption across all thrust levels is 124.2% for the SMC system.

This result does not necessarily indicate that the SMC control system performs worse than the LQR con-
trol system: to explain this, Figures 8.9 and 8.10 can be examined again. It is clear that the SMC system keeps
the angular error smaller than the LQR system at all times. Referring back to Section 7.6, the control parame-
ters for the SMC were chosen based on an order-of-magnitude analysis, during which all results violating the
1◦ constraint were discarded. Thus, it is probable that the SMC control parameters could be “loosened”, as the
error is well within the constraint, which would reduce the required propellant. However, as mentioned pre-
viously, the control parameters for the SMC system were obtained through an order-of-magnitude analysis,
and therefore the finer tuning of these was left out of the scope of this research.

As mentioned, though, the guidance system was identified as a far greater driver for the amount of pro-
pellant required, and this is reflected in the last column of Table 8.7. Despite the SMC control system gener-
ally requiring more propellant than the LQR control system, this is more than compensated by the guidance
system. On average, the total required propellant for the SMC system is 89.7% of that required by the LQR
system. This value includes the main engine propellant, as the main engines and GC thrusters use the same
type of propellant. Thus, this represents the total improvement to the propellant requirement of the chaser
as a whole. In terms of the propellant required for the GC system alone, the SMC system uses only 51.8% of
the propellant required by the LQR.

Therefore, it appears that the application of a (relatively simple) SMC algorithm can greatly improve the
performance of the developed GC system with respect to an LQR. However, the results presented in this sec-
tion show some anomalous results, the cause of which warranted some additional investigation. Specifically,
at 500 N and the LQR system, the LLD model shows unexpected behavior. Furthermore, for the SMC system,
the NHT and SLD models will be investigated, both at 500 N thrust as well. Thus, two additional important
topics in the dynamics of the TSDS will be discussed in the subsequent sections: oscillations in the tether and
rotation of the target.
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Table 8.7: Relative propellant consumption of the SMC system compared to the LQR system.

Thrust
level
[N]

Model
number

Guidance
propellant

fraction

Control
propellant

fraction

Total
propellant

fraction

500
Nnom 0.503 1.130 0.899
NLD 0.454 0.941 0.872
NHT 0.184 0.917 0.788

500
Snom 0.250 0.954 0.825
SLD 0.595 0.994 0.903
SHT 0.090 1.007 0.688

500
Lnom 0.215 1.436 0.814
LLD 0.379 1.316 0.881
LHT 0.314 0.949 0.801

1000
Nnom 0.496 1.408 0.945
NLD 0.593 1.516 0.957
NHT 0.337 0.963 0.891

1000
Snom 0.397 1.181 0.921
SLD 0.559 1.170 0.942
SHT 0.181 1.172 0.846

1000
Lnom 0.287 1.170 0.863
LLD 0.247 0.779 0.814
LHT 0.357 1.360 0.910

2000
Nnom 0.539 1.768 0.978
NLD 0.571 1.805 0.978
NHT 0.591 1.518 0.978

2000
Snom 0.613 1.754 0.985
SLD 0.659 1.557 0.986
SHT 0.512 1.343 0.965

2000
Lnom 0.484 1.162 0.950
LLD 0.333 0.440 0.872
LHT 0.448 1.830 0.960

8.2.2. TETHER OSCILLATION
It is possible to gain more insight towards the intricacies of the dynamics of the TSDS by observing the oscil-
lations in the tether itself. This will allow the physical causes of the anomalies noted in the previous section
to be examined, and will also highlight strengths and weaknesses of certain tether parameter models.

GENERAL TETHER BEHAVIOR

First, the behavior of the nominal model of each tether length will be examined: thus, general trends in the
oscillatory behavior of the tether parameter models can be identified. Note that these deflections were in-
vestigated for a period of 2000 s after the start of the mission, to allow both the behavior during burns and
during coasting phases to be investigated. Furthermore, both GC system types will be included, to identify
possible differences between the two. The results for the Nnom model are shown in Figures 8.20 and 8.21, the
results for the Snom model are shown in Figures 8.22 and 8.23, and the results for the Lnom model are shown
in Figures 8.24 and 8.25.

From Figures 8.20 through 8.25, a number of general trends can be seen. First, it is apparent that during
burns the amplitude of the oscillations in the tether increases with increasing thrust. This is particularly
apparent with the Nnom and Lnom models, although the Lnom model also displays the large amplitudes at
2000 N thrust corresponding to the position errors along the xH axis as a result of the large relative velocities.
For the Snom model, the thrust seems to have less influence on the amplitudes.

During coasting phases, however, there is no clear relation between the thrust level used during the burn
and the chaser amplitudes. The unpredictability hereof most likely stems from the fact that while critically
damped behavior is approximated when throttling down (see Section 7.2), it is approximated with a linear
function. Thus, each model is not behaving in exactly the same harmonic way, and thus discrepancies will
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Figure 8.20: Maximum tether deflection of the Nnom tether model with the LQR system.
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Figure 8.21: Maximum tether deflection of the Nnom tether model with the SMC system.
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Figure 8.22: Maximum tether deflection of the Snom tether model with the LQR system.
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Figure 8.23: Maximum tether deflection of the Snom tether model with the SMC system.
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Figure 8.24: Maximum tether deflection of the Lnom tether model with the LQR system.
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Figure 8.25: Maximum tether deflection of the Lnom tether model with the SMC system.
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occur when establishing the coasting hold point. However, it can be seen that the amplitude of the oscillations
is highly dependent on the tether length: shorter tethers seem to have smaller oscillation amplitudes than
longer tethers.

Furthermore, it can be seen that as a general rule, there is not much difference between the LQR and SMC
systems when it comes to tether oscillations. The exception to this are the long tether models with 1000 N
and 2000 N, in which it is apparent that the SMC system is not as suited as the LQR to restoring the large
out-of-line errors caused by the aforementioned large relative velocities.
In any case, it is clear that the oscillatory behavior of the tether after establishing the coasting hold point
is very sensitive to the technique used to restore the chaser from the burn hold point to the coasting hold
point. Thus, tether motion during coasting will tend to be difficult to predict. Therefore, the oscillations of
the anomalous results presented in Section 8.2.1 will be examined next.

SPECIFIC CASE ANALYSES

The first case which was examined concerned the long tether models. Reviewing from Section 8.2.1, it was
found that with a LQR system the LLD model required significantly less propellant than the other two models
at 500 N and significantly more propellant at higher thrust levels. The oscillatory behavior of the LLD model
with the LQR and at all thrust levels is shown in Figure 8.26.
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Figure 8.26: Maximum tether deflection of the LLD tether model with the LQR system.

Comparing Figure 8.24 with Figure 8.26, it is clear that the oscillation amplitudes of the LLD are higher than
the Lnom model, which is in agreement with the expected behavior: with lower damping in the tether, there
will be less energy dissipated in the tether and thus the nodes will have more energy. Thus, more actuation
by the chaser will be required to stabilize the system, as there is more energy present in the system.

However, this still does not explain the lower propellant consumption of the LLD model with respect to
Lnom at 500 N, as this result is opposite to the expected result. Therefore, this discrepancy must be caused by
some other factor, a prime suspect for which is the rotation of the target. This will be further investigated in
Section 8.2.3.

The second case examined was the large variation in propellant consumption for the short tether models
at 500 N of thrust using the SMC system: the SHT model consumed significantly less than expected, while the
SLD model consumed significantly more than expected. This behavior was also observed in these models at
1000 N thrust. The corresponding oscillation amplitudes at 500 N thrust are shown in Figure 8.27.
Based on the data in Figure 8.27, it can be concluded that the out-of-line deflections are not the cause of the
increased propellant consumption of the SLD model: the out-of-line deflections are, in fact, highest for the
Snom model and lowest for the SHT model. The low deflections observed for the SHT model, however, are
most likely the cause for the reduced propellant requirement for this model.

While the out-of-line deflections are concluded not to be the cause of the large propellant consumption
by the SLD model, it is also possible to investigate the in-line oscillations. These oscillations can be visualized
using the in-line velocities of the tether nodes themselves, which nominally correspond the velocities of the
nodes along the yH axis. Therefore, the maximum node velocities of the short tether models at 500 N thrust
are shown in Figure 8.28.
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Figure 8.27: Maximum tether deflection of the short tether models at 500 N thrust with the SMC system.
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Figure 8.28: Maximum yH node velocity of the short tether models at 500 N thrust with the SMC system.

It can be clearly seen in Figure 8.28 that the in-line oscillations for the SLD model are far more severe than for
the other two models. Thus, the chaser will not only be correcting for out-of-line disturbances, but will have
to cope with large in-line disturbances due to the high tether node velocities. This explains the significant
increase in guidance propellant requirement for the SLD model.

Third, and finally, the nominal-length models will be compared at 500 N of thrust: in this case, the NHT

model requires a factor two less guidance propellant than the other two models. It has been established that
the propellant consumption is less both during the burns and during the coasting phases. The out-of-line
tether deflections for these models are shown in Figure 8.29.

It can be seen in Figure 8.29 that while the oscillation amplitudes are generally lower for the NHT model, the
results are not significantly different. Thus, it is likely that another factor is influencing the good performance
of this model: again, target rotation is a suspected cause, and will be investigated in Section 8.2.3.

8.2.3. TARGET ROTATION

A final important aspect of the dynamics of the TSDS is rotation of the target. The target is completely inert,
and thus any moment imparted on it will cause it to spin. This spinning motion can cause higher propellant
consumption in the best case, and catastrophic failure of the mission in the worst, primarily due to the danger
of the tether wrapping around the target and severing itself or appendages of the target. While this effect is
not modeled in the simulation, it is clear that little rotation in the target is a desirable feature.
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Figure 8.29: Maximum tether deflection of the nominal-length tether models at 500 N thrust with the SMC system.

To approximate the total rotation of the target over the course of the mission lifetime, it is possible to integrate
the rotational rates of the target about its body axes. This allows the potential hazards relating to tether
wrapping to be identified based on thrust level and tether model. As the mass moment of inertia of the target
is smallest around the target body-fixed z-axis, it is expected that the largest rotations will occur around this
axis, and thus this value is used as an indication for the target rotation.

GENERAL TARGET ROTATION

This analysis is first performed over the entire mission duration for each thrust level, using the nominal tether
models for each length. This gives an indication on the influence of thrust level, which translates to mission
duration, on total rotation of the target. Again, this is done for each GC system. The results for the LQR system
at 500 N, 1000 N, and 2000 N thrust are shown in Figures 8.30 through 8.32, with those for the SMC shown in
Figures 8.33 through 8.35.

It can be seen from Figures 8.30 through 8.35 that target rotation is a significant problem, irrespective of
thrust level, tether length, or controller type. In most cases, target rotation exceeds several complete revolu-
tions over the course of the mission, as the total rotation angles are often much larger than 2π. This poses a
major threat to the integrity of the tether and thus the safety of the ADR mission.

To assess the ability of each control system to control target rotation, the total rotation of the target about
each axis was determined for every simulation scenario. Again, this was done by integrating the rotational
rates of the target, only this time about each body axis. The maximum value of these total rotation angles for
each simulation scenario is shown in Table 8.8. Note that the values presented are in radians: thus, a value of
larger than 2π≈ 6.28 indicates that the target has made one full revolution.

Table 8.8: Maximum target rotation of the LQR and SMC systems.

Tether model
LQR System SMC System

500 N 1000 N 2000 N 500 N 1000 N 2000 N
Nnom 191.2 rad 77.1 rad 4.3 rad 98.5 rad 49.8 rad 2.1 rad
NLD 807.9 rad 26.0 rad 24.6 rad 105.0 rad 48.1 rad 2.7 rad
NHT 112.6 rad 47.3 rad 38.6 rad 98.8 rad 72.5 rad 19.3 rad
Snom 144.6 rad 90.7 rad 1.8 rad 170.9 rad 88.8 rad 13.2 rad
SLD 65.5 rad 324.7 rad 3.5 rad 161.1 rad 174.2 rad 13.8 rad
SHT 32.6 rad 9.7 rad 78.9 rad 40.8 rad 69.6 rad 53.0 rad
Lnom 111.7 rad 34.5 rad 10.2 rad 48.1 rad 5.3 rad 11.4 rad
LLD 57.3 rad 179.3 rad 228.7 rad 292.8 rad 9.2 rad 3.9 rad
LHT 10.0 rad 21.7 rad 13.0 rad 150.7 rad 32.0 rad 2.3 rad

It can be clearly seen in Table 8.8, as well as in all figures presented in this section, that the target rotational
behavior is highly chaotic. Nonetheless, it is possible to identify that, generally, higher thrust levels induce
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Figure 8.30: Target rotation of the three nominal tether models at 500 N thrust with LQR system.
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Figure 8.31: Target rotation of the three nominal tether models at 1000 N thrust with LQR system.
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Figure 8.32: Target rotation of the three nominal tether models at 2000 N thrust with LQR system.
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Figure 8.33: Target rotation of the three nominal tether models at 500 N thrust with SMC system.
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Figure 8.34: Target rotation of the three nominal tether models at 1000 N thrust with SMC system.
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Figure 8.35: Target rotation of the three nominal tether models at 2000 N thrust with SMC system.



118 8. SIMULATION RESULTS

less total rotation of the target. Specifically, the results showing a total rotation of less that 2π are promising,
as this indicates the target never completed a full revolution and thus no danger of tether wrapping occurred.
Referring back to Tables 8.5 and 8.6, it can be seen that these higher thrust levels also generally require the
minimum amount of propellant.

SPECIFIC CASE ANALYSIS

For several cases from the previous sections, it was suggested that target rotation could be a driver for the
unexpectedly high or low propellant requirements. Specifically, the long tether models using the LQR system
at 500 N thrust showed anomalies: the LLD model showed unexpectedly low propellant consumption in this
case. Also, the NHT model using the SMC system at 500 N thrust showed low propellant usage compared
to the other two nominal-length models. First, the long tether models using the LQR system at 500 N were
examined. The target rotation, again around the target zG axis, is shown in Figure 8.36.
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Figure 8.36: Target rotation of the three long tether models at 500 N thrust with LQR system.

It can be seen from Figure 8.36 that the LLD model in this configuration induces less rotation in the target
than the Lnom model: total rotation for the LLD model is 57.5 rad, compared to the 111.7 rad for the Lnom

model. This is also reflected in Table 8.8, indicating that the target has indeed rotated most around the zG -
axis. Thus, this could be a possible explanation for the lower propellant usage of the LLD model: if the target
rotates less, the tether is subjected to less tensile forces, as the TCP of the target will generally be closer to the
chaser. Thus, the GC system has less disturbances to compensate for.

Second, the case of the nominal-length models at 500 N thrust using the SMC system is investigated. In
this situation, the NHT model required significantly less propellant than the other two models. As with the
previous analyses, the total target rotation about the target zG axis was determined, the results of which can
be seen in Figure 8.37.

From Figure 8.37, it can be seen that the NHT model induces less total rotation in the target than the
Nnom or NLD models: the total rotation of the NHT model is -60 rad, compared to the -90 rad of the other
two models. However, the maximum rotation of the target is not significantly smaller as seen in Table 8.8,
indicating that, for the NHT model, maximum rotation does not occur around the zG -axis. Nonetheless,
target rotation can still be identified as a possible reason for the lower propellant requirement.

8.2.4. CONCLUDING REMARKS

From the analyses presented in Sections 8.2.1 through 8.2.3, a number of general conclusions can be drawn
regarding the suitability of each tether model, thrust level, and controller type. First considering propellant
usage, a general trend that was observed for both controller types and all tether models is that higher thrust
levels require less propellant due to the corresponding shorter mission duration. Furthermore, it is also clear
that the SMC can offer significant propellant savings, especially when applied to the guidance system.

It was also seen that the long tether models with nominal tension combined with the highest thrust level
cause significant relative velocities to build up. This results in large errors along the xH axis, which can be
explained by the coupling of the yH velocity and xH position in the CW equations. In the case of long tethers
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Figure 8.37: Target rotation of the three nominal-length tether models at 500 N thrust with SMC system.

and nominal tension at 2000 N, the resulting accelerations are too large for the guidance thrusters to cor-
rect initially. Also, these large xH offsets subsequently prevent the nominal attitude from being maintained.
Therefore, it is suggested that lower thrust levels are generally more suited for the proposed ADR mission,
as this reduces both the possibility of large out-of-line error as well as increases the ability of the chaser to
restore stable equilibrium at each hold point.

Regarding oscillations in the tether, several general trends could be observed. First of all, higher thrust
levels seem to induce larger transverse oscillations in the tether during the burns themselves. Also, tethers
with low damping generally exhibit larger oscillations, both in the transverse and particularly in the longitu-
dinal direction. Since more violent oscillations are generally undesirable, it is therefore suggested that tethers
with an extremely low damping coefficient be avoided, and that lower thrust levels are more beneficial.

Finally, the problem of rotation of the target was identified. It is abundantly clear that for most simulation
scenarios, the target has a general tendency to build up large rotations. This is perhaps the most concerning
result of the performed analysis, as large target rotations can cause the tether to wrap around the target as
well as produce additional debris. Therefore, this aspect is identified as an important field for future research.
Nonetheless, some models were identified showing little target rotation, particularly at higher thrust levels.

The all-round best performer in terms of propellant use and target rotation was found to be the Nnom

model at 2000 N of thrust and using SMC system: this scenario returns the absolute minimum of all scenarios
tested in terms of propellant required, 695.4 kg total, while keeping maximum total target rotation at a near-
minimum 2.1 radians. Furthermore, as shown in Figures 8.38 and 8.39, the performance of this scenario with
respect to the guidance and control errors is very good: first, the burn hold point is established in a stable
manner by t = 700 s, well before the main thrust is throttled down at t = 900 s. Second, the coasting hold
point is established with minimal oscillation, with a maximum error amplitude of less than 20 m. Third, the
attitude error remains within the 1◦ at all times.

8.3. MONTE CARLO ANALYSIS

As mentioned in Section 8.1.3, a Monte Carlo analysis was performed to determine the sensitivity of the termi-
nal point of the simulation to the initial conditions of the chaser. To achieve this, MATLAB’s random number
generation was used to determine each set of initial conditions. This random number generator was seeded
with the number 42, commonly known to be the answer to the ultimate question of life, the universe, and
everything [82].

First, a Monte Carlo simulation was performed for all thrust levels and both controller types, using only
the Nnom tether model. This was done to identify potential differences in precision between the LQR and
SMC systems, as well as offering a first insight towards possible trends. Then, this analysis was extended to
the Snom and Lnom tether models. It was additionally decided to only perform the Monte Carlo analysis for
the nominal tether parameters, to reduce the volume of information.
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Figure 8.38: Guidance force and position error of the chaser along the yH axis for the LHT tether model at 2000 N thrust and the SMC
system.
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Figure 8.39: Maximum control moment and angular error of the chaser for the LHT tether model at 2000 N thrust and the SMC system.

8.3.1. NOMINAL TETHER MODEL RESULTS

From Section 8.1.3, it can be seen that four distinct subsets of the initial relative state of the chaser were varied,
each according to its own set of boundaries: the relative position, the relative velocity, the relative orientation,
and the relative angular rates. First, it was decided to randomly vary all parameters simultaneously, as this
would allow general trends to be identified.

Therefore, for all three thrust levels and both controller types, 130 simulations are performed while ran-
domly varying all initial conditions. This number was chosen based on the fact that 13 parameters are being
varied, which is then increased by an order of magnitude. The results of these simulations are graphically
depicted on the sphere of the Earth in Figure 8.40. Note that each line of latitude corresponds to 5◦ intervals
and each line of longitude corresponds to 10◦ intervals, and that the view is centered on the 180◦ meridian,
as the TSDS is at its descending node at periapsis.

It can be seen in Figure 8.40 that increasing the thrust level causes the precision of the terminal point to
increase. This is, again, due to the fact that higher thrust levels result in a shorter mission duration, and thus
less disturbances affecting the terminal point can result from, for instance, aerodynamic drag. Furthermore,
it can also be seen that the SMC system results in a more precise grouping of the terminal points than the
LQR system.

Additionally, it can be seen that the terminal points are spread out primarily in the along-track direction
of the orbit. This was expected due to the velocities in LEO being significantly larger than the applied initial
disturbances: thus, the impact of the initial disturbances on the direction of travel would be negligible. How-
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Figure 8.40: Locations of the terminal point on the sphere of the Earth, varying the initial conditions of the chaser. The red dot
represents the nominal point, and the black line is the initial orbital plane.

ever, these disturbances do affect the effective magnitude of the deorbit burns, and will thus slightly affect
the periapsis location and time. Thus, it is possible to determine the distance between each terminal point
and the nominal point, and plot these in a histogram. This is done in Figure 8.41, with the sign of the offset
being determined by the along-track position of the terminal point: a negative value indicates the terminal
condition was reached “earlier”, and a positive value means the nominal point was overshot.

Figure 8.41 shows several additional trends than could be identified from Figure 8.40. First, it can be seen
that, while not perfect, the distribution of the terminal conditions generally resembles a normal distribution:
most results are close to the nominal point, with a decreasing number of outliers. Second, it is made clear
again that the SMC system results in a tighter grouping of the terminal points than the LQR system. Finally,
it is interesting to note that the LQR seems more biased towards overshooting the nominal point, while the
SMC system tends to undershooting the nominal point.

Then, the sensitivity of the terminal point to each subset of the initial conditions of the chaser was inves-
tigated individually. Thus, the initial position, velocity, orientation, and angular rate were varied in separate
simulations. However, as the SMC is more precise than the LQR, these simulations were only performed with
the SMC system. For these simulations, again 130 runs were performed while randomly varying the initial
conditions. The offsets between each terminal point and the initial point is visualized using histograms in
Figures 8.42 through 8.45.

It can be seen from Figures 8.42 through 8.45 that no single subset of the initial conditions of the chaser
is significantly more influential than others. Nonetheless, trends can still be identified: first, it can be seen
that the grouping of the terminal points is most precise for errors in the initial attitude, being roughly a factor
2 higher than for scenarios introducing position or velocity errors. This can be explained by considering the
fact that the tether is attached to the front of the chaser. Once the tether is in tension, the tensile force will
pull the chaser into alignment with the tether line, thus aiding the control system in establishing the correct
orientation.

This behavior can also be seen at the lower thrust levels for the initial angular rate errors. However, for
F = 2000 N, the spread is much larger than when varying the initial attitude. Furthermore, the position and
velocity errors result in very similar behavior and precision of the final points. Finally, the orders of magnitude
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Figure 8.41: Histogram of the offset from the terminal points to the nominal point. A positive value indicates overshoot.

of the errors resulting from all types of perturbation are the same for each scenario: 1 ·106 m for F = 500 N,
3 ·105 m for F = 1000 N, and 4 ·104 m for F = 2000 N. Thus, it can be concluded that the simulation is equally
sensitive to any type of perturbation.

8.3.2. SHORT AND LONG TETHER MODEL RESULTS

With the results obtained from the nominal tether model, it was decided to perform a full Monte Carlo anal-
ysis, varying all initial parameters, on the Snom and Lnom models. Again, only the SMC system was used.
The results for 130 runs of each combination of tether model and thrust level are shown in the histograms in
Figure 8.46.

It can be seen that the Snom and Lnom models generally behave in much the same way as the Nnom model:
higher thrust levels generally indicate tighter grouping of the terminal points. However, several other effects
can be observed. First, it can be seen that at F = 2000 N, the Snom scenario has three significant outliers from
the main grouping, at overshoot values of 50 km, 75 km, and 105 km. Such large overshoot values cannot be
found in either the Nnom or Lnom scenarios at 2000 N of thrust.

Second, it can be seen that at low thrust values the Snom scenarios are more precise than the Lnom scenar-
ios: the maximum offsets are a factor 2 larger larger for the Lnom model compared to the Snom model at 500 N
and 1000 N of thrust. Furthermore, at 1000 N of thrust, the Lnom is strongly biased towards undershooting the
nominal point, with a peak value at −1.5 ·105 m, and does not show any results which overshoot the nominal
point. This tendency of the Lnom model to undershoot is reflected by the F = 500 N scenario, which shows
a peak at −2 ·105 m. The Snom model, on the other hand, is slightly biased towards overshoot at F = 1000 N,
with a peak at 1.5 ·105 m, and is centered on the nominal value for F = 500 N.

Nonetheless, for each thrust level, the results for both the Snom and Lnom models are generally in the
same order of magnitude, excluding the significant outliers for the Snom model at F = 2000 N. Furthermore,
referring back to Figure 8.41, the orders of magnitude of the precision are comparable to those of the Nnom

model. Therefore, it is concluded that the largest influence on the precision of the system comes from the
choice of controller type and thrust level, rather than the tether model.
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Figure 8.42: Histogram of the offset from the terminal points to the nominal point, when only varying initial position for the Nnom
model. A positive value indicates overshoot.
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Figure 8.43: Histogram of the offset from the terminal points to the nominal point, when only varying initial velocity for the Nnom
model. A positive value indicates overshoot.
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Figure 8.44: Histogram of the offset from the terminal points to the nominal point, when only varying initial orientation for the Nnom
model. A positive value indicates overshoot.



124 8. SIMULATION RESULTS

−1.5 −1 −0.5 0 0.5 1

x 10
6

0

2

4

6

8

10

12

14

16

Along−track offset [m]

SMC, F=500

−4 −2 0 2

x 10
5

0

2

4

6

8

10

12

14

16

18

Along−track offset [m]

SMC, F=1000

−6 −4 −2 0 2

x 10
4

0

5

10

15

20

25

Along−track offset [m]

SMC, F=2000

Figure 8.45: Histogram of the offset from the terminal points to the nominal point, when only varying initial angular rates for the Nnom
model. A positive value indicates overshoot.

8.3.3. CONCLUDING REMARKS

From the performed Monte Carlo analyses, a number of conclusions can be drawn. First, it can be seen that
the precision of the terminal points is highly dependent on the chosen thrust level: higher thrust levels, and
thus shorter mission durations, increase the precision of the final solutions subject to disturbances. Also,
the SMC system tends to be more precise than the LQR system. Furthermore, it was shown that this result
is largely independent of which type of disturbance in the initial conditions is encountered, or which tether
model is used.

Therefore, if high precision is desired, it is recommended to use higher thrust levels. This simply means
that there is less time for perturbations to build up, as higher thrust levels indicate shorter mission times. It
was also found that this result is independent of the tether length, and it is thus predicted that it will not be
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Figure 8.46: Histogram of the offset from the terminal points to the nominal point for the Snom and Lnom models. A positive value
indicates overshoot.
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highly dependent on the physical tether parameters, either.
However, referring back to Figure 4.3, it can be seen that the general target zone on the surface of the Earth,

the SPOUA, spans roughly from 30◦S to 55◦S, thus covering a latitude range of roughly 25◦. It can be seen from
Figure 8.40 that even with 500 N of thrust, the terminal points cover a region of roughly 15◦ latitude. Thus, all
configurations with the Nnom model should be capable of deorbiting the target in the SPOUA, although the
exact targeting is not considered here.

8.4. SELECTION OF SUITABLE MODELS
From the results presented in Sections 8.2 and 8.3, it is possible to select the most suitable combinations of
tether models and controller options. As has been mentioned, the primary criteria by which the different
options are judged are cost-effectiveness, safety, and reliability. In practice, this thus judges the different
scenarios based on propellant consumption, tether wrapping, tether oscillations, and collision avoidance in
case of main engine failure.

First of all, it can be concluded that as a whole, the SMC-based GC system offers significant reduction in
propellant required with respect to the LQR-based system, while adhering to the same constraints. For this
reason, it was decided to only consider the SMC system when selecting the most suitable models, due to these
large performance gains.

Then, it was determined from Section 8.2.3 that target rotation was a primary driver for the safety, which
in turn is a mission-critical requirement. Looking at total rotation angle, the five best simulation scenarios in
terms of avoiding tether wrapping are listed in Table 8.9.

Table 8.9: Best SMC system results for target rotation.

Tether
Model

Thrust
level
[N]

Total
rotation

[rad]
Nnom 2000 2.1
LHT 2000 2.3
NLD 2000 2.7
LLD 2000 3.9
Lnom 1000 5.3

Table 8.10: Best SMC system results for propellant consumption.

Tether
Model

Thrust
level
[N]

Total
propellant

[kg]
Nnom 2000 695.4
Snom 2000 697.7
LHT 2000 698.9
NLD 2000 699.1
SLD 2000 703.2
Lnom 1000 734.9

It can be seen that the best results all utilize high thrust levels. It is expected that the short mission times
contribute to the low rotation angles: there is simply less time and opportunity for the target to build up sig-
nificant rotation angles. However, it was seen in Section 8.2.2 that long tether models with nominal stiffness
build up significant errors due to large relative velocities at 2000 N of thrust. For this reason, it was decided
to discard the LLD tether model at 2000 N as an option from Table 8.9. Due to the higher stiffness of the LHT

model, it does not suffer from the same large relative velocities and subsequent errors seen in the other long
tether models at 2000 N thrust. Therefore, it was retained for analysis.

With respect to propellant consumption, it was determined in Section 8.2.1 that high thrust levels are the
most beneficial when considering total required mission propellant. The five best results for total required
mission propellant are shown in Table 8.10. Note that the Lnom model at 1000 N of thrust, while not part of
this top five, was included as well, as it is a promising performer in terms of target rotation.

Furthermore, it was concluded in Section 8.3 that the high thrust levels which dominate Tables 8.9 and 8.10
are also the best in performance in terms of terminal precision. This result is independent of the tether model
considered, and thus it can be concluded that all results shown in Tables 8.9 and 8.10 are good candidates with
respect to being the least sensitive to varying initial conditions.

From these results, it seems as though the Nnom model at 2000 N thrust is the best option, as it requires
the least amount of propellant while also inducing the lowest total rotation of the target. A close second is the
LHT model, also at 2000 N thrust, which is second best in terms of target rotation and third best in terms of
total propellant consumption.

However, the final criteria on which the candidates would be judged was collision avoidance capability
in the case of main engine failure. While strictly speaking this is not part of the nominal mission which was
simulated, it is still an important consideration. It was concluded in Section 7.2 that for the Nnom model at
2000 N thrust, it would be practically impossible for the guidance system to avoid collision in the event of
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main thrust failure. This analysis can also be performed on the LHT model at 2000 N thrust, to determine if
this performs any better. Again, two cases were considered: first, the guidance thrusters were only fired in the
negative yH direction, and second, the guidance thrusters were fired in both the negative yH ans the positive
xH direction. The results are shown in Figures 8.47 and 8.48.
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Figure 8.47: Chaser-target distance after main engine failure
for LHT at 2000 N thrust, with both guidance thrust cases.
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Figure 8.48: Trajectories in Hill frame corresponding to the
situations in Figure 8.47, with the target in the origin.

It is clear from Figures 8.47 and 8.48 that solely firing the guidance thrusters towards the target is still not
sufficient to avoid collision with the LHT model at 2000 N thrust. However, it is definitely possible for the
guidance system to avoid collision when applying an additional normal thrust, thus allowing the system to
be recovered and collision to be avoided.

Therefore, the most suitable model for the proposed ADR is determined to be the LHT model at 2000 N
of thrust, using the developed SMC-based GC system. This system scores very well in terms of propellant
requirement, target rotation, precision, and in collision avoidance capability, and proves that the concept is
indeed feasible.



9
CONCLUSIONS AND RECOMMENDATIONS

Based on the results presented in Chapter 8, it is possible to draw a number of conclusions from the per-
formed research. To do so, it is important to recall that the research question was as follows: “How can a
tethered system of an active satellite and a large piece of space debris in Low-Earth Orbit be safely, reliably,
and cost-effectively removed from orbit?’ Thus, the three primary drivers for the selection of the most appro-
priate model are reliability, safety, and cost-effectiveness.

From the research objectives, it was additionally made clear that there were two distinct areas of focus:
first on the dynamics of the tethered system, and second on the preliminary design of a guidance and control
system. Therefore, conclusions will first be drawn relating to both of these fields in Section 9.1. Then, since
no research is entirely conclusive, recommendations for future research towards the topic of tethered ADR
will be given in Section 9.2.

9.1. CONCLUSIONS
Referring back to Chapter 1, two main goals were defined for the performed research. First, it was necessary
to achieve a good understanding of the dynamics of the tethered system, and in particular of the tether it-
self. This includes the effects of both different modeling parameters as well as different physical parameters
of the tether. Second, different methods for providing guidance and control to this tethered system while
successfully deorbiting the target were investigated. Therefore, these two aspects will be treated here.

9.1.1. TETHER MODELING

In essence, a single type of mathematical model for the tether dynamics was considered: the lumped-mass
model. This model can, in principle, be implemented with any integer number of tether nodes. It was deter-
mined that, based on simulations of models with zero, two, four, ten, and twenty nodes, the general oscillatory
behavior of the tether was only sufficiently modeled when using a nonzero number of nodes. Therefore, the
zero-node model was discarded as a feasible option

Furthermore, it could be seen that while the observed oscillations were very similar for the models with
nonzero nodes, the amplitude of these oscillations does slightly increase with increasing number of nodes.
However, this came at the cost of CPU time, which increases significantly with the number of nodes in the
model. Therefore, it was decided that a two-node tether model would be sufficient for this first-order design
problem.

The physical parameters of the tether, being the natural length, Young’s modulus, and damping constant,
were observed to have a large impact on the dynamical behavior of the tether. Tether lengths of 80 m, 200 m,
and 800 m were considered, and for each length three different parameter combinations were examined: one
with nominal stiffness Emat of 1 · 108 Pa and a nominal damping constant c of 0.3 Ns/m, one with a high
stiffness of 4·108 Pa and nominal damping, and one with nominal stiffness and a low damping of 0.001 Nm/s.

As a general rule, it was found that longer tethers oscillate at lower frequencies and larger amplitudes
than shorter tethers, in agreement with classical harmonic oscillation theory. Furthermore, it was also found
that lower damping coefficients generally result in larger amplitudes than tethers with nominal damping,
both in the transverse and particularly in the longitudinal directions. These longitudinal oscillations can be
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clearly seen in the velocity of the tether nodes. Specific implications of the tether properties for the mission
performance will be discussed next.

9.1.2. GUIDANCE AND CONTROL DESIGN
For the design of the guidance system, a technique guidance law was developed based on nominal-duration
deorbit burns and stabilization of the relative state between the chaser and the target at all times during the
mission. Likewise, the control system was developed around a single nominal attitude of the chaser at all
times, being level with the local horizon. Then, two different control algorithms were used to determine the
proper controls: a classical LQR and an SMC with linear switching surfaces also based on quadratic mini-
mization. These GC systems were testes with varying thrust levels of 500 N, 1000 N, and 2000 N, respectively.

COST-EFFECTIVENESS

The propellant consumption of the chaser can be considered a measure of the cost-effectiveness of the sys-
tem, as the chaser is physically the same for all performed simulations. It was found that the guidance system,
rather than the control system or main engine controller, is the main driver for the required mission propel-
lant. Generally speaking, the propellant required is also directly proportional to the mission duration. This
implies that high thrust levels are necessary to only require a single burn, and thus deorbit the target within
half an orbit. Furthermore, it was found that the SMC system requires significantly less propellant than the
LQR system while maintaining a similar error margin.

The dependency of the performance on the tether parameters is more difficult to identify, as the tether
itself is intrinsically a system which is very difficult to predict. Nonetheless, several conclusions can still be
drawn. As mentioned, tethers with low damping coefficients will build up fast longitudinal oscillations, which
adversely affect the amount of required propellant. It was also found that, on average, the length of the tether
in itself did not significantly affect the amount of propellant: however, differences in specific system behavior,
particularly during the establishment of the hold points, do cause significant differences to occur. Most of the
system-specific behavior observed, coincidentally, highlight threats to either the safety or the reliability of the
system, and thus will be discussed next.

Nonetheless, it was determined that high thrust levels of 2000 N offer the best performance in terms of
overall required propellant. Particularly promising models were the short (80 m) and nominal-length (200 m)
tether models with nominal stiffness, and the long tether model (800 m) with high stiffness.

9.1.3. SAFETY AND RELIABILITY
It was found for all investigated simulation scenarios, the designed GC system was able to successfully deorbit
the target. While this suggests that the GC is inherently reliable, several phenomena were also identified
which pose threats to the safety and reliability. Specifically, these aspects are related to the possibility of the
tether wrapping around the target and the risk of collision between the chaser and target.

TARGET ROTATION

Further threats to the safety and reliability of the mission were identified in rotation of the target: due to its
passive state, the target will tend to accumulate large rotations when subjected to moments from the tether.
These rotations were found to be significant in all but a select few of the simulation scenarios, and are highly
dependent on the tranquilization method following each burn.

Even so, a number of scenarios was able to successfully prevent the target from rotating. As with the best
options for propellant consumption, these generally used high thrust levels with an SMC-based GC system.
The most promising models included the nominal-length models with nominal stiffness and the long tether
models with high tension and low damping respectively.

COLLISION AVOIDANCE

When considering a system of two satellites connected by an elastic tether, possible collision is always a very
real threat to the safety of the mission. Thus, at the end of each burn, a tranquilization method was used
which approximates critically damped behavior by linearly throttling the main engines down at the end of
each burn.

Finally, the safety of the system was investigated in the case of failure. Two major failure modes stand out:
failure of the main engine and failure of the tether. It was found that failure of the tether would not result in
an unsafe situation, as the chaser would be able to maneuver away from the target with relative ease. This
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is particularly evident during a main engine burn, as the chaser would proceed to accelerate away from the
target if the tether is severed.

Failure of the main engines, though, was identified as a crucial failure mode. If the main engines fail
during a deorbit burn with a 200 m tether, the guidance system of the chaser is not able to fully nullify the
relative velocity of the chaser before colliding with the target, when starting from thrust levels of 1000 N or
2000 N. Therefore, it would be necessary to apply thrust in the outward radial direction as well to avoid col-
lision, in which case it would still be impossible to avoid the target for a thrust level of 2000 N. Additionally,
this problem is exacerbated when using short tethers.

While this result seemed to discount the possibility of using high thrust levels from a safety perspective,
it was proven that a long tether with high tension is well-capable of avoiding collision in the case of main
engine failure, even at 2000 N thrust. This is simply due to the larger distance between the chaser and target,
allowing the chaser more time to recover.

Therefore, it was concluded that the best scenario was to use a long tether with high tension at a thrust
level of 2000 N with an SMC-based GC system. This system scores exceptionally well in terms of propellant
requirement, requiring a total of 698.9 kg of bipropellant, and prevents the target from rotating more than
2.3 rad. Furthermore, it was proven that the system is able to avoid collision in the case of main engine failure.

9.2. RECOMMENDATIONS
The results of the performed research also provide ample opportunities for recommendations for future re-
search. As with the conclusions in the previous section, these recommendations will be given for both the
modeling of the tether as well as the design of the GC system. These will also highlight shortcomings of the
model used for the performed research, and expected severity of these shortcomings.

9.2.1. TETHER MODELING
When considering the used dynamical model of the tether, it is important to consider the fact that only two
nodes were used for rapid first-order analysis. As has been mentioned, the general behavior of a two-node
tether was comparable to the behavior of a twenty-node tether in frequency, but displayed differences when
considering the amplitude of the oscillations. It is unknown which of the two, however, provide the most valid
model of actual tether motions in orbit, which is definitely worth additional research.

Of course, it is possible that better techniques exist to model the tether than the lumped-mass model.
Developing such methods could increase the fidelity of the solution, as well as lower the required CPU time.
However, to really improve the tether model, it would also be essential to have validation data on the actual
motion of orbital tethers under similar circumstances: This would not only allow examination of the precision
of the tether models, but of the accuracy as well.

Also, the tether wrapping itself around the target was identified as a potential hazard. This effect is cur-
rently not simulated, and while it should, of course, be avoided in some manner, having the ability to model
this phenomenon would nonetheless be a valuable addition to the simulation. This would also allow contin-
gency plans to be developed and simulated in the case that tether wrapping would occur.

Finally, in retrospect, only a very finite number of data points was examined: three distinct lengths with
three different combinations of two different parameters. While this theoretically should provide a decent
first-order look at the influence of each of the parameters, too many anomalous values were present in the
simulation results to quantify these relations properly. Furthermore, no attention was paid to the material
and physical validity of these values, as these were simply provided [3]. Therefore, more research towards the
influence of the tether length, stiffness, and damping on the behavior of the TSDS as a whole is an area where
much can be gained.

In terms of more generic modeling of the system dynamics, the addition of flexible appendages to the
chaser and target would make a far more realistic model. This is because the chaser and target will have
solar panels, which are sufficiently large to display flexible modes. This was identified by ESA as an area to be
included in the research towards tethered ADR, as well [3]. Furthermore, there are slight differences in size
between the proposed target model and the actual parameters of Envisat [7], particularly in the size of the
solar panel.

9.2.2. GUIDANCE AND CONTROL DESIGN
The guidance and control system, while effective in the current simulation at deorbiting the target success-
fully, also provide plenty of room for improvement. First of all, the designed GC system is by no means an
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optimal one. The control parameters for both the LQR and SMC were based on order of magnitude analysis,
and could therefore potentially reduce the amount of propellant required for the mission. Also, the SMC was
built around one particular method of constructing the switching surfaces, as well as one particular method
of determining the controls. A plethora of options exist for SMC design [11], and it is therefore unknown if
the most suitable option has been selected.

Furthermore, the guidance trajectory is simply based on multiple burns with a fixed nominal duration,
and also by no means represents an optimal deorbit trajectory. Besides a possible further reduction in propel-
lant mass, an optimal deorbit trajectory should also include exact timing and targeting, which has not been
investigated in this research. However, it has been shown that the current model would be able to deorbit the
target within the SPOUA when subject to perturbed initial conditions.

It has also been assumed that the main engines are throttleable, to allow for a more efficient tranquiliza-
tion phase at the end of each deorbit burn. It is not known if the current generation of spacecraft engines
have this capability, which would be essential for the realization of the currently used guidance strategy. If
it is not possible, the development of a completely new type of engine could lead to significant additional
mission costs, also providing a threat to the mission as a whole.
Further attention must additionally be paid to contingency plans in the event of main engine failure. While
it has been demonstrated that with longer tethers and lower thrust levels it is possible to avoid collision in
this case, it is important to define plans which will not only avoid collision but also still allow the mission to
continue in the case of main engine failure. This might therefore influence the amount of propellant required,
or could allow different simulation scenarios to be discarded as infeasible a priori.

Additionally, the design of a navigation system has been left out of the performed research, while the
design of such a system is distinctly nontrivial. Actually obtaining sufficiently accurate information of a com-
pletely passive target is a difficult task to achieve, and the design of this system would be a major step towards
the actual implementation of an ADR system.

The most important addition to the GC system, however, would be the inclusion of a system to control
the rotation of the target through the tether: while scenarios with the current GC system were found which
successfully minimized target rotation, it is uncertain if these results are stable. Thus, a dedicated controller
monitoring target rotation would be a valuable addition to the global stability of the found solution. This
could for instance be a more advanced guidance system, using the guidance thrusters to apply the correct
amount of tension to tranquilize the target, but could also be a system which would be able to control the
tension in the tether through for instance a winch. As target rotation embodies one of the greatest threats to
the reliability, and indirectly to the safety, of the system, the addition of such a system would be essential to
reliably complete the actual mission.
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