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A B S T R A C T

The display coefficients that produce the signal emitted by a light field display are usually calculated to
approximate the radiance over a set of sampled rays in the light field space. However, not all information
contained in the light field signal is of equal importance to an observer. We propose a retinal pre-filtering of
the light field samples that takes into account the image formation process of the observer to determine display
coefficients that will ultimately produce better retinal images for a range of focus distances. We demonstrate
a significant increase in image definition without changing the display resolution.
1. Introduction

Typically, head-mounted displays (HMDs) employ a single display
screen divided into two parts, one seen by the left eye and the other by
the right eye, together with a pair of magnifier lenses that bring the dis-
play panel to a comfortable accommodation distance for the user’s eyes.
The binocular disparity present in this stereo pair of images provides
appropriate vergence cues for depth perception. The accommodation
distance, however, remains fixed to that of the flat virtual image of the
display panel. The natural correlation of vergence and accommodation
is thereby lost, which results in a variety of detrimental effects such as
ye fatigue, visual discomfort and headaches.

To avoid the vergence–accommodation conflict, light field displays
ave been proposed to support correct focus cues. Nonetheless, the

finite resolution of a light field display still imposes limitations on how
accurately a light field signal can be reproduced. The coefficients that
determine the signal reproduced on the display are usually calculated
in an effort to minimise a reproduction error.

We believe, however, that the image formed on the observer’s retina
is of greater importance than the light field signal itself. Therefore,
display resources should not be employed to mitigate errors in the
light field signal reproduction that are not actually perceived by the
observer. Rather, they should be applied where it makes the most
difference to the quality of the resulting retinal image. With this in
mind, we propose a method to optimally compute the light field display
coefficients that minimise the retinal error instead of the light field
error. Our method optimises the coefficients to minimise the error
inside any given focus range. When the observer’s focus is known, a
narrower range can be used that dynamically moves to match the focus
distance.

∗ Corresponding author.
E-mail address: r.marroquim@tudelft.nl (R. Marroquim).

We present a comprehensive theoretical framework to compute the
display’s coefficients that minimises the light field error (Section 3) or
the retinal image error (Section 4). The theoretical continuous methods
are further translated to a matrix formulation (Section 6.3) that can
be implemented in practice for discrete input signals. With this matrix
formulation, we conducted an experiment (Section 7) that simulates
a light field display and the image generated at the observer’s retina.
Finally, we present results using our virtual display with different
filtering strategies (Section 8). We show that with increasing knowledge
about the display and the observer, the results improve (see Fig. 1).

To summarise, the main contributions of this paper are:

• a light field display pre-filtering approach that takes into account
the display’s reconstruction filter (Section 3.2);

• a continuous description of the retinal image reconstruction as
a function of the display’s reconstruction filter (Section 4.2) and
its accompanying optimisation problem for light field display
pre-filtering (Section 4.3);

• an iterative solution for the proposed retinal pre-filtering optimi-
sation problem (Section 5);

• a numerical integration solution for practical use of our method
in the context of a discrete input signal (Sections Section 6.2) and
the resulting matrix formulation (Section 6.3);

• a strategy to further reduce the retinal error by adapting the
optimised focus range based on current observer focus distance
(Section 8).
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Fig. 1. Our proposed retinal pre-filtering (top row) and display pre-filtering that do
ot consider the retinal image formation (bottom row).

2. Related work

2.1. Light field sampling and reconstruction

An analytical description of the scene’s light field is typically not
available. Therefore, the radiance of multiple light rays must first be
ampled to produce a discrete representation of the light field, either
y ray tracing a synthetic scene or captured by a physical device (light

field camera). A continuous representation of the light field can then be
obtained by applying a reconstruction filter to the light field samples.
The choice of initial sampling scheme and reconstruction filter are
relevant factors for how well the original signal can be reconstructed.

Light field sampling is done predominantly following a two-plane
arameterisation. In this parameterisation system, two predefined par-
llel planes are used as entry and exit planes for the light rays to be
ampled. A set of entry points on one plane combined with a set of exit

points on the other plane form a 4D lattice. Each 4D point in this lattice
corresponds to a sampled ray of the light field.

To produce new light rays different from those already sampled, the
xisting samples can be combined in various ways using reconstruction
ilters. The shape and values of the reconstruction filter will determine

what samples will contribute most, if at all, to a new light ray being
produced. The properties of a reconstruction filter can be intuited by
einterpreting it as a camera-like ray detector that combines multiple
ight rays through its aperture and sensor to arrive at a single value
hat approximates the radiance of the desired ray. Do note that rays
econstructed this way can be used to compose a 2D render as well as
o resample the entire 4D light field signal.

A separable reconstruction filter aligned to the original sampling
axes, such as the quadrilinear interpolation filter proposed by Levoy
and Hanrahan [1], combines sample rays whose entry and exit points
are close to those of the new ray being produced. For this reason, this
reconstruction filter is analogous to a camera with aperture located
n the sampling entry plane and focus located on the sampling exit
lane, as depicted in Fig. 2(a). This filter does not exploit any inherent

property of the light field function or of the scene. Nonetheless, due to
separability, this filter can be applied to samples very efficiently.

Gortler et al. [2] also propose a quadrilinear interpolation filter.
his filter, however, is dynamically sheared for each reconstructed ray
o better capture a different depth. It is analogous to a camera with
n aperture located on the sampling entry plane and focus located on
 plane at a chosen depth, as depicted in Fig. 2(b). For each ray being

reconstructed, the depth to be prioritised is chosen based on the scene’s
eometry. This not only requires knowledge of the scene geometry but
lso requires the assignment of a single depth in the scene for each
2

light ray. This depth per ray association is only suitable for scenes
omprised of non-transparent Lambertian surfaces as, otherwise, the
ecessary spatial coherence in the light field would not be present.

Isaksen et al. [3] propose a similar approach but conflates the light
field reconstruction with rendering, as in this case, the reconstruction
filter is tailored to produce a specific rendered image. Again, this
reconstruction filter is analogous to a camera with aperture located
on the sampling entry plane and focus located on a plane at a chosen
depth, as depicted in Fig. 2(b). The focus distance, however, no longer
comes from geometry but is arbitrarily chosen based on visualisa-
ion interest. The authors further describe the use case of their filter

for autostereoscopic displays, which we will cover in the following
Section 2.2.

Chai et al. [4] describe the spectral support of a light field as being
ounded according to the minimum and maximum depths of the scene.
 reconstruction filter is then designed based on these bounds. The
roposed reconstruction filter is analogous to a camera with aperture
ocated on the sampling entry plane and focus located on an optimal
onstant depth that is calculated solely from the minimum and max-
mum depths of the scene. Once more, such a filter also corresponds
o Fig. 2(b). Here, the choice of focus distance is equivalent in photog-

raphy to adjusting the depth of field of a fixed-focus camera to properly
cover the depth range of the scene, i.e., to keep its nearest and the
farthest objects under acceptably sharp focus. Given the sampling rate
over the focus plane, it is possible to determine the minimum sampling
rate over the aperture plane to avoid aliasing. In other words, given the
esolution of the reconstruction camera, it is possible to determine the
ptimal number of pictures to avoid aliasing. This, however, is only
ptimal under the assumption that the sampling lattice must remain

rectangular with respect to the filter axes. Furthermore, the spectral
bounds outlined based on minimum and maximum depths only hold
for strictly Lambertian scenes without occlusions.

Zhang and Chen [5] generalise the work of Chai et al. [4] by
llowing full freedom to the 4D sampling lattice. A lower total sampling
ensity can then be achieved using a non-rectangular lattice. The
uthors also suggest measures to mitigate aliasing in non-Lambertian
r occluded scenes.

Stewart et al. [6] propose a reconstruction filter that is analo-
gous to a combination of two cameras. One camera has a narrow
aperture located on the sampling entry plane and focus located on
the optimal focus depth, following Chai et al. [4]. The other camera
as a wide aperture located on the sampling entry plane and focus
ocated according to visualisation interest, following Isaksen et al. [3].

This combination aims to eliminate aliasing using the filter from Chai
et al. [4] while reintroducing high frequencies at a particular depth
through the filter from Isaksen et al. [3].

All the reconstruction filters described so far have kept the camera
perture on the sampling entry plane. However, this does not need to

be the case. Just like with the focus plane, the aperture can also be
corrected for a plane other than the sampling entry plane, as depicted
in Fig. 2(c). This camera-like composition of the reconstruction filter
is separable over the aperture and focus axes and each individual axial
omponent can follow different functions such as box filter, linear inter-
olation, sinc filter, etc. Moreover, it is possible to design reconstruction
ilters that are not separable over any axis.

Liu et al. [7] propose a light field synthesis method based on a
deep neural network. The network is first trained with light fields with

ultiple sub-aperture images (high angular resolution). Once trained,
he network is capable of producing new in-between views for an
nput light field with few sub-aperture images (low angular resolution).
he loss function used in the training process takes into account not
nly the view-wise error (error in the original light field domain) but
lso the refocused image error (error in the retinal image domain).
his regularisation factor allows the synthesised light fields to produce
refocused images more effectively.
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Fig. 2. A new ray (green) can be reconstructed by combining all the sampled rays
blue) that lie inside some region (red) around the new ray. The diagrams on the left
how the sampling planes (entry and exit), the planes (aperture and focus) over which
he reconstruction filter is defined (red) and depict rays as lines (green and blue). On
he right side, we represent the corresponding sampling space (entry and exit axes)

where rays are points (green, blue and black), and the reconstruction filter support is
a parallelogram (red).

2.2. Light field displays

We define a light field display as a device capable of emitting a
D signal reconstructed from a 4D set of coefficients. In this case, the

sample density and reconstruction filter used are defined physically in
its construction. What remains to be specified during its operation are
the values of the coefficients.
3

Lanman and Luebke [8] demonstrate a near-eye light field display
architecture based on a microlens array that could drive correct fo-
us cues within a viewer’s natural accommodation range despite the
isplay being in close proximity to the eye. This architecture trades
 part of the spatial resolution of a traditional display that emits
ight isotropically for angular resolution, with each microlens acting
s a view-dependent pixel. Each individual image behind a microlens
ncodes angular information while the resulting spatial resolution is
educed to that of the microlens array, which is significantly lower
han that of the original display. Furthermore, the microlenses may also

introduce optical aberrations and fundamentally limit resolution due to
diffraction. To determine coefficient values, a direct solution provided
y ray tracing was implemented, where from each pixel a ray is cast
assing through the optical centre of its associated microlens.

Isaksen et al. [3] describe a method to determine coefficient values
from an already sampled light field. In this case, instead of casting a
new ray into a virtual scene for each display sample, the radiance of
the ray passing through the centre of a pixel and the optical centre of
its associated microlens is calculated by combining the values of pre-
viously sampled rays. This combination is done using a reconstruction
filter as described in Section 2.1 and depicted in Fig. 2(b). Note that the
authors do not relate the filter aperture with the display microlenses
or the filter focus plane with the focused image of the display panel
through the microlenses. Instead, they propose the use of an arbitrarily
sized aperture located on the sampling entry plane and focus located
according to visualisation interest.

Zwicker et al. [9] characterise a light field display bandwidth from
the Nyquist limits associated with the display sample density. This
orresponds to a spectral support shaped as a 4D box. In order to

avoid aliasing, a pre-filter of the same shape must then be applied
to the continuous light field before the samples for display are taken.
The continuous light field can be obtained from previous samples
sing a band-limited reconstruction filter such as the one proposed by

Stewart et al. [6]. This entire process can be summarised in a single
igital resampling filter that combines the reconstruction filter with
he display pre-filter. However, without taking into account the display
econstruction filter, this method only prevents the pre-aliasing that
ay occur during the display resampling and not the post-aliasing

that may occur during the lattermost reconstruction on the display.
n general, post-aliasing is unavoidable, as to do so would require a
and-limited reconstruction filter, which is physically unfeasible. Fur-
hermore, even the pre-aliasing is only preventable for a very limited
ategory of scenes, namely, Lambertian without occlusions.

2.3. Layered displays

Wetzstein et al. [10] develop a tomographic technique for multifo-
cal displays by stacking light-attenuating layers. This is a compressive
multi-layer architecture where the layers are combined multiplica-
ively. The coefficients for each layer are calculated to minimise the
rror over a discrete set of rays. The compressive nature of this model

makes it possible to achieve higher resolutions at the cost of the
egrees of freedom of its content (lower-rank representation). Due to
he interaction between layers, this model is fundamentally limited by
iffraction.

Narain et al. [11] propose a multifocal display architecture that
ombines layers additively and, therefore, is not limited by diffraction.

The set of retinal images that would be seen by the viewer for a range
of different accommodation distances called a focal stack, encodes all
the information necessary to describe the scene from the viewer’s point
of view. Using a model of image formation in the eye, it is possible to
predict the focal stack for both the scene as viewed directly and when
viewing the display. The contents of each layer can be computed to
minimise the error between those two focal stacks.

Mercier et al. [12] present a more efficient method for decomposing
the scene into layers for multifocal displays. The proposed numerical
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method is provably stable and reaches interactive performance on
PU implementations. If eye tracking is available, this method can
lso correct for misalignments due to eye movement after the scene
ecomposition.

Ebner et al. [13] propose a combination of the multifocal and
arifocal approaches. Traditionally, the varifocal display architecture
hanges the position of the flat virtual image of a display panel ac-
ording to the viewer’s accommodation distance while applying the
orresponding focus blur to the panel image [14]. This allows for high

resolution and high contrast but requires eye tracking and is limited by
the tracker’s speed and precision. The multifocal display architecture
does not require an eye tracker as it can simultaneously reconstruct
correct focus cues within a working volume delimited by the display
layers. However, the quality of each individual focus reconstruction
decreases with the working volume size. By adding an eye tracker to
an adjustable multifocal display, the working volume of a multifocal
display can be dynamically repositioned according to the viewer’s
accommodation distance as a varifocal display would do. This hybrid
approach uses the small working volume of the multifocal display to
cover the lack of accuracy of the eye tracker while allowing a bigger
working volume without compromising the reconstruction quality.

Layered displays reconstruct a 4D light field signal from a 3D set
of coefficients (compressive space). The optimisation in such devices
searches for a (compressive) 3D solution that minimises either a 4D
error [10] or a (compressive) 3D error [11–13]. Our work aims to
ind a 4D solution that minimises either a 4D error (Section 3) or a
compressive) 3D error (Section 4).

3. Display pre-filtering

As discussed in Section 2, multiple reconstruction filters have been
proposed to produce a continuous representation of a light field from
a set of samples. These filters were designed for the purpose of light
field resampling or image synthesis and are based on scene content or
general features of light fields.

Similarly, in the context of light field displays, a continuous-space
analog signal is produced from a set of display coefficients. How-
ver, the reconstruction filter employed in this case is one imposed
y the physical properties of the display and the assumption of an
deal band-limited reconstruction is improper. Even though previous
orks have proposed anti-aliasing pre-filtering methods for light field
isplays, to the best of our knowledge, they were limited to evaluating
he display’s capabilities through the Nyquist rate criterion associated
ith the display resolution and have completely neglected the display

econstruction filter. The actual display reconstruction filter (and its
ccompanying limitations) should influence the pre-filtering process.
n this section, we make a brief review of sampling and reconstruction
heory and demonstrate its application for light field displays.

3.1. Signal reconstruction and anti-aliasing

Assuming a traditional sampling and reconstruction pipeline, a
ontinuous signal 𝑓 (𝑥), 𝑥 ∈ 𝑋, is first pre-filtered with an analysis filter
𝜓 and then sampled over an array of 𝑛 sample positions 𝝀, resulting in
an array of 𝑛 sample values 𝐜 (Eq. (1)). At a later stage, a continuous
ignal 𝑓 can be obtained by convolving the sample values 𝐜 with a
econstruction filter 𝜑 (Eq. (2)).

𝐜[𝑖] = (𝑓 ∗ 𝜓)(𝝀[𝑖]) = ∫
𝑋

𝑓 (𝑥)𝜓(𝝀[𝑖] − 𝑥) d𝑥 (1)

̃(𝑥) = (𝐜 ∗ 𝜑)(𝑥) =
𝑛
∑

𝑖=1
𝐜[𝑖]𝜑(𝑥 − 𝝀[𝑖]) (2)
o

4

The reconstruction filter 𝜑 placed over the sample positions 𝝀 forms
 shift-invariant array of functions 𝝋, where 𝝋[𝑖](𝐱) = 𝜑(𝐱−𝝀[𝑖]). 𝝋 spans
he reconstruction space 𝑉 (𝝋) (Eq. (3)).

𝑉 (𝝋) =
{ 𝑛
∑

𝑖=1
𝑐𝑖 𝝋[𝑖](𝐱)

|

|

|

𝑐𝑖 ∈ R
}

(3)

Following the sampling theorem [15], the reconstruction filter 𝜑 =
inc is capable of perfectly reconstructing band-limited signals. The
econstruction space 𝑉 (𝐬𝐢𝐧𝐜) is the subspace of band-limited signals in
ompliance with the sampling rate of 𝝀.

If 𝑓 is band-limited and lies within 𝑉 (𝐬𝐢𝐧𝐜), 𝑓 can be perfectly
econstructed with 𝜑 = sinc from the samples in 𝐜 without requiring
 pre-filter 𝜓 . When 𝑓 is not band-limited, it lies outside 𝑉 (𝐬𝐢𝐧𝐜) and
annot be perfectly reconstructed with 𝜑 = sinc regardless of the choice
f pre-filter. In these cases, the pre-filter 𝜓 = sinc can be used to create
 band-limited approximation of 𝑓 before sampling, which in turn can
e perfectly reconstructed from the obtained samples. The use of sinc
s a pre-filter is coupled to the use of sinc as the reconstruction filter.

The traditional approach to sampling and reconstruction can be
einterpreted as a minimisation problem over the 2 norm of the resid-

ual ‖
‖

𝑓 − 𝑓‖
‖

conditioned to 𝑓 ∈ 𝑉 (𝝋). For that effect, the residual must
be orthogonal to 𝑉 (𝝋) and 𝑓 must then be the orthogonal projection of
𝑓 into 𝑉 (𝝋) (Eq. (4)).

𝑓 (𝑥) =
𝑛
∑

𝑖=1
⟨𝑓 , �̊�[𝑖]⟩𝝋[𝑖](𝐱) (4)

Where �̊� is the dual basis of 𝝋 and can be uniquely determined by
he biorthogonality condition (Eq. (5)) [16,17].

⟨�̊�[𝑖],𝝋[𝑗]⟩ = 𝜹[𝑖 − 𝑗] =
{

0, if 𝑖 ≠ 𝑗
1, if 𝑖 = 𝑗

(5)

As a consequence, �̊� inherits the shift-invariance of 𝝋 and the
orthogonal projection of 𝑓 into 𝑉 (𝝋) becomes equivalent to the con-
volution of 𝑓 with a filter �̊�. In the traditional sampling approach, this
corresponds to the use of the pre-filter 𝜓 = �̊�. Moreover, sinc is an
orthogonal kernel, i.e., �̊� = 𝜑 = sinc. This coincides with the traditional
anti-aliasing paradigm of sinc pre-filtering and sinc reconstruction.

3.2. Optimal display pre-filtering for any reconstruction filter

However, as previously stated, we do not believe that sinc is an
appropriate representation of a reconstruction filter for a physical
implementation of a light field display. The sinc filter, whether used as
a pre-filter or reconstruction filter, is an ideal low-pass filter. In reality,
the use of ideal low-pass filters is impractical or even impossible,
and it is generally desirable for 𝜓 and 𝜑 to be compactly supported.
The sinc filter not only has a slow-decaying infinite support, but its
negative lobes would lead to some physically unfeasible light field
reconstructions.

Instead of assuming a band-limited reconstruction with sinc filter, in
his work, we will refer to the display reconstruction filter as 𝜑𝑑 and its
ssociated optimal pre-filter as 𝜓𝑑 . We derive our formulations based
n 𝜑𝑑 and later, in Section 7.3, we support our choice of 𝜑𝑑 as the box
ilter for our simulations.

We use a two-plane light field parameterisation, with the display
space 𝐴 ×𝐵 being defined by the absolute positions 𝐱𝑎 =

[

𝑥𝑎 𝑦𝑎
]

and
𝑏 =

[

𝑥𝑏 𝑦𝑏
]

on the planes 𝐴 and 𝐵, respectively. We can then specify

 point in display space by 𝐱𝑑 =

[

𝐱𝑎
𝐱𝑏

]

=

[

𝑥𝑎 𝑦𝑎
𝑥𝑏 𝑦𝑏

]

.

We assume the display samples are arranged according to a regular
D lattice with 𝑛𝑎 × 𝑛𝑎 × 𝑛𝑏 × 𝑛𝑏 samples, with samples spaced by 𝜇𝑎
n plane 𝐴 and by 𝜇 on plane 𝐵. We collapse the 4 dimensions of the
𝑏



R. Romeiro, E. Eisemann and R. Marroquim Computers & Graphics 123 (2024) 104033

a

s
L
t

𝐿

p
s
o

w
w

r

d

𝐺

d
n
p

d
𝐺
p

t
T
e
v
n

display lattice into a single index 𝑖𝑑 so that the display sample array is
given by:

𝝀𝑑 =
⎛

⎜

⎜

⎝

[

𝑥𝑎 𝑦𝑎
𝑥𝑏 𝑦𝑏

]

0

,

[

𝑥𝑎 𝑦𝑎
𝑥𝑏 𝑦𝑏

]

1

,… ,

[

𝑥𝑎 𝑦𝑎
𝑥𝑏 𝑦𝑏

]

𝑛𝑑

⎞

⎟

⎟

⎠

(6)

Where 𝑛𝑑 = 𝑛2𝑎 𝑛
2
𝑏 is the total number of display samples and 𝝀𝑑 [𝑖𝑑 ]

re the 4D coordinates of the 𝑖𝑑 -th display sample.
Hereafter, we refer as display pre-filtering of a light field 𝐿𝑑 the

process described by Eq. (7), where 𝝍𝑑 [𝑖𝑑 ] is the display pre-filter
hifted over the 𝑖𝑑 -th display sample, i.e, 𝝍𝑑 [𝑖𝑑 ](𝐱𝑑 ) = 𝜓𝑑 (𝐱𝑑 − 𝝀𝑑 [𝑖𝑑 ]).
ikewise, a light field �̃�𝑑 is reconstructed by the display according
o Eq. (8).

𝐜
[

𝑖𝑑
]

=
(

𝐿𝑑 ∗ 𝜑𝑑
)

(𝝀𝑑
[

𝑖𝑑
]

) = ∬
𝐴
∬
𝐵

𝐿𝑑 (𝐱𝑑 )𝝍𝑑
[

𝑖𝑑
]

(𝐱𝑑 ) d𝐱𝑑 (7)

̃ 𝑑 (𝐱𝑑 ) =
(

𝐜 ∗ 𝜓𝑑
)

(𝐱𝑑 ) =
𝑛𝑑
∑

𝑖𝑑=1
𝐜[𝑖𝑑 ]𝝋𝑑 [𝑖𝑑 ](𝐱𝑑 ) (8)

The pre-filtering method described by Eq. (7), where an optimal
re-filter 𝜓𝑑 conditioned to the reconstruction filter 𝜑𝑑 is used, is a
traightforward application of well established techniques in the field
f signal sampling [16,17]. However, to the best of our knowledge, this

is the first time this concern has been raised within the context of light
field display pre-filtering.

4. Retinal pre-filtering

In the previous section we were concerned with approximating
�̃�𝑑 compared to 𝐿𝑑 directly (that is, minimising the error in the 4D
light field domain) while taking into account the reconstruction filter
of the display. In this section, we are concerned with approximating

hat an observer sees when exposed to �̃�𝑑 compared to what they
ould have seen if exposed to 𝐿𝑑 (that is, minimising the error in

the 3D refocusable retinal image domain). Now, in addition to taking
into account the display reconstruction filter, we will also consider the
image formation process of the observer.

4.1. Observer model

The retina image of an observer is proportional to the irradiance
function 𝐸(𝐱𝑟) over the retina plane. The irradiance can be defined from
the incident radiance on the retina [18] which is given by the light field
𝐿𝑒 in the eye space 𝑅 × 𝑃 , with 𝑅 denoting the retina region and 𝑃
denoting the pupil region.

𝐸(𝐱𝑟) = 1
𝑧2𝑟 ∬𝑃

𝐿𝑒

([

𝐱𝑟
𝐱𝑝

])

|cos4 𝜃| d𝐱𝑝 (9)

where 𝑧𝑟 is the position of the retina plane relative to the pupil plane
and 𝜃 is the angle between the light ray and the optical axis.

We neglect the |cos4 𝜃| term as its effects (such as vignetting) are
only noticeable towards the periphery of the image, where the flat
approximation of the retina is already less representative. Since the
retina will always be mapped to the plane at focus distance (with
appropriate scaling), we can assume, without loss of generality, that
𝑧𝑟 = 1.

This simplifies Eq. (9) to:

𝐸(𝐱𝑟) = ∬
𝑃

𝐿𝑒

([

𝐱𝑟
𝐱𝑝

])

d𝐱𝑝 (10)

Approximating the eye lens by the Gaussian thin lens formula, the
elationship between 𝐿𝑒 and 𝐿𝑑 can be expressed as follows:

𝐿𝑒(𝐱𝑒) = 𝐿𝑑

([

𝑧𝑎 1 − 𝑧𝑎𝜁𝑓
𝑧𝑏 1 − 𝑧𝑏𝜁𝑓

]

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

𝐱𝑒

)

(11)
𝑇𝑑 𝑒(𝜁𝑓 )
5

Where 𝜁𝑓 indicates the reciprocal distance (in dioptres) from the
pupil at which the observer is focusing while 𝑧𝑎 and 𝑧𝑏 are the distances
(in meters) from the pupil of the two planes, A and B, over which the
isplay space is parameterised.

Notice that from the same light field 𝐿𝑑 , each value of 𝜁𝑓 will
produce a different 𝐿𝑒 and, consequently, a different retinal image 𝐸.

4.2. Retinal reconstruction

Given a light field 𝐿𝑑 , we define a 3D function 𝐺 comprised of all
2D retinal images 𝐸 produced by continuously varying 𝜁𝑓 (Eq. (12)).
This function 𝐺 is a continuous counterpart for the discrete focal stack
of Narain et al. [11] and Mercier et al. [12], both in terms of the focus
distance 𝜁𝑓 and the retina position 𝐱𝑟. This space is also similar to the
refocused image domain of Liu et al. [7].

𝐺(𝜁𝑓 , 𝐱𝑟) = ∬
𝑃

𝐿𝑑

(

𝑇𝑑 𝑒(𝜁𝑓 )
[

𝐱𝑟
𝐱𝑝

])

d𝐱𝑝 (12)

Analogously, we can define �̃�(𝜁𝑓 , 𝐱𝑟) for when a reconstructed light
field �̃�𝑑 is observed instead of 𝐿𝑑 :

̃ (𝜁𝑓 , 𝐱𝑟) = ∬
𝑃

�̃�𝑑

(

𝑇𝑑 𝑒(𝜁𝑓 )
[

𝐱𝑟
𝐱𝑝

])

d𝐱𝑝

= ∬
𝑃

𝑛𝑑
∑

𝑖𝑑=1
𝐜[𝑖𝑑 ]𝝋𝑑 [𝑖𝑑 ]

(

𝑇𝑑 𝑒(𝜁𝑓 )
[

𝐱𝑟
𝐱𝑝

])

d𝐱𝑝

=
𝑛𝑑
∑

𝑖𝑑=1
𝐜[𝑖𝑑 ]∬

𝑃

𝝋𝑑 [𝑖𝑑 ]

(

𝑇𝑑 𝑒(𝜁𝑓 )
[

𝐱𝑟
𝐱𝑝

])

d𝐱𝑝

=
𝑛𝑑
∑

𝑖𝑑=1
𝐜[𝑖𝑑 ]𝝋𝑟[𝑖𝑑 ](𝜁𝑓 , 𝐱𝑟) = 𝛷𝐜

(13)

where 𝝋𝑟[𝑖𝑑 ](𝜁𝑓 , 𝐱𝑟) = ∬
𝑃

𝝋𝑑 [𝑖𝑑 ]

(

𝑇𝑑 𝑒(𝜁𝑓 )
[

𝐱𝑟
𝐱𝑝

])

d𝐱𝑝 (14)

Now 𝝋𝑟 forms a base for the retinal reconstruction, like 𝝋𝑑 formed
a base for the display reconstruction. The functions in 𝝋𝑟 correspond
to the retinal image of each display element individually. However,
ue to the fact that the pupil region 𝑃 is finite, the functions in 𝝋𝑟 are
ot shift-invariant as the functions in 𝝋𝑑 . Therefore the reconstruction
rocedure can no longer be represented by a convolution and instead

will be represented by the linear operator 𝛷.
The linear operator 𝛷 encapsulates the entire process from the

iscrete set of display coefficients 𝐜 to the continuous 3D focal stack
̃ formed on the observer’s retina. For more details on the linear
roperties of 𝛷, refer to Appendix 1 of the supplementary material.

4.3. Optimisation problem

Our retinal pre-filtering method is then an optimisation problem
hat aims to minimise ‖

‖

𝐺 − �̃�‖
‖

= ‖𝐺 −𝛷𝐜‖ for coefficients 𝐜[𝑖𝑑 ] ∈ [0, 1].
ypically, the least squares solution to 𝛷𝐜 ≈ 𝐺 is given by the normal
quation 𝛷⊺𝛷 𝐜 = 𝛷⊺𝐺. However, calculating 𝐜 = (𝛷⊺𝛷)−1𝛷⊺𝐺 leads to
alues in 𝐜 outside the allowed interval and inverting 𝛷⊺𝛷 may present
umerical instability or even be impossible.

Multiple strategies have been devised to solve bounded-variable
least squares (BVLS) problems such as this. In the following section,
we describe the algorithm we developed for our implementation.
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5. Iterative solution

Lee and Seung [19] proposed a pair of alternating multiplicative
pdate rules for non-negative matrix factorisation that are a good
ompromise between speed and ease of implementation. The iterative
ature of this method allows it to be more adaptable to available
xecution times and it is not sensitive to the choice of step size as

gradient-based methods.
Matrix factorisation can be interpreted as a generalisation of least

squares. Therefore, to solve our least squares problem, we adapted this
solution to a single iterative multiplicative rule:

𝐜 ← 𝐜 ⊗ 𝛷⊺𝐺
𝛷⊺𝛷 𝐜

(15)

where ⊗ and are the Kronecker product and division, respectively.
The coefficients in 𝐜 can be initialised with random values in the

]0, 1] interval and clamped back into ]0, 1] after each iteration. The
umerator 𝛷⊺𝐺 is a discrete sequence of 𝑛𝑑 terms, where each term
s the inner product between a function in 𝝋𝑟 and 𝐺, as defined
n Eq. (16). The denominator 𝛷⊺𝛷 𝐜 is the result of the 𝑛𝑑 × 𝑛𝑑 Gram

matrix 𝛷⊺𝛷 multiplied by 𝐜. Each term of 𝛷⊺𝛷 corresponds to an inner
product between two functions in 𝝋𝑟, as defined in Eq. (17).
(𝛷⊺𝐺)[𝑖𝑑 ] = ⟨𝝋𝑟[𝑖𝑑 ], 𝐺⟩

= ∫
𝐹
∬
𝑅

𝝋𝑟[𝑖𝑑 ](𝜁𝑓 , 𝐱𝑟)𝐺(𝜁𝑓 , 𝐱𝑟) d𝐱𝑟 d𝜁𝑓 (16)

(𝛷⊺𝛷)[𝑖𝑑 , 𝑗𝑑 ] = ⟨𝝋𝑟[𝑖𝑑 ],𝝋𝑟[𝑗𝑑 ]⟩

= ∫
𝐹
∬
𝑅

𝝋𝑟[𝑖𝑑 ](𝜁𝑓 , 𝐱𝑟)𝝋𝑟[𝑗𝑑 ](𝜁𝑓 , 𝐱𝑟) d𝐱𝑟 d𝜁𝑓 (17)

Note that the discrete inner product from the original method is
ranslated into the inner product for functions, which, in our case, is
n integral over the focus stack domain.

Here 𝐹 delimits the region of 𝐺 that is considered relevant in terms
f depth of field (restriction over 𝜁𝑓 ). In other words, 𝐹 defines the

allowed range of focus distances for the observer, and this range will
later be manipulated to produce different results in Section 8.

Substituting Eq. (12) in Eq. (16) we have:

(𝛷⊺𝐺)[𝑖𝑑 ] = ∫
𝐹
∬
𝑅
∬
𝑃

𝐿𝑑

(

𝑇𝑑 𝑒(𝜁𝑓 )
[

𝐱𝑟
𝐱𝑝

])

𝝋𝑟[𝑖𝑑 ](𝜁𝑓 , 𝐱𝑟) d𝐱𝑝 d𝐱𝑟 d𝜁𝑓 (18)

Hence, given a target continuous light field 𝐿𝑑 we can use Eqs. (15),
(17) and (18) to determine discrete display coefficients 𝐜. When used as
display values, these coefficients produce the light field �̃�𝑑 that, among
all the possible light fields the display can produce, is the one that
induces the retinal images closest to those induced when observing 𝐿𝑑
directly.

6. Discrete input signal

So far, we have used a target continuous light field 𝐿𝑑 as the input
ignal for both the display pre-filtering in Section 3 and the retinal pre-

filtering in Section 4. We have not discussed any properties of the scene
since our method does not imply any restrictions on 𝐿𝑑 . Nevertheless,
there is usually no analytical description of the scene light field so a
sampled input light field 𝐬 is required.

6.1. Sampled light field

Similarly to the display space, we assume the sampling space 𝑈 × 𝑉
is defined by the absolute positions 𝐱𝑢 and 𝐱𝑣 on the planes 𝑈 and 𝑉
located at 𝑧𝑢 and 𝑧𝑣, respectively. We also assume 𝐬 to be an array of
𝑛𝑠 samples and 𝝀𝑠 to be their corresponding 4D coordinates in sample
space.

𝝀𝑠 =
⎛

⎜

⎜

[

𝑥𝑢 𝑦𝑢
𝑥 𝑦

]

,

[

𝑥𝑢 𝑦𝑢
𝑥 𝑦

]

,… ,

[

𝑥𝑢 𝑦𝑢
𝑥 𝑦

]

⎞

⎟

⎟

(19)

⎝

𝑣 𝑣 0 𝑣 𝑣 1 𝑣 𝑣 𝑛𝑠⎠

6

Note that the sampling parameterisation does not need to follow the
isplay or eye spaces. It can be chosen in a way that is most suitable

for the content of the scene. A reparameterisation to display space can
e performed as follows:

𝐿𝑑 (𝐱𝑑 ) = 𝐿𝑠

(

1
𝑧𝑏 − 𝑧𝑎

[

𝑧𝑏 − 𝑧𝑢 𝑧𝑢 − 𝑧𝑎
𝑧𝑏 − 𝑧𝑣 𝑧𝑣 − 𝑧𝑎

]

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
𝑇𝑠𝑑

𝐱𝑑

)

(20)

Likewise, a reparameterisation to eye space can be performed as:

𝐿𝑒(𝐱𝑒) = 𝐿𝑠

([

𝑧𝑢 1 − 𝑧𝑢𝜁𝑓
𝑧𝑣 1 − 𝑧𝑣𝜁𝑓

]

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
𝑇𝑠𝑒(𝜁𝑓 )

𝐱𝑒

)

(21)

The display pre-filtering as described by Eq. (7) can be redefined
over 𝐿𝑠 instead of 𝐿𝑑 , becoming:

𝐜[𝑖𝑑 ] = ∬
𝐴
∬
𝐵

𝐿𝑠(𝑇𝑠𝑑𝐱𝑑 )𝝍𝑑 [𝑖𝑑 ](𝐱𝑑 ) d𝐱𝑑 (22)

Similarly, the numerator of the iterative rule of the retinal pre-
iltering as described by Eq. (18) can also be redefined over 𝐿𝑠 instead

of 𝐿𝑑 , becoming:

(𝛷⊺𝐺)[𝑖𝑑 ] = ∫
𝐹
∬
𝑅
∬
𝑃

𝐿𝑠

(

𝑇𝑠𝑒(𝜁𝑓 )

[

𝐱𝑟
𝐱𝑝

])

𝝋𝑟[𝑖𝑑 ](𝜁𝑓 , 𝐱𝑟) d𝐱𝑝 d𝐱𝑟 d𝜁𝑓 (23)

6.2. Numerically integrating the focal stack

Since there is no continuous description of 𝐿𝑠, only the samples
[𝑖𝑠] = 𝐿𝑠

(

𝝀𝑠[𝑖𝑠]
)

, 𝑖𝑠 ∈
[

1, 𝑛𝑠
]

are available to any pre-filtering method.
till, the numerical integration of Eq. (22) is quite trivial. On the other
and, the integral in Eq. (23) becomes particularly non-trivial.

We can define the 2D retina coordinates 𝝃𝑟[𝑖𝑠](𝜁𝑓 ) and 2D pupil
coordinates 𝝃𝑝[𝑖𝑠] corresponding to the 𝑖𝑠-th light field sample for when
he observer is focusing at 𝜁𝑓 :
[

𝝃𝑟[𝑖𝑠](𝜁𝑓 )

𝝃𝑝[𝑖𝑠]

]

= 1
𝑧𝑣 − 𝑧𝑢

[

𝑧𝑣𝜁𝑓 − 1 1 − 𝑧𝑢𝜁𝑓
𝑧𝑣 −𝑧𝑢

]

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
𝑇−1
𝑠𝑒 (𝜁𝑓 )

𝝀𝑠[𝑖𝑠] (24)

Each individual light field sample is a point 𝝀𝑠[𝑖𝑠] in the 4D 𝑈 × 𝑉
ampling space but corresponds to a line described by 𝝃𝑟[𝑖𝑠](𝜁𝑓 ) in the
D 𝐹 × 𝑅 space of 𝐺 (Fig. 3).

We can then define 𝜻𝑓 as a discrete sequence of 𝑛𝑓 samples of 𝜁𝑓
covering 𝐹 uniformly and define 𝝓[𝑖𝑓 , 𝑖𝑑 , 𝑖𝑠] as the value of the retinal
reconstruction function of the 𝑖𝑑 -th display sample, 𝝋𝑟[𝑖𝑑 ] (Eq. (14)),
evaluated at the focus distance 𝜻𝑓 [𝑖𝑓 ] and at the retina coordinates
𝑟[𝑖𝑠](𝜻𝑓 [𝑖𝑓 ]). In this way, we have effectively covered the focal stack
omain with 3D sample points (Fig. 4) with values 𝐬[𝑖𝑠]𝝓[𝑖𝑓 , 𝑖𝑑 , 𝑖𝑠] that

can then be used to numerically integrate Eq. (23).
The values of 𝝓 can be pre-computed and used temporarily to

calculate the total contribution each light field sample have to each
term of the numerator and stored it as a matrix. Once this matrix
is complete, 𝝓 is not needed to calculate the coefficients in 𝐜, and
therefore 𝑛𝑓 can be chosen as high as necessary for accuracy without
compromising the subsequent optimisation stage.

6.3. Matrix formulation

We can now describe every operation of our methods in matrix
form. When the goal is to minimise the display light field error, as de-
scribed in Section 3, the display pre-filtering operation can be defined
as an 𝑛𝑑 × 𝑛𝑠 matrix 𝑀1 that encodes Eq. (22):
𝐜 =𝑀1𝐬 (25)
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Fig. 3. Example of (3 × 3) × (8 × 8) light field samples in the 3D space of 𝐺.

Fig. 4. Example of (3 × 3) × (8 × 8) × 5 sample coordinates of 𝝓.

When the goal is to minimise the retinal images error instead, as
described in Sections 4 and 5, the retinal pre-filtering is defined by an
iterative process using two matrices, an 𝑛𝑑 ×𝑛𝑠 matrix 𝑀2 that encodes
Eq. (23) and an 𝑛𝑑 × 𝑛𝑑 matrix 𝑀3 that encodes Eq. (17):

𝐜 ← 𝐜 ⊗
𝑀2𝐬
𝑀3𝐜

(26)

Subsequently, we simulate resulting retinal images 𝐫 with a resolu-
tion of 𝑛𝑟 × 𝑛𝑟 pixels either from 𝐬 or from 𝐜 for some focus distance
𝜁𝑓 . This retina resolution is only used in the simulation of the retinal
images to illustrate our results. The computation of 𝐜 is not based on
ny discretisation of retinal space.

Regardless of how 𝐜 was produced, we simulate what an observer
would see through a display given those coefficients when focusing at
𝑓 . We simulate the resulting retinal image 𝐫(𝜁𝑓 ) with a resolution of
𝑛𝑟 × 𝑛𝑟 pixels using an 𝑛2𝑟 × 𝑛𝑑 matrix 𝑀4(𝜁𝑓 ):

𝐫(𝜁𝑓 ) =𝑀4(𝜁𝑓 ) 𝐜 (27)

To assess the quality of our methods, we compare our simulated
esults to an appropriate reference image. A reference image is gener-
ted by simulating the observer’s view of the scene directly without any
isplay, which is done using an 𝑛2𝑟 × 𝑛𝑠 matrix 𝑀5(𝜁𝑓 ):

𝐫(𝜁𝑓 ) =𝑀5(𝜁𝑓 ) 𝐬 (28)

An exact derivation for each matrix is given in Appendix 2 of the
upplementary material.
 (

7

7. Experimental setup

7.1. Light field sampling

To compute the sampled light field 𝐬 for each scene, we render
0 × 20 views of 1080 × 1080 pixels each. The camera positions are
venly spaced over a 10 mm × 10 mm region in a plane coinciding with

the observer’s pupil.
On each camera position, we perform a sheared perspective projec-

ion (as that used to generate stereo pair images) where each frustum
s skewed so that they share a 540 mm × 540 mm region in a plane at
 distance of 265 mm from the pupil. This translates to a sample array
comprised of (20 × 20) × (1080 × 1080) light rays from a light field
𝑠 parameterised over the planes at 𝑧𝑢 = 0 and 𝑧𝑣 = 0.265.

7.2. Observer imaging system

We consider the observer to have an 8 mm × 8 mm square pupil
and a 90◦ field of view. We chose to use a square pupil to keep linear
operations separable. As previously stated, we place the retina plane
at a distance of 1 mm from the pupil to simplify the formulas. This
decision, however, does not incur a loss of generality. At 1 mm distance,
the 90◦ field of view corresponds to a 2 mm × 2 mm retina region.
Although this size and position do not correspond to the actual size and
position of the retina, the results are identical had physically plausible
dimensions been used. We divide the retina region into 1024 × 1024
square retina pixels. This retina resolution is used to simulate retinal
images and is not part of the pre-filtering process.

We also assume that the observer’s focal distance 𝜁𝑓 can vary from
 dioptres (200 mm) up to 0 dioptres (at infinity).

7.3. Light field display

In Fig. 5, we exemplify a few possible light field display designs.
Figs. 5(a) and 5(b) are based on parallax barrier, and the associated
reconstruction filter is a box filter defined over the slits of the parallax
barrier and the individual pixels on the LCD panel. Fig. 5(c) is based
on lenticular array, and the associated reconstruction filter is a box
filter defined over the individual lenslets and the converging images
of individual pixels.

Formally, we define the display reconstruction filter 𝜑𝑑 for our
imulations as being the 4D box filter:

𝜑𝑑 (𝐱𝑑 ) = ⊓
(

𝑥𝑎
𝜇𝑎

)

⊓
(

𝑦𝑎
𝜇𝑎

)

⊓
(

𝑥𝑏
𝜇𝑏

)

⊓
(

𝑦𝑏
𝜇𝑏

)

(29)

where ⊓(𝑥) =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

0, if |𝑥| > 1
2

1
2 , if |𝑥| = 1

2

1, if |𝑥| < 1
2

(30)

Regardless of the underlying display design, we define the display
reconstruction space for our simulations over a 24 mm × 24 mm region
at a distance of 8 mm from the pupil, together with a 280 mm ×
80 mm region at a distance of 136 mm from the pupil. These two

regions are divided according to 4 resolution options: 12 × 12, 24 × 24,
6 × 36 or 48 × 48 for the first region and 140 × 140, 280 × 280, 420 × 420
r 560 × 560 for the second region. Therefore, the display light field
𝑑 is parameterised over the planes at 𝑧𝑎 = 0.008 and 𝑧𝑏 = 0.136 and

ampled under 4 resolutions: (12 × 12) × (140 × 140), (24 × 24) ×
280 × 280), (36 × 36) × (420 × 420) and (48 × 48) × (560 × 560).
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Fig. 5. Examples of light field display designs. In all depicted cases, the display reconstruction filter corresponds to a box filter (highlighted in green). Designs (a) and (b) are
based on parallax barrier. Each slit on the barrier separates a segment of the LCD panel that can be seen from the eye box (visibility traced in blue). Since a pixel cannot be
seen through more than one slit, each visible combination of slit and pixel is an independent sample of the light field, which is uniformly reconstructed over the surface of the
associated slit and pixel. The parallax barrier configuration used, such as in (a) and (b), can be multiplexed (through time, polarisation, etc.) in order to have a better coverage
of samples on the barrier plane. Design (c) is based on lenticular array. Each lenslet forms an image of a different segment of the LCD panel (delimited by the lines in blue) that
overlaps with the image formed by all the other lenslets at the same region. The overlapping pixel images in this region become view-dependent virtual pixels. Each combination
of virtual pixel and lenslet is an independent sample of the light field which is uniformly reconstructed over the surface of the associated virtual pixel and lenslet.
7.4. Pre-filtering methods

Like the sinc filter, the box filter is also an orthogonal kernel.
Therefore, the optimal pre-filter for a box filter reconstruction is also a
ox filter. More precisely, the optimal pre-filter 𝜓𝑑 associated with the

display reconstruction filter 𝜑𝑑 defined in Eq. (29) is given by:

𝜓𝑑 (𝐱𝑑 ) =
𝜑𝑑 (𝐱𝑑 )
𝜇2𝑎 𝜇

2
𝑏

(31)

The functions 𝜓𝑑 and 𝜑𝑑 are used over the display lattice in Eqs. (7)
nd (8) to perform the display pre-filtering and reconstruction, respec-

tively. Notice that a light field 𝐿𝑑 with values in the range [0, 1] is
guaranteed to produce coefficients 𝐜 also in the range [0, 1], which in
turn also guarantees to reconstruct a light field �̃�𝑑 with values in the
range [0, 1].

In the context of retinal pre-filtering, the base for retinal reconstruc-
ion 𝝋𝑟 is computed from the base for display reconstruction 𝝋𝑑 using

Eq. (14). The base 𝝋𝑟 is then used in Eqs. (17) and (18), which are part
of the iterative multiplicative rule, described by Eq. (15), to determine
the contribution that each display coefficient receives from each light
field sample. Keep in mind that changing the focus range 𝐹 changes the
region of 𝜁𝑓 over which the error between 𝐺 and �̃� is measured and,
therefore, produces different sample weight distributions for the same
display coefficient.

In Fig. 6, we summarise all the pre-filtering methods we use to
ompute one display coefficient. The quadrilinear interpolation method
bilinear in the simplified dimensionality of the figure) uses the nearest

(in sample space) 16 light field samples to the display sample (4 nearest
light field samples in the figure) weighted according to their distances.
The display pre-filtering method uses all light field samples that lie
inside 𝜓𝑑 , which in our simulation is a 4D box (2D box in the figure)
and gives the same weight to all the light field samples involved.
Then, we show the retinal pre-filtering method being done for two
ifferent settings of 𝐹 , each comprised of a single fixed focus distance
nstead of a range of focus distances. If the entire range between both
ocus distances is of concern, then all the indicated samples (blue and
ed) would be used with weights calculated following the continuous

ariation of 𝜁𝑓 in this interval.

8

Fig. 6. Light field samples used by different methods, drawn in display space. For each
method, the size of the marks indicates the weight of the contribution of each sample.
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Fig. 7. Reference retinal images for the Chess scene with different focus distances.
Fig. 8. Reference retinal images for other scenes.
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As described in Section 6.2, we discretise 𝐹 uniformly to compute
he matrices of Section 6.3. In our experiment, we used 100 samples

between 0 dpt and 5 dpt.

8. Results

We tested our methods with four different scenes: Chess, Car,
Dragon and Sponza. For each simulation configuration (scene, display
resolution and pre-filtering method), we produce results simulating 100
ocus distances between 0 dpt and 5 dpt. Among these, we select three
ocus distances (near, medium and far) per scene to showcase with
nserts. Reference images for the scenes are shown in Figs. 7 and 8.

We used the chess scene for the error, time and convergence anal-
sis, but similar plots for the other scenes are available in the supple-
entary material.

We ran our simulations on an Intel Core i5-8400 CPU @ 2.80 GHz
ith 32 GB RAM and an NVIDIA GeForce GTX 1070 GPU with 8 GB
RAM. Our simulator was implemented with Python using the CuPy

ibrary for GPU acceleration.
 n

9

Our focus in this work is not on time performance, and there
s definitely room for improvement in this regard. Nevertheless, to
rovide some insight into the relative behaviour of the methods under
ifferent display resolutions, we show some timings in Figs. 9 and 10.

Please note that all the methods measured here involve processing
approximately 500M light field samples, regardless of display resolu-
ion. We use a significantly high number of light field samples so we
an measure the achievable quality of each method without the concern
f the samples quantity being a limiting factor. In the context of an
nteractive application, far fewer samples would be used.

The average time per iteration we found running our retinal pre-
iltering method is 1.48 ms, 42.29 ms, 364.18 ms and 1999.11 ms
orresponding to the display resolutions (12 × 12) × (140 × 140),

(24 × 24) × (280 × 280), (36 × 36) × (420 × 420) and (48 × 48) ×
(560 × 560), respectively. There is no significant variation for different
scenes or iteration numbers.

Note, however, that given a display configuration, we can precom-
pute the matrices 𝑀2 and 𝑀3. For every frame, we need to compute the
umerator 𝑀 𝐬 of Eq. (26) only once. For every iteration, we compute
2
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Fig. 9. Time comparison of pre-filtering methods under lower resolution. The high-
ighted segment of the retinal pre-filtering timings corresponds to the computation of
he numerator.

Fig. 10. Time comparison of pre-filtering methods under higher resolution. The
ighlighted segment of the retinal pre-filtering timings corresponds to the computation
f the numerator.

all the remaining operations, among which the most expensive is the
multiplication of the coefficients 𝐜 by the 𝑛𝑑 × 𝑛𝑑 matrix 𝑀3 in the
denominator.

The time complexity to compute the numerator is linear with the
number of display coefficients 𝑛𝑑 and linear with the number of light
field samples 𝑛𝑠. The two non-retinal methods also follow this same
asymptotic behaviour. On the other hand, the iteration time is com-
pletely independent of 𝑛𝑠 but grows quadratically with 𝑛𝑑 . Conse-
quently, the iteration time steeply increases with the display resolution.

Fig. 11 shows that the perceived difference between the iterations
uickly diminishes. Hence, one could adjust the number of iterations
or a particular requirements scenario. Also, in this work we initialise 𝐜
ith random values prior to the iterations. It is possible that a good

nitial guess could be provided requiring less iterations in total to
chieve similar results. An example would be to employ progressive

rendering strategies to improve the result across frames such as feeding
the coefficients 𝐜 of the previous frame as the initial state of the next
frame in order to exploit spatial and temporal coherence.

Fig. 12 shows the convergence for the retinal pre-filtering method
or all used display resolutions. All the following results involving
etinal pre-filtering were achieved using 50 iterations. As with the light

field samples, here we use a significantly high number of iterations so
we can measure the achievable quality of our method without extensive
considerations about convergence.

Fig. 13 shows the retinal mean squared error as the observer’s focus
istance varies between 0 dpt and 5 dpt (i.e. from an infinite distance
own to 20 cm in front of the pupil). The retinal pre-filtering methods
n this plot target four different options of focus distance range. As the
arget range narrows, the error inside the range decreases while the
 c

10
error outside the range increases. If the focus distance of the observer is
nown by, for example, using a tracking device, the retinal pre-filtering

can target that exact focus distance, which would result in the smallest
possible error. Otherwise, the retinal pre-filtering would need to target
a range of possible focus distances.

From now on, we will consider two scenarios for the use of retinal
pre-filtering. One for when the focus distance is unknown, and a single
static retinal pre-filtering targeting the entire range of focus distances
from 0 dpt to 5 dpt is used. The second is for when the focus distance
is known, and the retinal pre-filtering is dynamically applied, targeting
a single distance that follows the current focus distance.

Figs. 14 and 15 compare the retinal mean squared error of the
different pre-filtering methods for a lower resolution display and a
higher resolution display, respectively. The four methods being com-
ared are the quadrilinear interpolation, the display pre-filtering, the
etinal pre-filtering for the unknown focus distance scenario and the
etinal pre-filtering for the known focus distance scenario. All methods
ave been previously described in Section 7.4. Note, however, that only

the retinal pre-filtering with known focus changes the content of the
display as the observer changes its focal distance.

The retinal pre-filtering with unknown focus produces, on average,
ower retinal errors than the display pre-filtering and quadrilinear
nterpolation. The error is, however, higher on the extremes of the
arget range due to the retinal image coherence present when the focus
istance varies. This coherence incentivises the optimisation to allocate
ore resources to reduce the error for focus distances in the middle of

he target range, as this also benefits other distances that are still within
he range. Reducing the error associated with focus distances closer to
he range limits yields less benefit as a portion is wasted outside the
ange.

Fig. 16 shows three inserts for the Chess scene, each showcasing a
different focus distance and comparing the four display resolutions and
the four pre-filtering methods. Fig. 17 shows inserts for the remaining
three scenes. Some more results can be seen in Fig. 1 and in the
supplementary material.

9. Practical discussion

In this work, we proposed two different pre-filtering methods. One
takes into account characteristics of the display and the other, in
addition to the display, also incorporates characteristics of the observer.
The display and the observer are represented by abstract models that
approximate their behaviour in reality.

The fundamental property that is required on both models for
the operation of the proposed methods is linearity. The linearity of
he display model comes from the linear combination of the display

elements (Eq. (8)) while the linearity of the observer model comes from
ts integral transform over the incoming light field (Eq. (9)).

Linearity allows us to describe the reconstruction of the 4D light
field as a combination of 4D basis functions 𝝋𝑑 and the reconstruction
of the 3D focal stack as a combination of 3D basis functions 𝝋𝑟. In
both cases, the combination is physically performed and carried out
according to the coefficients 𝐜, which is the digital signal transmitted
to the display.

9.1. Display limitations

Display architectures that employ lenticular arrays [8,20] or paral-
ax barriers [21] to direct the emitted light along different directions
rivially satisfy the linearity condition as their 4D signal is composed of
on-overlapping elements. Even when incorporating time-multiplexing,
he result is still linear.

Some display architectures explore compressive techniques where
the emitted 4D signal has restrained degrees of freedom, layered dis-
lays being the most prominent. Layered displays where the layers are
ombined additively [11–13] also satisfy the linearity condition. On
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Fig. 11. Incremental improvements of retinal pre-filtering across multiple iterations for different display resolutions.
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Fig. 12. Convergence of the retinal pre-filtering method throughout iterations of the
terative multiplicative rule for different display resolutions.

the other hand, when the layers are combined multiplicatively [10],
the resulting 4D signal is not linear in regards to the input coefficients
and our methods cannot be readily applied as they are. It is still
possible to pursue a retinal pre-filtering method for those cases, but
heir mathematical modelling are not covered in this paper.

In the end, the only information needed from the display is the
reconstruction function 𝝋𝑑 [𝑖𝑑 ] associated to each display coefficient
𝐜[𝑖𝑑 ]. In many cases, 𝝋𝑑 is the same function shifted through the display
4D lattice. Even if each 𝝋𝑑 [𝑖𝑑 ] is entirely different, our methods can still
be used.

The vast majority of light field displays utilises LCD panels, often
times combined with some optical elements. The exact shape of the sub-
pixel structure, spreading from diffraction and optical distortions from
lenses among many other factors could be taken into consideration to
determine the display reconstruction filter. At first glance, it may seem
11
Fig. 13. Comparison of the retinal pre-filtering method for different focus distance
ranges.

that this makes our method more difficult to use. However, all these
intricacies will be present in the display, whether they are modelled or
ot.

By making the reconstruction filter explicit and adaptable in our
odel instead of imposing an implicit (and unfeasible) sinc reconstruc-

ion filter, our methods are more general than previous methods and,
s such, they are actually better equipped to deal with a wider range

of display designs. The used approximation of the reconstruction filter
can still be as simple as desired. We believe the box filter to be a good
compromise and it is the filter we used for our simulations.

Alternatively, if we treat the display as a black box, each 𝝋𝑑 can be
individually measured activating the display coefficients one at a time
during a calibration stage. If this calibration is done with a camera that
mimics the observer’s eye, then even 𝝋𝑟 could be measured directly,
and no further observer model would be needed.
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Fig. 14. Comparison of pre-filtering methods under lower resolution.

Fig. 15. Comparison of pre-filtering methods under higher resolution.

9.2. Observer limitations

Our retinal pre-filtering method imposes strong restrictions on the
observer. We assume the exact pupil diameter and the distance from
the eye to the display as known. Also, we assume the eye orientation
is always perpendicular to the display. However, it is possible to
incorporate all these variations into our method in the future.

Our method currently incorporates the variation in the observer’s
ocus which increases the dimensionality of the optimised error space
rom what would be the error of a single 2D retinal image to the
rror of a 3D focal stack. Likewise, the variation of pupil diameter, eye
osition and eye orientation could each be added as new dimensions
f the optimised error space. Note, however, that all of these new
onsiderations do not change the size of the input light field samples
, the size of the output display coefficient 𝐜, the size or shape of
ny of the matrices or the execution time of our method. Only the
recomputed values within the matrices would change.

The more restrictive the assumptions towards the observer, the
higher the potential for improvement in the results when the assump-
tions align with reality. As more variation and freedom are given to
he observer state, the benefits of the optimisation would be diluted as
he method attempts to satisfy multiple scenarios simultaneously. This
s true not only for how many different variation types are considered
ut also for the range within which they can vary. This behaviour has
lready been demonstrated in this paper when our method optimises
or different ranges of focus distances (Fig. 13).
 a

12
It is also possible to dynamically adapt the targeted observer state
and ranges either by eye tracking or adjusting according to the existing
ontents of the scene and desired depth of field. For example, an

application that only involves manipulating objects at arm’s length
ould forego optimising focus on the horizon. If tracking is employed,
he variation ranges should be chosen as to cover the accuracy and
pdate speed of the tracking system.

Finally, a more sophisticated eye model could be employed instead
of a thin lens approximation. Since, at this point, we only presented
simulation results, it is still not clear whether the thin lens model
sufficiently captures the fundamental properties of the human imaging
rocess to drive the optimisation or if a more sophisticated eye model
ould lead to significant practical improvements.

10. Conclusions

In this work, we presented a framework to compute a light field
isplay’s coefficients that makes no assumption on scene properties
uch as being Lambertian or free of occlusions. Our methods target

either minimising the light field error or the retinal image error by
leveraging information about the display and the observer. We further
describe a matrix formulation to allow for a practical implementation.

We present results for our retinal pre-filtering in two scenarios:
when the observer focus is known and when it is unknown. Through
simulations, we show that when the focus is known, we always achieve
better qualitative and quantitative results. When the focus is unknown,
our optimisation strategy is still able to significantly improve the results
on average.

The natural future work would be to confirm the benefit our method
rings in practice by running user studies with a physical display.
urthermore, for such a practical test, it would be interesting to incor-

porate the observer variations described in Section 9.2. Finally, even
though we did not focus on time performance in this work, many
software and hardware optimisation strategies could be incorporated
to accelerate the method to be used in an interactive application.

CRediT authorship contribution statement

Rafael Romeiro: Writing – review & editing, Writing – origi-
nal draft, Visualization, Validation, Software, Project administration,
Methodology, Investigation, Formal analysis, Data curation, Concep-
tualization. Elmar Eisemann: Writing – review & editing, Supervi-
sion, Funding acquisition. Ricardo Marroquim: Writing – review &
editing, Writing – original draft, Supervision, Investigation, Funding
acquisition.

Declaration of competing interest

The authors declare that they have no known competing finan-
cial interests or personal relationships that could have appeared to
influence the work reported in this paper.

Data availability

Data will be made available on request.

Acknowledgments

This work was supported by the Brazilian funding agency CNPq
Conselho Nacional de Desenvolvimento Científico e Tecnológico) un-
er the Process No. 160966/2015-9. The authors would like to thank
he Khronos Group for the glTF Sample Models made publicly available
nd Don McCurdy for the glTF Viewer application.



R. Romeiro, E. Eisemann and R. Marroquim Computers & Graphics 123 (2024) 104033
Fig. 16. Comparison of pre-filtering methods for the Chess scene with different display resolutions.
Fig. 17. Comparison of pre-filtering methods for the Car, Dragon and Sponza scenes with different display resolutions.
Appendix A. Supplementary data

Supplementary material related to this article can be found online
at https://doi.org/10.1016/j.cag.2024.104033.
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