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ABSTRACT

Context. Dust grains embedded in gas flow give rise to a class of hydrodynamic instabilities called resonant drag instabilities, some
of which are thought to be important during the process of planet formation. These instabilities have predominantly been studied for
single grain sizes, in which case they are found to grow fast. Non-linear simulations indicate that strong dust overdensities can form,
aiding the formation of planetesimals. In reality, however, there is going to be a distribution of dust sizes, which may have significant
consequences.
Aims. We aim to study two different resonant drag instabilities – the streaming instability and the settling instability – taking into
account a continuous spectrum of grain sizes, to determine whether these instabilities survive in the polydisperse regime and how the
resulting growth rates compare to the monodisperse case.
Methods. We solved the linear equations for a polydisperse fluid in an unstratified shearing box to recover the streaming instability
and, for approximate stratification, the settling instability, in all cases focusing on low dust-to-gas ratios.
Results. Size distributions of realistic widths turn the singular perturbation of the monodisperse limit into a regular perturbation due
to the fact that the back-reaction on the gas involves an integration over the resonance. The contribution of the resonance to the integral
can be negative, as in the case of the streaming instability, which as a result does not survive in the polydisperse regime; or positive,
which is the case in the settling instability. The latter therefore has a polydisperse counterpart, with growth rates that can be comparable
to the monodisperse case.
Conclusions. Wide size distributions in almost all cases remove the resonant nature of drag instabilities. This can lead to reduced
growth, as is the case in large parts of parameter space for the settling instability, or complete stabilisation, as is the case for the
streaming instability.

Key words. accretion, accretion disks – hydrodynamics – instabilities – planets and satellites: formation – protoplanetary disks

1. Introduction
Astrophysical fluids are often a mixture of gas and solid particles
or dust, at a canonical dust-to-gas ratio of 1% (see e.g. Draine
et al. 2007). Since different forces act on gas and dust (e.g. gas
pressure only on gas, radiation pressure only on dust), the two
components often have different equilibrium velocities. In many
cases, such a situation where gas and dust drift relatively to each
other is hydrodynamically unstable. A wide class of such insta-
bilities are the so-called resonant drag instabilities (RDIs; see
Squire & Hopkins 2018a,b).

In the analysis of RDIs, the dust-to-gas ratio µ is taken to
be a small parameter. In the absence of dust, the gas can sustain
a set of waves, depending on the relevant physics (e.g. sound
waves, buoyancy waves, magnetosonic waves, etc). If the gas
wave speed matches the drift speed of the dust, the dust induces
a particularly strong reaction to the system, often resulting in
exponentially growing perturbations (Squire & Hopkins 2018b).
Matching the wave and drift speeds only happens at a specific
wavelength (if the wave speed depends on wavelength) and dust
size (if drift speed depends on size), hence the resonant nature
of the instabilities.

One can classify RDIs according to the associated gas wave.
In a companion paper (Paardekooper & Aly 2025, hereafter
⋆ Corresponding author: s.paardekooper@tudelft.nl

Paper I), we studied the acoustic drag instability, which relies
on a gas sound wave going unstable due to dust loading. If the
gas is magnetised or stably stratified, different waves are avail-
able to create an RDI (Squire & Hopkins 2018b; Hopkins et al.
2020). In this paper, we focus on two related instabilities that are
relevant for the formation of planets, as they can occur in proto-
planetary discs. They are the streaming instability (SI; Youdin &
Goodman 2005) and the dust settling instability (DSI; Squire &
Hopkins 2018b; Krapp et al. 2020). In both cases, the underlying
gas wave is an inertial wave (Zhuravlev 2019).

The SI has found its way into planet formation theory
because it can potentially solve the problem of the formation
of planetesimals by creating overdense dust clumps that col-
lapse under their own gravity (for a recent review, see Lesur
et al. 2023). This has always been a problematic part of planet
formation theory, because rapid inward dust drift threatens to
move all planetary building blocks into the central star (e.g.
Weidenschilling 1977). The SI is an elegant solution to this prob-
lem, as it actually uses the drift to trigger the RDI and build
bodies large enough (i.e. kilometre-sized planetesimals) on a
short enough timescale to be safe from drifting too far in.

Since dust drift usually depends on dust size, because smaller
particles are more tightly coupled to the gas, extending the
RDI formalism to incorporate a distribution of dust sizes is not
straightforward. For a given gas wave, only a single particle size
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will drift at the resonant speed, but if the other sizes are pas-
sive one might hope that the feedback loop leading to the RDI
(see Magnan et al. 2024a) can survive. Indeed, some simulations
indicate that the clumping induced by the SI is not very sensi-
tive to having a size distribution (Schaffer et al. 2021; Rucska
& Wadsley 2023). However, this turns out not to be true for
the linear phase, at least in the case where vertical stratifica-
tion is neglected (as was done in the original work of Youdin
& Goodman 2005).

The effect of a dust size distribution on the linear SI was
investigated by Krapp et al. (2019), who found that for a discrete
number of different particle sizes, in many regions of parameter
space the growth rate of the SI keeps decreasing with the number
of particle sizes considered. It was shown in Paardekooper et al.
(2020) that in the limit of a continuous size distribution, the SI
indeed ceases to exist except at extremely small wavelengths at
dust-to-gas ratios much higher than unity (see also Zhu & Yang
2021). These small scales are particularly prone to viscous damp-
ing, so in addition a top-heavy size distribution is needed for the
linear SI to survive (McNally et al. 2021).

The non-linear evolution of the SI with multiple dust sizes
was studied in Yang & Zhu (2021), which found that one either
needs a dust-to-gas ratio µ > 1 or a maximum stopping time
τs > 1 to achieve significant activity in the non-linear regime. It
should be noted again that these results, as in the original SI anal-
ysis (Youdin & Goodman 2005), neglect vertical stratification in
the disc and that the SI may well have a different character in the
stratified case (Lin 2021); and it could react differently to a size
distribution, at least in the non-linear regime (see e.g. Schaffer
et al. 2021; Rucska & Wadsley 2023).

The settling instability is a more recently discovered RDI that
is also reliant on inertial waves but takes into account vertical
dust drift such as settling (Squire & Hopkins 2018b). In Krapp
et al. (2020), it was reported that this RDI is far less sensitive to a
size distribution and is able to maintain strong growth rates even
for wide size distributions. This raises a question as to which
RDIs can survive in the presence of a dust size distribution and
therefore contribute to, for example, planetesimal formation (e.g.
Johansen et al. 2007). In a companion paper, we showed that a
polydisperse version of the acoustic drag instability exists, but
only for large wavelengths, which reduces the maximum growth
rate significantly. In this paper, we focus on polydisperse ver-
sions of both the streaming and settling instability, in the regime
where µ ≪ 1 to make contact with monodisperse RDI results.
We focus on whether these exist in a polydisperse context, and,
if so, how the growth rates compare to the monodisperse case.

The plan of this paper is as follows. We introduce the basic
equations in Sect. 2. We present the results on the streaming
and settling instability in Sects. 3 and 4, respectively, and we
conclude in Sect. 5.

2. Governing equations

The equations governing a mixture of gas and dust, where the
dust component consists of a continuum of sizes, were presented
in Paardekooper et al. (2021) (see also Paper I):

∂tσ + ∇ · (σu) =0, (1)

∂tu + (u · ∇)u =αd −
u − vg

τs
, (2)

with u being the size-dependent dust velocity, and vg
the gas velocity. The quantity σ is the size density

(Paardekooper et al. 2020), defined such that

ρd =

∫
σdτs, (3)

with ρd being the dust density and τs the stopping time, which
is a proxy for particle size. As in Paper I, we took the simplest
drag law of the form (u − vg)/τs to couple gas and dust, with
constant stopping time τs. Any additional accelerations acting
on the dust are contained in αd, which we assume to depend
on u only. The gas component, similarly, has its continuity and
momentum equation, where the back-reaction of drag on the gas
enters the latter as an integral over stopping time:

∂tρg + ∇ · (ρgvg) = 0, (4)

∂tvg + (vg · ∇)vg = −
∇p
ρg
+ αg +

1
ρg

∫
σ

u − vg

τs
dτs, (5)

where ρg is the gas density, p the pressure, and all additional
accelerations on the gas are contained in αg.

Our basic setup is a standard unstratified shearing box
(Goldreich & Lynden-Bell 1965; Hawley et al. 1995; Latter &
Papaloizou 2017). Following Krapp et al. (2020), to account for
vertical stratification, we added an extra vertical acceleration to
the dust component αd = z0Ω

2ẑ, where z0 can be thought of as
the height of the box above the mid plane1. For the gas, this ver-
tical acceleration is balanced by a background pressure gradient,
which we subtracted from the total pressure. What is left is the
back-reaction on the gas, µz0Ω

2, whereby the total acceleration
of gas and dust are given by

αg = 2ηx̂ − µz0Ω
2ẑ − 2Ω × vg − ∇Φ, (6)

αd = z0Ω
2ẑ − 2Ω × u − ∇Φ. (7)

The potential Φ = −SΩx2, where S is the rate of orbital shear.
The parameter η is determined by the global radial pressure
gradient, η = −1/(2ρg)dP/dr (Paardekooper et al. 2020). The
equations governing the gas are then given by Eqs. (4) and (5),
with accelerations as stated above (for a more formal derivation,
see Appendix A):

∂tρg + ∇ · (ρgvg) = 0, (8)

∂tvg + (vg · ∇)vg = 2ηx̂ − µz0Ω
2ẑ −

∇p
ρg
− 2Ω × vg − ∇Φ

+
1
ρg

∫
σ

u − vg

τs
dτs. (9)

It should be noted that the pressure does not include the vertical
stratification; stratification is only taken into account through the
accelerations involving z0Ω

2. We took the equation of state to be
isothermal, p = c2ρg, with the constant sound speed being c. We
fixed c by requiring that η/(cΩ) = 10−3/2, similar to the choice
in Krapp et al. (2020)2. The dust fluid equations can similarly be
constructed from Eqs. (1) and (2):

∂tσ + ∇ · (σu) = 0, (10)

∂tu + (u · ∇)u = z0Ω
2ẑ − 2Ω × u − ∇Φ −

u − vg

τs
. (11)

1 Strictly speaking, the corresponding height would be −z0; this is
to ensure the acceleration is in the direction of the mid plane. This
particular choice is consistent with Krapp et al. (2020).
2 Since our parameter η is dimensional by choice, with dimensions of
acceleration, η/(cΩ) is equivalent to Π in Krapp et al. (2020).
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Apart from the extra vertical acceleration, these equations are
the same as in Paardekooper et al. (2020) and Paardekooper
et al. (2021). With these shearing-box equations for the gas-dust
system in hand, we can proceed to solving for the equilibrium
state.

2.1. Equilibrium state

For the equilibrium state, we took ρg and σ to be spatially con-
stant. An equilibrium solution can then be found with horizontal
velocities independent of y and z (Paardekooper et al. 2020):

vgx =
2η
κ

J1

(1 +J0)2 +J2
1

, (12)

vgy = − S x −
η

Ω

1 +J0

(1 +J0)2 +J2
1

, (13)

ux =
2η
κ

J1 − κτs(1 +J0)
(1 + κ2τs

2)((1 +J0)2 +J2
1 )
, (14)

uy = − S x −
η

Ω

1 +J0 + κτsJ1

(1 + κ2τs
2)((1 +J0)2 +J2

1 )
, (15)

with integrals

Jm =
1
ρg

∫
σ(κτs)m

1 + κ2τs
2 dτs. (16)

Here, κ2 = 2Ω(S − Ω) is the square of the epicyclic frequency,
with shear rate S . In a Keplerian disc, S = 3Ω/2, in which case
κ = Ω. Vertical dust velocities are constant in space and given by

uz = τsz0Ω
2, (17)

while the vertical gas velocity is zero. The dust velocities cor-
respond to a uniform vertical settling flow for each dust size
at the appropriate terminal velocity in the uniform vertical
gravitational field of the model.

2.2. Linear perturbations

We considered small perturbations ρg = ρg
(0)+ρg

(1) with ρg
(1) ≪

ρg
(0), and we adopted a similar form for other quantities. Ignoring

quadratic terms in perturbed quantities, we find the following
from the gas equations:

∂tρ
(1)
g + v(0)

g · ∇ρ
(1)
g + ρ

(0)
g ∇ · v

(1)
g = 0, (18)

∂tv(1)
g + (v(0)

g · ∇)v(1)
g − S v(1)

gx ŷ = −
∇p(1)

ρ(0)
g

− 2Ω × v(1)
g

+
1

ρ(0)
g

∫
σ(1)∆u(0)

τs
dτs +

1

ρ(0)
g

∫
σ(0) u(1) − v(1)

g

τs
dτs, (19)

with equilibrium relative velocity ∆u(0) = u(0) − v(0)
g . Dust per-

turbations are governed by

∂tσ
(1) + u(0) · ∇σ(1) + σ(0)∇ · u(1) = 0, (20)

∂tu(1) + (u(0) · ∇)u(1) − S u(1)
x ŷ

= −2Ω × u(1) −
u(1) − v(1)

g

τs
−
ρ(1)

g

ρ(0)
g

∆u(0)

τs
. (21)

We consider perturbations of the form X(1)(x, t, τs) =
X̂(τs) exp(ik · x − iωt), with wave number k = (kx, ky, kz)T

and frequency ω. We only consider perturbations with ky = 0.
Using the above form of the perturbations, the dust and gas
perturbation equations transform to

kxv
(0)
gx
ρ̂g

ρ(0)
g

+ k · v̂g = ω
ρ̂g

ρ(0)
g

, (22)

kxv
(0)
gx v̂g + iS v̂gxŷ +

kc2ρ̂g

ρ(0)
g

− 2iΩ × v̂g + b̂ = ωv̂g, (23)

k · u(0)σ̂ + σ(0)k · û = ωσ̂, (24)

(k · u(0))û + iS ûxŷ − 2iΩ × û

− i
û − v̂g

τs
− i
ρ̂g

ρ(0)
g

∆u(0)

τs
= ωû, (25)

with the back-reaction integral

b̂ =
i

ρ(0)
g

∫
σ(0)

τs

[
σ̂

σ(0)∆u(0) + û − v̂g

]
dτs. (26)

By taking the complex conjugate of each term in Eqs. (22)–(25),
it is straightforward to see that a solution with an eigenvalue ω
and eigenvector (ρ̂g, v̂g, σ̂, û) can be transformed into a solution
with the eigenvalue −ω∗ and eigenvector (ρ̂∗g, v̂∗g, σ̂∗, û∗), where
an asterisk denotes complex conjugate. Since ω and −ω∗ have
the same imaginary part and therefore growth rate, we follow the
convention of for example Youdin & Goodman (2005); Squire &
Hopkins (2018b); Krapp et al. (2019) and focus exclusively on
kx, kz > 0.

With the help of the dust continuity and momentum equa-
tions (see Appendix B), the back-reaction integral can be written
as

b̂ = Mv̂g, (27)

with the matrix M defined in Eq. (B.11). In the limit of µ ≪ 1,
we therefore have a perturbed eigenvalue problem for the gas:


kxv

(0)
g,x kx 0 kz

kxc2 kxv
(0)
g,x 2iΩ 0

0 (S − 2Ω)i kxv
(0)
g,x 0

kzc2 0 0 kxv
(0)
g,x


(
ρ̂g/ρ

(0)
g

v̂g

)

+

(
0 0
0 M

) (
ρ̂g/ρ

(0)
g

v̂g

)
= ω

(
ρ̂g/ρ

(0)
g

v̂g

)
, (28)

where the perturbation matrix contains the back-reaction on the
gas and is therefore ∝ µ. In regions of parameter space where
the resonance is not important, ordinary eigenvalue perturbation
theory can be used to approximate the growth rates for µ ≪ 1.
Numerical results on growth rates were obtained by the package
PSITOOLS (Paardekooper et al. 2021).

It is often useful to define a length scale η/Ω2 and a time
scale Ω−1 and work with dimensionless wave numbers K =
kη/Ω2 and dimensionless stopping time, or Stokes number, St =
Ωτs. It is worth noting that the non-dimensional ’height’ above
the midplane, z̃0 = z0Ω

2/η, is a large number if we take z0 ∼ H,
where H is the vertical scale height of the gas disc.
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2.3. Eigenvalue perturbation theory for the inertial wave RDI

The perturbed eigenvalue problem for the inertial wave RDI
Eq. (28) can be simplified by taking the gas to be incompressible.
In this case, the gas Eqs. (22)–(23) can be simplified by taking
the cross-product of the wave vector with the gas momentum
equation:

kxv
(0)
gx ŵg + iS v̂gx(k × ŷ) − 2ik × (Ω × v̂g) + k × b̂ = ωŵg, (29)

with the vorticity perturbation ŵg = k × v̂g = (−kzv̂gy, kzv̂gx −

kxv̂gz, kxv̂gy)T . We expand the components of the Coriolis terms
to find

kxv
(0)
gx ŵg + i

 (2Ω − S )kzv̂gx
2Ωkzv̂gy

−(2Ω − S )kxv̂gx

 + k × b̂ = ωŵg. (30)

We note that the last component of ŵg is redundant, so we only
need to keep the first two components, and that v̂gx = kzwgy/(k2

x +

k2
z ):

kxv
(0)
gx ŵg + i

(
(2Ω − S )k̂2

zwgy
−2Ωwgx

)
+ Kb̂ = ωŵg, (31)

with k̂z = kz/|k| and the matrix

K =
(

0 −kz 0
kz 0 −kx

)
, (32)

representing the cross-product with the wave vector. We can
write Eq. (31) in simple matrix form:(

kxv
(0)
gx i(2Ω − S )k̂2

z
−2iΩ kxv

(0)
gx

)
ŵg + KMK′ŵg = ωŵg, (33)

with the matrix

K′ =

 0 kz/k2

−1/kz 0
0 −kx/k2

 . (34)

We now have a perturbed eigenvalue problem (T0 + T1)ŵg =
ωŵg. The unperturbed matrix T0 gives the familiar inertial
waves, advected with the background gas flow. The correspond-
ing eigenvalues are

ω0 = kxv
(0)
gx ± k̂zκ, (35)

and the left and right eigenvectors are

eL =
(
∓ i

k̂z

κ
2Ω

)
, (36)

eR =

(
±ik̂z

κ
2Ω

1

)
. (37)

The first-order correction to the eigenvalue due to T1 is
simply given by

ω1 =
e∗LT1eR

e∗LeR
, (38)

where eL and eR are the left and right eigenvectors of T0 cor-
responding to the unperturbed eigenvalue ω0 given above, and

∗ denotes complex conjugate. Together with the perturbation
matrix

T1 = KMK′, (39)

we can calculate the correction to the eigenvalues in the limit of
µ ≪ 1 (as long as the perturbation is regular).

Since the eigenvalue perturbation is linear in the elements of
T1, and therefore linear in the elements of M, it is straightfor-
ward to distill the contributions of the dust density perturbation
and the velocity perturbations to ω1 (see Appendix B for the
definitions of matrices D and A):

Mσ =
∫

iσ(0)

ρg
(0)τs

VσA−1Ddτs, (40)

Mu =

∫
iσ(0)

ρg
(0)τs

A−1Ddτs, (41)

Mv = −
∫

iσ(0)

ρg
(0)τs

dτsI, (42)

with

Vσ =
1

ω − kxu(0)
x − kzu

(0)
z


∆u(0)

x kx 0 ∆u(0)
x kz

∆u(0)
y kx 0 ∆u(0)

y kz

∆u(0)
z kx 0 ∆u(0)

z kz

 . (43)

If we use Mσ to calculate T1 and ω1, we only obtain the con-
tribution from the dust density perturbation. It is convenient to
combine the dust and gas velocity perturbations and look at the
contribution of the relative velocity perturbation governed by
Mu +Mv.

We can try and isolate the contribution of the resonance to
the growth rate by focusing on the dust density perturbation:

ω1,σ =
e∗LKMσK′eR

e∗LeR
=

∫
iσ(0)

ρg
(0)τs

e∗LKVσA−1DK′eR

e∗LeR
dτs. (44)

We can isolate the resonance contribution by defining matrix R
such that Vσ = R/(ω − kxu(0)

x − kzu
(0)
z ):

ω1,σ =

∫
g(τs)

ω0 − kxu(0)
x − kzu

(0)
z

dτs, (45)

with

g(τs) =
iσ(0)

ρg
(0)τs

e∗LKRA−1DK′eR

e∗LeR
, (46)

a complex scalar function, approximate ∆ux = −2ητs, and use
uz = Ω

2z0τs, as well as the expression (35) for ω0:

ω1,σ

Ω
=

∫
g̃(St)

±k̂z + (2Kx − Kzz̃0)St
dSt, (47)

with non-dimensional g̃ = g/Ω2. We note that, for a resonance
to occur, we need ±k̂z/(Kzz̃0 − 2Kx) > 0. This means that, at a
given Stokes number, the two branches of inertial waves give
rise to resonances at different locations in K space. These two
resonant branches come together at Kzz̃0 = 2Kx, which is the
location of the double resonance (Squire & Hopkins 2018b);
we did not consider this here since ordinary perturbation the-
ory does not hold. On the other hand, for a fixed wave vector K,
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if ±k̂z/(Kzz̃0 − 2Kx) > 0 there is a Stokes number that gives rise
to a resonance, at least if it is inside the original size range.

It is convenient to substitute ξ = (2Kx −Kzz̃0)St± k̂z, so at the
resonant Stokes number Stres we have ξ = 0. If we further assume
that g̃ can be expanded in a Taylor series around St = Stres or,
equivalently, around ξ = 0,

g̃(St) =
∞∑

n=0

g̃n (St − Stres)n =

∞∑
n=0

g̃n

(2Kx − Kzz̃0)n ξ
n, (48)

we obtain

ω1,σ

Ω
=

∞∑
n=0

g̃n

(2Kx − Kzz̃0)n+1

∫
ξn

ξ
dξ, (49)

where we explicitly kept the denominator in place to highlight
the resonance. For n > 0, the integral is straightforward:

ω1,σ

Ω
=

g̃0

2Kx − Kzz̃0

∫
dξ
ξ
+

∞∑
n=1

g̃n

(2Kx − Kzz̃0)n+1

ξnmax − ξ
n
min

n
.

(50)

We solve the remaining integral adopting the Landau prescrip-
tion, which is well-known from plasma physics (Landau 1946)
and also used in the theory of collisionless stellar systems
(Binney & Tremaine 2008) and disc-planet interaction
(Paardekooper & Papaloizou 2008). Including a small damping
term −σ(1)/tdamp on the right hand side of Eq. (20) leads to
a small imaginary part iϵ = i/(Ωtdamp) in the denominator of
the integrand in Eq. (50). To arrive at the relevant limit of no
damping, we let ϵ → 0:∫ ξmax

ξmin

dξ
ξ + iϵ

=

∫ ξmax

ξmin

ξ − iϵ
ξ2 + ϵ2

dξ

=

[
log(ξ2 + ϵ2)

2
− i tan−1

(
ξ

ϵ

)]ξmax

ξmin

. (51)

We note that ξmax corresponds to the value of ξ at St = Stmax.
Depending on the sign of 2Kx − Kzz̃0, ξmax may be positive or
negative. Therefore, in the limit ϵ → 0, we obtain that∫ ξmax

ξmin

dξ
ξ + iϵ

= log
(
|ξmax|

|ξmin|

)
− iπ

(
ξmax

|ξmax|
−
ξmin

|ξmin|

)
, (52)

where the last factor in parentheses makes sure that we only
obtain a contribution if the resonance is in the domain, that
is, when ξmax and ξmin have opposite sign, and that the sign is
exchanged if ξmax and ξmin both change signs. In terms of Stokes
numbers, we obtain

ω1,σ

Ω
=

g̃0

2Kx − Kzz̃0
log

(
|Stmax − Stres|

|Stmin − Stres|

)
−

g̃0

|2Kx − Kzz̃0|

iπ
2

[
Stmax − Stres

|Stmax − Stres|
+

Stres − Stmin

|Stres − Stmin|

]
+

∞∑
n=1

g̃n

2Kx − Kzz̃0

(Stmax − Stres)n − (Stmin − Stres)n

n
,

(53)

where the factor in square brackets ensures the resonance only
contributes if it is inside the domain; that is, if Stmin < Stres <
Stmax.

In order to isolate the contribution from the resonance, we
can approximate g̃0 up to first order in St and evaluate it at St =
Stres:

g̃0 = ∓
σ(0)(Stres)

ρ(0)
g

KxStres

(
k̂z + z̃0k̂x/2

)
; (54)

hence, the contribution of the resonance to the growth rate is
simply

ω1,res

Ω
= ± iπ

σ(0)(Stres)

ρ(0)
g

KxStres

(
k̂z + z̃0k̂x/2

)
|2Kx − Kzz̃0|

= ± iπ
σ(0)(Stres)

ρ(0)
g

Kxk̂z

(
k̂z + z̃0k̂x/2

)
(2Kx − Kzz̃0)2 , (55)

where we omitted the factor determining if the resonance is
inside the domain for clarity. This is the contribution of the
resonance to the growth rate. The full perturbed eigenvalue
additionally includes contributions from the non-resonant size-
density perturbation (see Eq. (53)) as well as relative velocity
perturbations, the latter of which always have a stabilising effect.

Summarising, if we assume regular eigenvalue perturbation
theory applies for µ ≪ 1, under the further assumption that
St ≪ 1, an inertial wave instability can develop for a constant
size distribution if the imaginary part of Eq. (55) is positive,
and in addition dominates over the stabilising effects of the rela-
tive velocity perturbation. We note that the two possible signs of
Eq. (55) correspond to the two branches of inertial waves with
positive or negative frequency.

3. Streaming instability

We first fix z0 = 0 to disable settling and look at the classic SI.
We stay firmly in the RDI regime µ ≪ 1, which, although per-
haps not a case usually considered for the SI (but see Magnan
et al. 2024b), can provide additional insight into its behaviour
for a distribution of particle sizes.

Numerical growth rates were computed using the pack-
age PSITOOLS (Paardekooper et al. 2021). The presence of the
resonance makes computation by standard eigenvalue solvers
problematic (Krapp et al. 2019; Paardekooper et al. 2021), and
PSITOOLS was specifically designed to handle this. It has been
tested and verified against direct eigenvalue solvers where the
latter can be applied (Paardekooper et al. 2021).

3.1. Monodisperse limit

In the top panel of Fig. 1, we show the growth rates for the
monodisperse case with St = 0.1 and µ = 0.01. Maximum
growth rates are obtained for the resonant condition k̂zΩ =

−kx∆u(0)
x (we note that ∆u(0)

x < 0), in which case ℑ(ω̃) ∼
√
µSt

(Squire & Hopkins 2018b)). The resonance can be seen even
more clearly in the bottom panel of Fig. 1, where we plot
d logℑ(ω)/d log µ. This quantity was calculated numerically by
central differences. Away from the resonance, since µ ≪ 1, we
expect perturbations to the eigenvalue to be ∝ µ (red regions),
while at the resonance the perturbation follows ∝

√
µ (white

region). To the left of the resonance, growth is dominated by
the secular mode (Youdin & Goodman 2005), which is a pertur-
bation to the dust advection mode. To the right of the resonance,
a small non-resonant band of growth exists, which is formed by
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Fig. 1. Top panel: growth rates ℑ(ω)/Ω for monodisperse streaming
instability with St = 0.1 and µ = 0.01. Bottom panel: d logℑ(ω)/d log µ
for St = 0.1 at µ = 0.01.

a regular perturbation of the same inertial mode that gives rise to
the resonance. The largest growth rates are found at the location
of the resonance, with max(ℑ(ω̃)) ≈ 10−2 =

√
µSt.

3.2. Polydisperse streaming instability

We now turn to a simple constant size distribution:

σ(0) (St) = µρ(0)
g

{ 1
Stmax−Stmin

Stmin < St < Stmax

0 otherwise.
(56)

As in Paper I, we parametrised the minimum and maximum stop-
ping time as St0(1±∆), where ∆ is a measure of the width of the
size distribution.

In Fig. 2, we show the growth rates for St0 = 0.1 and µ = 0.01
and ∆ = 0.3. Note ∆ = 0 would correspond to the monodisperse
result shown in Fig. 1. We also note that this is a size distribution
that is much narrower than expected in protoplanetary discs: if
the resonant size is 1 mm, ∆ = 0.3 means that the minimum size
is 0.7 mm and the maximum size is 1.3 mm. In reality, we would
expect a distribution that spans many decades (see e.g. McNally
et al. 2021). The top panel of Fig. 2 reveals that growing modes
for small Kx have disappeared. This is first of all due to the fact
that most of this region is dominated by the secular mode in the
monodisperse case, for which no equivalent exists for polydis-
perse dust (see Paardekooper et al. 2020, as well as Paper I).
Careful inspection of the wave numbers that give growth reveals

Fig. 2. Top panel: growth rates for polydisperse streaming instability for
µ = 0.01, St0 = 0.1, and ∆ = 0.3. Bottom panel: d logℑ(ω)/d log µ for
St0 = 0.1, ∆ = 0.3 at µ = 0.01.

that we have also lost the resonant region compared to the
monodisperse case. While the bottom panel of Fig. 2 shows that
growth is now ∝ µ everywhere, this is not due to the fact that
integrating over the resonance yields a regular perturbation: inte-
grating over the resonance actually stabilises the resonant region,
which we discuss below. What is left is the non-resonant region
to the right of the resonance in Fig. 1, with growth rates that are
comparable to the corresponding monodisperse case.

The contribution of the resonance to the growth rate is given
by Eq. (55), which reads for z0 = 0:

ω1,res

Ω
= −i

µπ

8St0∆
k̂2

z

Kx
, (57)

where we also selected the inertial wave with ω0 = −k̂zΩ; this
is the only one capable of forming a resonance for z̃0 = 0 and is
the one that becomes unstable for the SI. In theory, the inertial
wave with positive frequency could lead to non-resonant growth,
but this is found not to be the case. From Eq. (57), it is clear
that the resonance has a stabilising effect on the system for all
wave numbers and Stokes numbers, as long as the size distribu-
tion is wide enough that the perturbation is regular (we note that
Eq. (57) diverges for ∆ → 0, which takes us into the domain of
the monodisperse SI).

If growth rates are ∝ µ, which means we are either away
from resonance, or the size distribution is wide enough that the
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Fig. 3. Growth rate, in units of Ω−1, at Kz = 0.8, for the monodisperse
case of Fig. 1 (solid curves) and the polydisperse case of Fig. 2 (dashed
curves). Yellow curves: contribution of dust-density perturbation to the
growth rate. Green curves: contribution of relative velocity perturbation
to the growth rate (absolute contribution, since it is a stabilising effect).
Blue curves: total growth rate.

contribution of the resonance is regularised, we can use regular
eigenvalue perturbation theory to obtain perturbed eigenvalues
(see Sect. 2.3). Furthermore, we can then separate the various
contributions to the growth rate: dust-density perturbation and
the contribution from the relative velocity. As it turns out, the
relative velocity perturbation always gives a stabilising contribu-
tion, which means that in order to see growth, the contribution
of the dust-density perturbation needs to be strong enough.

This is illustrated in Fig. 3, which considers the same two
cases as in Figs. 1 and 2 for a fixed Kz = 0.8. The solid and
dashed curves correspond to the monodisperse and polydisperse
cases, respectively. The total growth rates (blue curves) were cal-
culated exactly, while the contributions from the dust density
(orange curves) and drift velocity (green curves) were calcu-
lated using perturbation theory (see Sect. 2.3). We note that the
drift velocity contribution is always negative; that is, it promotes
stability rather than growth, which is why we used the abso-
lute value in Fig. 3. The monodisperse growth rate peaks at the
resonance, the location of which can also be inferred from the
asymptote in the dust-density perturbation (solid orange curve).
Just to the left of the resonance, the dust-density contribution
is due to the inertial mode with the opposite sign, which does
not have a resonance. In fact, if we adhere to the same mode,
the dust-density perturbation is an odd function around the res-
onance, as can be easily seen from the dust continuity equation.
It should be noted, however, that close to the resonance, reg-
ular perturbation theory becomes invalid. In the full problem,
to the left of the resonance (i.e. smaller Kx), the dust advection
mode takes over, while for a large enough Kx growth is no longer
possible, as the dust-density contribution (solid orange curve)
crosses the stabilising contribution of the drift velocity (solid
green curve). It is worth noting that this stabilising effect is not
present in the terminal-velocity approximation, where the drift
velocity is determined by the pressure gradient only, and as a
result the terminal-velocity approximation shows growth up to
much larger wave numbers (Lin & Youdin 2017; Paardekooper
et al. 2020).

The polydisperse case with ∆ = 0.3 follows the monodis-
perse results closely for the drift perturbation (solid and dashed
green curves in Fig. 3). The only significant difference between
polydisperse and monodisperse cases occurs around the reso-
nance in the dust density perturbation. Only when the resonance
is completely out of the integration domain is growth possible
again. This is because of the stabilising effect of the contribution
of the resonance (see Eq. (57)). In other words, growing modes
exist when

ω0 − kxu(0)
x (τs) = −k̂zκ − kx∆u(0)

x (τs) < 0 (58)

for all τs in the size distribution. Since ∆u(0)
x ≈ −2ητs for small

St and µ, this translates to kx > k̂zκ/(2ητs). For the parameters of
Fig. 3 (St0 = 0.1, ∆ = 0.3 and Kz = 0.8), we find that for Kx >
2.32 the resonance is completely out of the integration domain,
which agrees with the point where the dashed blue curve cuts off
on the left.

The monodisperse SI disappears for large Kx because the
stabilising contribution of the perturbation in drift velocity
overtakes the destabilising contribution of the dust density per-
turbation. This is where the green and orange curves cross in
Fig. 3. The limiting Kx can be quantified by first focusing on
the monodisperse case. The full expression for ω1 from eigen-
value pertubation theory is not very enlightening, but we can
gain some insight into the limit of small τs, where we ignore
terms that are quadratic in τs:

ω1

µ
=

kx(2Ωi∆u(0)
y ± k̂zκ∆u(0)

x )
2ω∆

[1 + 3iτsω∆]

− ω∆ − iτsω
2
∆ −

iκ2

2
(1 + k̂2

z )τs ± k̂zκ(1 + 2iτsω∆); (59)

here, ω∆ = ±k̂zκ − kx∆u(0)
x . The first term on the right is due to

the dust-density perturbation, while the rest of the terms are due
to the perturbation in relative velocity.

If we focus on the imaginary part of ω1, plugging in the
expression for ω∆, we have:

ℑ(ω1)
µ
=

kxΩ∆u(0)
y

±k̂zκ − kx∆u(0)
x

±
3τskxk̂zκ∆u(0)

x

2

− τsk2
x∆u(0)

x
2
−

(1 − k̂2
z )κ2τs

2
. (60)

For small St, ∆u(0)
y = κτs|∆u(0)

x |/2,we have the following:

2ℑ(ω1)
κ2τsµ

=
Ω

κ

kx|∆u(0)
x |/κ

kx|∆u(0)
x |/κ ± k̂z

∓ 3k̂zkx|∆u(0)
x |/κ

− 2k2
x |∆u(0)

x |
2/κ2 − (1 − k̂2

z ). (61)

We have zero growth (i.e. ℑ(ω1) = 0) when

±
Ω

k̂2
z κ
+ 2q3 ± 5q2 + 2q ∓ 1 = 0, (62)

with q = kx |∆u(0)
x |

κk̂z
. If we take the Keplerian case κ = Ω, we find that

in the limit k̂z → 1 the relevant solution has q = 2, which makes
the limiting horizontal wavenumber Kx = 10, which agrees with
the location of the right edge of the region of growth towards
large Kz in Fig. 1. While this edge roughly follows the constant
q curve, which has the same shape as the resonance condition,
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deviations start to occur at smaller Kz. At Kz = 0.8, the case
studied in Fig. 3, q = 2 corresponds to Kx = 2.8, while the edge
of the region of positive growth rates is located at Kx = 3.5, as
correctly predicted by the solution of the cubic Eq. (62). This
means that we are far enough away from the resonance to use
regular perturbation theory to predict the edge of growth.

In the polydisperse case, we have an integration over stop-
ping time:

ℑ(ω1) =
1

ρ(0)
g

κ4k̂2
z

2k2
x

∫
σ(0)q

[
q

q ± 1
∓ 3k̂2

z q − 2k̂2
z q2 − 1 + k̂2

z

]
dq,

(63)

where we again took κ = Ω and used ∆u(0)
x = −2ητs to make

the integration over q rather than τs. The condition that growth
vanishes is now given by an average over the size distribution
for all terms. For the particular size distribution Eq. (56), the
limiting wave number is very close to the monodisperse case
(see Fig. 3). For size distributions that are dominated by larger
(smaller) stopping times, the limiting wave number will move
to the left (right). Hence, including larger stopping times in the
size distribution makes it more difficult for the SI to survive in
the polydisperse case.

A reasonable approximation to the maximum growth rate
in the polydisperse case with size distribution Eq. (56) can
be obtained by taking the growth rate of the corresponding
monodisperse case, but at the wave number where the resonance
is just outside the integration domain. In Fig. 3, this corresponds
to Kx = 2.4. We find that

ℑ(ω1)
Ω
=
µSt0

2

1 − ∆
∆
+

k̂2
z

1 − ∆

(
4 − ∆ −

2
1 − ∆

) . (64)

For ∆→ 0, the first term in square brackets blows up because we
are approaching the resonance, rendering the analysis invalid.
For ∆ → 1, the last term dominates, stabilising the flow. For
intermediate values of ∆, the term in square brackets is O(1), and
we find a growth rate ofℑ(ω1)/Ω ∼ µSt0, which is a factor of

√
µ

lower than in the monodisperse case (Squire & Hopkins 2018b).
Growth is no longer due to the resonance, but due to a regular
perturbation of an inertial wave. From the approximate relation
Eq. (64), we find that this intermediate regime is bounded by
∆ < 0.5.

As with the acoustic drag instability (see Paper I), for size
distributions that are narrow enough the quasi-monodisperse
regime exists, whereby the system acts as if the dust is monodis-
perse. How narrow the size distribution needs to be for this to
happen is illustrated in Fig. 4. The wave numbers are chosen
such that we are at the resonance in the monodisperse case, and
towards smaller values of ∆ it is clear that growth rates are ∝

√
µ.

For wider size distributions growth vanishes at the location of
the resonance up to ∆ = 0.4, at which point we do not see any
growth even for µ = 0.1. Since the real part of the monodisperse
frequency perturbation is given by k̂z

√
µ/2Ω (Squire & Hopkins

2018b), we find that the quasi-monodisperse regime exists for

∆ <
k̂z
√
µ

2
√

2KxSt0
. (65)

If we restrict ourselves to the resonance corresponding to St0,
this becomes

∆ <

√
µ

2
. (66)

Fig. 4. Growth rates of SI with St0 = 0.1 and varying width of the size
distribution at Kx = 2 and Kz = 0.85, which in the monodisperse case is
the location of the resonance.

In Fig. 4, this corresponds to where the curves are horizontal.
So while the quasi-monodisperse regime is more accessible for
smaller stopping times and smaller horizontal wave numbers, the
condition for resonant growth only depends on the dust-to-gas
ratio (see Eq. (66)). This agrees with the work of Paardekooper
et al. (2020), whose case with µ = 0.5 and a wide size dis-
tribution showed no growth at resonant wave numbers (their
Fig. 5).

3.3. Summary

The resonance that gives rise to the SI in the monodisperse
regime is an enemy of polydisperse growth. Only for very nar-
row size distributions do we recover the monodisperse regime
(see Eq. (66)). For slightly wider size distributions, integrating
over the resonance regularises the perturbation, making the SI
no longer an RDI. Despite the stabilising effect of the resonance,
a band of unstable wave numbers can persist for size distribu-
tions of moderate width, with growth rates of ∼µSt0 that are
non-resonant. From Eq. (64), for this band to persist for all k̂z
requires ∆ < 0.5. For wide size distributions including particles
of very small Stokes numbers the SI switches off completely for
µ ≪ 1, an effect that is captured in Eq. (64). Therefore, the poly-
disperse, low-µ SI is unlikely to play a role in realistic settings
of planet formation. The non-resonant, high-µ variant of the SI,
which we do not study here, is more promising in the polydis-
perse regime, if the size distribution is favourable (McNally et al.
2021).

4. Settling instability

We now let z0 , 0 and study the settling instability. While the
streaming instability has received more attention in the context
of planet formation, the settling instability is interesting for sev-
eral reasons: it generally grows faster than the SI and can grow
fast in the RDI regime of µ ≪ 1, and growth rates can be inde-
pendent of stopping time (Squire & Hopkins 2018b). Moreover,
it does not seem to be affected by the existence of a distribution
of dust sizes, and convergence with the number of dust species
is much more easily achieved than for the SI (Krapp et al. 2020).
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Fig. 5. Top panel: growth rates for monodisperse settling instability with
St = 0.1, µ = 0.0001 and z0/H = 1. Bottom panel: d logℑ(ω)/d log µ at
µ = 0.0001.

We start off by setting z0 = H = c/Ω, where H is a measure
of the vertical thickness of the gas disc. This is also the value
considered in Krapp et al. (2020). We note that this implies a
settling velocity that is larger than the radial drift velocity by
more than an order of magnitude:

∆uz

∆ux
≈

z0Ω
2τs

2ητs
=

z0

H
cΩ
2η
≈ 16

z0

H
, (67)

where in the last step we used our choice of η/(cΩ) = 10−3/2. We
also work with a lower than usual dust-to-gas ratio, µ = 10−4.
This is because the higher growth rates of the settling insta-
bility lead to higher values of µ yielding perturbations in the
eigenvalues that are no longer small (basically because z̃0 ≫ 1).
Choosing such a small value of µ ensures that we remain safely
in the regime where resonant drag theory is fully valid.

In Fig. 5, we show growth rates for the monodisperse DSI
with St = 0.1. The resonance clearly stands out as the red curve
with the highest growth rates (a similar pattern was shown in
Krapp et al. (2020) for St = 0.01), which even for µ = 10−4 easily
reach ℑ(ω)/Ω = 0.01. In the bottom panel of Fig. 5, the res-
onance stands out as the white curve, showing slower growth
with µ compared to the red regions of regular (non-resonant)
perturbations.

Towards the bottom of Fig. 5, the white curve splits into
two branches. This becomes more obvious in this wave-number
range if we consider smaller values of z0. In Fig. 6, we show
growth rates for St0 = 0.1 and µ = 10−4, which are similar to

Fig. 6. Growth rates for settling instability for µ = 10−4 and z0/H =
0.001. Top panel: monodisperse with St = 0.1. Bottom panel: polydis-
perse with St0 = 0.1 and size distribution width ∆ = 0.5.

those of Fig. 5 but at z0/H = 0.001. The top panel shows results
for the monodisperse case, and the resonant branches show up
as white regions of high growth. The bottom branch, which is
barely visible in Fig. 5 and not shown in Fig. 1 of Krapp et al.
(2020), is the branch that in the limit of z0 → 0 gives rise to the
streaming instability. Towards small Kz, it already maps onto the
SI resonant location seen in Fig. 1, but we note that the growth
rates are lower due to the smaller µ value considered in Fig. 6.

In the bottom panel of Fig. 6, the polydisperse case with a
constant size distribution and St/St0 ∈ [0.5, 1.5] is considered.
Here, we see that the SI branch suffers its usual fate of quenching
under a size distribution. As in the pure SI case, integrating over
the resonance destroys growth. On the other hand, the resonance
due to settling survives a size distribution. In this case, since it is
the other inertial wave that creates the resonance, the resonance
has a positive contribution to growth in the polydisperse case.
This can be seen from Eq. (55), as the vertical settling is in res-
onance with the inertial wave that has the opposite frequency
to the radial drift. As a result, this branch survives relatively
unscathed, even for rather wide size distributions.

This is further illustrated in Fig. 7, where we return to
z0/H = 1 and fix Kz = 0.2. From Fig. 5, we see that for this
value of Kz we cross two resonances at Kx ≈ 0.3 and Kx ≈ 3. In
the latter case, the two branches of resonance come together into
what was called the double resonant angle in Squire & Hopkins
(2018b), which is the subject of the next subsection. The reso-
nance at Kx ≈ 0.3 is only active for z0 , 0, and in Fig. 7 the
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Fig. 7. Growth rates for the DSI with z0/H = 1 and St0 = 0.1, at
fixed vertical wavenumber Kz = 0.2. Solid curves: µ = 10−4, dashed
curves: µ = 10−3. Different colors indicate different widths of the size
distribution.

blue curves, indicating the monodisperse case, clearly show the
growth-rate peak at the resonance. Moreover, when changing
the dust-to-gas ratio by a factor of ten (solid vs. dotted curves),
growth at the resonance only changes by a factor of

√
10, which

is the hallmark of a resonant drag instability.
The polydisperse cases shown in Fig. 7 have a constant size

distribution with St/St0 ∈ [1 − ∆, 1 + ∆], as usual. For ∆ = 0.1,
the resonance can still be identified, but for ∆ = 0.5 it is smeared
out considerably. Importantly, growth rates are now everywhere
∝ µ: even for a relatively narrow size distribution with ∆ = 0.1,
there is a difference in growth rate of a factor of ten between the
solid and dotted orange curves. This shows that the perturbation
is now regular, that is, no longer resonant. Furthermore, from
Eq. (55) we expect the following contribution of the resonance:
∝ 1/∆; this agrees with the differences between ∆ = 0.1 and ∆ =
0.5 around Kx = 0.3.

The difference in maximum growth rate around the reso-
nance between the monodisperse case and the polydisperse case
will therefore strongly depend on µ, since the former scales as
√
µ and the latter as µ. In Fig. 7, for µ = 10−4 the maximum

monodisperse growth rate is a factor of 20 higher than the poly-
disperse case with ∆ = 0.5, but for µ = 10−3 it is only a factor of
5.5 higher.

Further experiments with narrower size distributions showed
that for ∆ < 0.01 we enter the quasi-monodisperse regime for
µ = 10−4. This is consistent with the requirement ∆ ≲

√
µ, which

is similar to the SI (see Eq. (66)).

4.1. Double resonance

One of the interesting features of the DSI is that growth rates
approach infinity at the double resonant angle where k · ∆u = 0.
This is where the two resonant branches merge, as seen in the
top panel of Fig. 6.

If we want the resonance to behave in a quasi-monodisperse
fashion, we again need the spread in k · ∆u due to the size distri-
bution to be much smaller than the perturbed gas-wave velocity,
which for the double resonance is ωmono/Ω = −(2StµKx)1/3/2
(Squire & Hopkins 2018b). In the limit of µ → 0, the relative

Fig. 8. Limiting width of a constant size distribution with St/St0 ∈ [1 −
δ, 1 + δ] (see Eq. (72)) for different central Stokes numbers and dust-to-
gas ratios.

velocities are

∆ux = −
2η
Ω

St
1 + St2

, (68)

∆uz = Ωz0St. (69)

If we take a narrow size distribution with St/St0 ∈ [1 − δ/2, 1 +
δ/2], we find that to the first order in δ, we obtain a spread of

∆(k · ∆u)
Ω

=

Kzz̃0St0 − 2Kx
St0

1 + St20

 δ + 4KxSt30δ

(1 + St20)2
. (70)

The term in square brackets is zero at the resonant Stokes
number St0. For a narrow size distribution, δ ≪ 1, one can
develop a series in δ, with the monodisperse result given by
ωmono. In order to stay close to the monodisperse regime, that
is, quasi-monodisperse, we require integrals of∫

σ(0) f (St)
ωmono − k · ∆u(0) dSt, (71)

to form a converging series in δ. With the help of Eq. (70) and
the expression for ωmono evaluated close to St0, we easily find
that we need

δ ≪

1
3
+

8KxSt30(
1 + St20

)
(2St0µKx)1/3

−1

. (72)

The quasi-monodisperse case is most easily reached for small
Kx, a low Stokes number, and a high dust-to-gas ratio. Some
examples are shown in Fig. 8. When δlim ∼ 1, growth rates at
the double resonance will be unaffected, even by a wide size dis-
tribution. As discussed in Squire & Hopkins (2018b), the double
resonance only plays a role for

K >

(
π
2 − |θres|

)3

µSt
, (73)

where θres = arctan(∆uz/∆ux) is the double resonant angle. This
is the wave number where the curves in Fig. 8 are cut off on the
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Fig. 9. Growth rates for DSI at z0 = H, St0 = 0.1 and Kz = 100. Dif-
ferent colours indicate different widths of the size distribution, and we
consider µ = 10−3 (solid curves) and µ = 10−2 (dashed curves). The
location of the double resonance in the monodisperse regime, in the
limit µ = 0 and St→ 0, is at Kx ≈ 1580.

left. From the figure, we see that the smaller Stokes number setup
never leaves the quasi-monodisperse regime: we expect to see
similar growth rates for polydisperse dust to the monodisperse
case, even for relatively wide size distributions. Due to the strong
Stokes number dependence of Eq. (72), the situation is very
different for St0 = 0.1. For µ = 10−4, the quasi-monodisperse
regime is out of reach for wide size distributions for all wave
numbers, while for µ = 10−2 it is attainable only for small Kx.
Importantly, the DSI shows highest growth rates for large Kx
(Squire & Hopkins 2018b).

We show numerically calculated growth rates around the
double resonance in Fig. 9. The blue curves, indicating monodis-
perse results (which are a factor of ten apart in µ) show a
difference of a factor of ten in the growth rate at the left end of
the plot, indicating non-resonant growth. At the growth peaks,
they only differ by a factor 2.17 ≈ 101/3, clearly indicating
growth ∝ µ1/3 at the double resonant angle.

If we take a size distribution with Stokes numbers between
St0(1 − ∆) and St0(1 + ∆) and ∆ < 1 (but not necessarily small),
from Fig. 8 we expect the quasi-monodisperse regime to be
confined to ∆ ≲ 0.1 at Kx ≈ 1500. Indeed, the narrow size dis-
tribution with ∆ = 0.01 (orange curve in Fig. 9) closely follows
the monodisperse case around the resonance (but not towards the
non-resonant regime at the left end of the figure). A wider size
distribution with ∆ = 0.7 (green curves in Fig. 9) still shows the
highest growth rates close to the resonant location, but growth is
reduced compared to the monodisperse case, and it is no longer
∝ µ1/3. In fact, it appears that the maximum growth rate is ∝ µ1/2,
but further work is necessary to establish the exact dependence
on µ.

It should be noted that the high wave numbers that are the
domain of the double resonance can be problematic for the
fluid approximation for the dust. Moreover, they are particularly
susceptible to viscous damping, which we explore below.

4.2. Gas viscosity and dust diffusion

We finally add gas viscosity and dust diffusion to the prob-
lem, in the same way as in McNally et al. (2021), following the

formulation of Chen & Lin (2020). As mentioned in McNally
et al. (2021), this model does not capture turbulent clumping, or
the effect of dust on gas turbulence, but only represents average
effects of the turbulence. With this in mind, we show growth
rates for the DSI for z0 = H and µ = 10−4 for varying levels of
viscosity in Fig. 10.

From the inviscid case (leftmost panels in Fig. 10), we see
the disappearance of the SI branch of the resonance and the
smearing out of the DSI-related resonance. Towards larger Kx,
we see that the double resonance is far less affected, indicating
that the maximum growth rate in the polydisperse regime will be
comparable to the monodisperse case.

If we start to increase gas viscosity and associated dust dif-
fusion, we see that the double resonance disappears first (middle
panels of Fig. 10); this is due to the fact that it is confined to
high wave numbers and therefore more susceptible to diffusion.
This is also where the maximum growth rate starts to differ
between the monodisperse and polydisperse case. For α = 10−5,
the difference is almost an order of magnitude.

4.3. Numerical convergence in the DSI

A different approach than that presented in Paardekooper et al.
(2021) to solving roots of the dispersion relation Eq. (B.13),
which involves integrals over stopping time, is to first discretize
the back-reaction on the gas:

i

ρ(0)
g

∫
σ(0)

τs

[
∆u(0) σ̂

σ(0) + û − v̂
]

dτs ≡

∫
f (τs)dτs

≈
∑

n

f (τs,n)wn, (74)

with nodes τs,n and weights wn. For wide size distributions, it is
convenient to perform the integral in log space. There is further
freedom in choosing equidistant nodes (Krapp et al. 2019, 2020),
or Gauss-Legendre nodes. For N integration nodes, we end up
with a straightforward eigenvalue problem with matrix size (4 +
4N) × (4 + 4N), which can be solved using standard methods.
This was termed the ‘direct solver’ in McNally et al. (2021).

Krapp et al. (2019) and Paardekooper et al. (2021) showed
that for the streaming instability, in large regions of parameter
space this method fails to converge, or converges very slowly
with N. For N ≳ 4000, the problem quickly becomes computa-
tionally intractable. The problem can be traced to the nastiness
of the integrand (Paardekooper et al. 2021) that is close to sin-
gular. Not only does that mean that linear growth rates are more
difficult to obtain, there is a danger that numerical simulations
(that cannot afford to have 10 000s of dust species) will pick up
spurious growing modes that come to dominate the simulation.

In Krapp et al. (2020), it was shown that the situation looks
better for the settling instability: the maximum growth rate over
a range of wave numbers (kx, kz) ∈ 2π[1, 1000]/H converges
for N ≳ 32 with µ = 0.01 and z0/H = 1. Here, we present
some additional numerical experiments and some more details
on where and when we can expect fast convergence.

In the left panel of Fig. 11 we show growth rates calculated
using the direct solver with N = 100. This panel can be com-
pared to the bottom left panel of Fig. 10. It is obvious that there is
a lot of numerical noise, in particular towards the lower left part
of the figure. The dotted structure around Kx = Kz = 0.5 are arte-
facts resulting from integrating over the DSI-related resonance.
We also note that the streaming instability branch is present, even
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Fig. 10. Growth rates for µ = 10−4 and z0 = H for different levels of viscosity. The top row shows monodisperse results; the bottom row polydisperse
ones with a wide size distribution (∆ = 0.99).

Fig. 11. Left: growth rates for µ = 10−4 and z0 = H, calculated with N = 100 discrete dust sizes sampling a size distribution with ∆ = 0.99. Right:
convergence with N close to double-resonant angle with Kx = 16 007 and Kz = 1000 for ∆ = 0.1 and ∆ = 0.99.

though it should not be (see Fig. 10). This is again due to integra-
tion errors over the resonance (Krapp et al. 2019; Paardekooper
et al. 2021).

In the right panel of Fig. 11, we show a convergence study at
fixed wave numbers around the double resonant angle. For a rela-
tively narrow size distribution, convergence is obtained even for
N = 10, while for the wider size distribution, numerical errors
prevent convergence. It seems as though the amplitude of the
noise goes down with N, so perhaps convergence can be reached
at much larger N than that considered here.

The situation improves if we increase the dust-to-gas ratio
to µ = 0.01. In particular, this takes the double resonant angle
into the quasi-monodisperse regime, which is easier for standard
integration methods to deal with. A case similar to that of Fig. 12
was studied in Krapp et al. (2020) (their Fig. 2), which showed
that the maximum growth rate converges for N ≥ 32. They used

a different size distribution, but we also find that the maximum
growth rate, which occurs towards the double resonant angle at
the highest Kx, does not change significantly upon increasing N.
However, the top panel of Fig. 12 shows numerical artefacts for
smaller Kx, similar to those seen in Fig. 11. Again, these are
caused by integrating over the resonance using a method that
is not suited to dealing with near-singularities. This is something
to be aware of in numerical simulations of the DSI; as is the case
for the SI, spurious modes may grow, albeit more slowly than the
double resonant modes if these are present.

4.4. Summary

The polydisperse settling instability differs from the polydis-
perse streaming instability in two important ways. First of all,
the resonant branch associated with the settling velocity gives a
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Fig. 12. Growth rates for DSI with µ = 0.01, St0 = 0.1, and a con-
stant size distribution with ∆ = 0.99. Top panel: calculation using direct
method and 32 dust species equidistant in log space. Bottom panel: cal-
culation using method of Paardekooper et al. (2021).

positive contribution when integrated over. This means that,
unlike the SI, the polydisperse DSI survives in the limit of
µ ≪ 1. Integrating over the resonance regularises the perturba-
tion such that the growth rate becomes ∝ µ, rather than ∝

√
µ as

in the monodisperse case.
Second, at the double resonant angle, growth can be less sen-

sitive to having a size distribution, at least for maximum Stokes
numbers that are much smaller than unity (see Fig. 8). In those
cases, the perturbation to the gas wave is strong enough that the
instability remains in the quasi-monodisperse regime. Unfortu-
nately, as the double resonance is confined to relatively large
wave numbers, it is more susceptible to diffusion.

5. Discussion and conclusion

We present linear calculations of two resonant drag instabilities
in the polydisperse regime that are thought to be important in
protoplanetary discs: the streaming instability and the settling
instability. The results can provide a starting point for non-linear
simulations, which will in the end determine if these instabilities

lead to clumping and planetesimal formation, for example (e.g.
Krapp et al. 2020). We will consider this in a forthcoming paper.

Several important simplifications were made to make the
problem tractable. First of all, we have only considered the limit
µ ≪ 1. It is important to note that this is not the regime usually
studied for the SI, where it is usually assumed that dust settling
has led to a dust-to-gas ratio of the order of unity, for example.
This regime was studied in the polydisperse case in Krapp et al.
(2019), Zhu & Yang (2021), and McNally et al. (2021), among
others. For µ ≪ 1, the SI is a resonant drag instability, while it
changes character for µ > 1 (Squire & Hopkins 2018b). By keep-
ing µ ≪ 1, we can make firm contact with RDI theory, leading
to a deeper understanding of the polydisperse SI.

We have only considered very simple (i.e. constant) size dis-
tributions. The dependence of the form of the size distribution on
the growth rates is different for each instability. Since the contri-
bution of the resonance to the SI is negative, and the dust density
contribution to the growth rate is dominated by the resonance, it
is virtually impossible to pick a size distribution that leads to
growth. Basically, one would have to exclude the ‘resonant size’
completely from the size distribution. For larger values of µ, the
resonance is less dominant, and there the form of the size distri-
bution can have an impact (McNally et al. 2021). A similar story
holds for the DSI, but in a positive way: since the contribution of
the resonance is positive, it will be hard to find a size distribu-
tion that reduces the growth rates significantly compared to the
constant size distribution considered here. For reference, for the
acoustic drag instability, the contribution of the resonance can
be positive or negative, depending on the asymmetry of the size
distribution with respect to the resonant size (see Paper I).

It may seem paradoxical that to see growth for the PSI,
the corresponding resonant size needs to be excluded from
the size distribution, even though the resonance is responsible
for growth in the SI. The following thought experiment might
help clarify why this is the case. Let us consider the monodis-
perse streaming instability at wave number kmono, Stokes number
Stmono, and eigenvalue ωmono ≈ ωinertial = kx,monov

(0)
gx − k̂z,monoκ.

Take the wave number to meet the resonant condition so that
ωinertial = kmono · u(0), and the dust-to-gas ratio to be µmono ≪ 1.
Now add a polydisperse component with µpoly ≪ µmono. Because
µpoly ≪ µmono, the polydisperse component is not able to appre-
ciably change the eigenvalue from ωmono. Now consider the size
density perturbation in the polydisperse component:

σ̂

σ(0) =
kmono · û

ωmono − kmono · u(0) . (75)

This term, multiplied by ∆u(0), enters the back-reaction b̂ under
the integral sign, and is the main driver of instability. Assume
for the sake of argument that kmono · û > 0 for all St. The
denominator is

ωmono − kx,monou(0)
x ≈ −k̂z,monoκ + 2ητskx,mono, (76)

which is an odd function of τs around the resonant stopping time.
This means that Stokes numbers smaller than Stmono will pro-
vide a positive contribution to the back-reaction (we note that
the multiplication with ∆u(0) changes the sign), while Stokes
numbers greater than Stmono will give a negative contribution
to the back-reaction. The closer to the resonance, the stronger
these contributions are. This means that, on one side of the res-
onance, Stokes numbers arbitrarily close to the resonance have a
strongly negative effect on the growth rate of the instability, even
though growth is caused by the monodisperse component at the
resonance.
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The reason for this apparent paradox is that the polydisperse
component is forced at the wrong frequency everywhere except
exactly at the resonance. The total effect of the polydisperse
component can be found by integration over the size distribution.
Whether the resonance has a positive or negative contribution
now crucially depends on the numerator in the size-density per-
turbation Eq. (75) and its dependance on the Stokes number. This
causes the difference between the SI resonance and the DSI res-
onance, where in the case of the SI the resonance damps growth,
and in the case of the DSI it promotes growth. In reality, we do
not have dust made up of a dominant monodisperse component
and a polydisperse component of negligible mass, but the issue
remains that most of the polydisperse dust will be forced at the
wrong frequency.

A very important simplification is that we have considered
only unstratified shearing boxes. For the SI, this restricts the
analysis to close to the mid plane, while for the DSI it means
that we can only consider timescales that are short compared to
the settling time. The fully stratified case is more complex to
deal with, because setting up an equilibrium requires including
a turbulence model to keep the dust from settling (Lin 2021). An
unstratified model can be used to delineate effects of diffusion –
but it is clear that future models should include stratification – to
bring linear results in closer contact with numerous non-linear
simulations (see e.g. Li & Youdin 2021; Klahr & Schreiber 2021;
Lim et al. 2024, for recent results).

We only considered a very simple drag law with constant
stopping time. A more general form of Epstein drag was given
in Hopkins & Squire (2018), where the stopping time depends
both on gas density and relative velocity between gas and dust.
For the two instabilities discussed in this paper, the streaming
instability and the settling instability, gas-density perturbations
are almost absent: a common approximation is that the gas is
in fact incompressible (e.g. Youdin & Goodman 2005; Squire &
Hopkins 2018b). Furthermore, for drift velocities that are highly
subsonic, corrections to the stopping time due to the relative
velocity are very small. For the streaming instability, it is def-
initely safe to take the stopping time to be constant. The same
is true for the settling instability as long as the Stokes numbers
remain much smaller than unity.

The thermodynamics of the disc was modelled in a simple
way, assuming the gas is isothermal. More realistic models were
considered in Lehmann & Lin (2023), which showed that in
many cases, the DSI can be stabilised by vertical buoyancy, while
new instabilities can arise as well. How these effects interact
with dust-size distribution remains to be explored.

Given that the contribution of the resonance to the back-
reaction integral is different for the three instabilities considered
so far, it would be interesting to explore different resonant
instabilities (Squire & Hopkins 2018b) with a size distribu-
tion. The three instabilities studied here lead to three different
categorisations:

– The resonance gives a negative contribution to the growth
rate (SI).

– The resonance gives a positive contribution to the growth
rate (DSI). A wide size distribution makes the perturbation
regular rather than singular.

– The contribution of the resonance can be positive or negative
depending on the size distribution (ARDI, see Paper I). The
resulting perturbation is regular for wide size distributions.

Apart from the double resonant angle for the DSI, even very nar-
row size distributions around the resonance lead to non-resonant

behaviour; typically only for ∆St/St0 ≲
√
µ can we expect to

achieve something close to the monodisperse result.
In conclusion, for realistically wide size distributions, dust-

gas instabilities will mostly show non-resonant growth in the
limit µ ≪ 1. The classical streaming instability does not survive
at all in this limit, as the resonance has a stabilising effect. The
settling instability does survive, with growth rates that are very
similar to the monodisperse case, but with a stronger dependence
on µ compared to monodisperse results.
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Appendix A: Governing equations for the inertial
wave RDI

We start from a standard stratified shearing box; Eqs. (1)-(5) with
the appropriate shearing box accelerations

αg = 2ηx̂ − 2Ω × vg − ∇Φtot, (A.1)
αd = −2Ω × vg − ∇Φtot, (A.2)

where the potential Φtot = −SΩx2 + Ω2z2/2 (S is the shear rate
of the disc), and the term involving η is representing a global
radial pressure gradient in the disc:

∂tρg + ∇ · (ρgvg) =0 , (A.3)

∂tvg + (vg · ∇)vg =2ηx̂ −
∇p
ρg
+

1
ρg

∫
σ

u − vg

τs
dτs

−2Ω × vg − ∇Φtot , (A.4)
∂tσ + ∇ · (σu) =0, (A.5)

∂tu + (u · ∇)u = − ∇Φtot − 2Ω × u −
u − vg

τs
. (A.6)

The equation of state for the gas is taken to be isothermal as
usual: p = c2

gρg.
Consider a domain centered on z = −z0 < 03, with vertical

extent Lz ≪ z0, so that we can take the vertical gravitational
acceleration to be constant:

Φtot = −SΩx2 −Ω2z0z = Φ −Ω2z0z. (A.7)

From the vertical component of the dust momentum equation,
we find that the equilibrium vertical drift is

uz − vg,z

τs
= Ω2z0. (A.8)

For the gas, in the vertical direction, hydrostatic equilibrium is
assumed, with a horizontally uniform background density profile

ρ̄g(z) = ρm + ρg,0(z). (A.9)

Hydrostatic balance in the vertical direction then requires

∇p
ρg
= −(1 − µ)Ω2z0. (A.10)

Write ρg(t, x, y, z) = ρ̄g(z) + ρ̃g(t, x, y, z):

∂tρ̃g + ∇ · ((ρ̄g + ρ̃g)vg) =0 , (A.11)

∂tvg + (vg · ∇)vg =2ηx̂ −
c2∇ρ̃g

ρ̄g + ρ̃g
+
ρ̃g

ρ̄g + ρ̃g
Ω2z0ẑ

+
1

ρ̄g + ρ̃g

∫
σ

u − vg

τs
dτs

−2Ω × vg − ∇Φ − µΩ
2z0ẑ , (A.12)

∂tσ + ∇ · (σu) =0, (A.13)

∂tu + (u · ∇)u =Ω2z0 − 2Ω × u −
u − vg

τs
. (A.14)

3 This choice makes the final result consistent with Krapp et al. (2020)

Note that the last term in the gas momentum equation is due
to the term proportional to µ in (A.10). Scale the gas momen-
tum equation by choosing a typical velocity magnitude V , so that
|vg|/V is of order unity:

∂t̂v̂g + (v̂g · ∇̂)v̂g =
2ηLz

V2 x̂ −
c2

V2

∇̂ρ̃g

ρ̄g + ρ̃g
+
ρ̃g

ρ̄g + ρ̃g

Ω2z0Lz

V2 ẑ

+
Lz

V
1

ρ̄g + ρ̃g

∫
σ

û − v̂g

τs
dτs

−
Lz

V
2Ω × v̂g −

∇̂Φ

V2 −
µΩ2z0Lz

V2 ẑ , (A.15)

where v̂g = vg/V , and length and time scales are normalized by
Lz and Lz/V , respectively. The left hand side is explicitly of order
unity. Consider the terms on the right hand side operating in the
vertical direction: pressure, buoyancy, drag, and the pressure cor-
rection (second, third, fourth, and last term on the right hand
side, respectively). Define a small parameter

ϵ ≡
Ω2z2

0

c2

Lz

z0
. (A.16)

This is a measure for the relative gas density variation over the
vertical domain, and if Lz ≪ z0, as it must be, we have that ϵ ≪ 1
as long as z0 ∼ H. In standard Boussinesq analysis, one assumes
that the density variations are due to mixing and are therefore

ρ̃g

ρm
= O (ϵ) ≪ 1. (A.17)

This means that the buoyancy term can be neglected compared to
the pressure term. Note that this is a consequence of the isother-
mal equation of state. By choosing a velocity scale V = Ω2z0τave,
it is possible to make the drag term and the pressure term of the
same magnitude (for µ ∼ 1). Note that this implies that we expect
all gas motions to be very subsonic for Ωz0 ∼ cg.

The non-dimensional version of the continuity equation is

∂t̂ρ̃g

ρm
+ v̂g · ∇̃

(
ρ̄g + ρ̃g

ρm

)
+
ρ̄g + ρ̃g

ρm
∇̂ · v̂g = 0, (A.18)

and because of (A.17) and the fact that ∇̂ρ̄g ∼ ϵρm, we can see
that to lowest order in ϵ, the gas follows the incompressibility
condition, which is, in its dimensional form

∇ · vg = 0. (A.19)

The dimensional gas momentum equation is

∂tvg + (vg · ∇)vg =2ηx̂ −
∇p
ρg
− 2Ω × vg − ∇Φ

+
1
ρg

∫
σ

u − vg

τs
dτs − µΩ

2z0, (A.20)

with the understanding that the background pressure gradient
does not feature in p. These are the equations that are used for
analysis of the SI (with z0 = 0), and the settling instability for
z0 , 0, in which case our equations are identical to those of
Krapp et al. (2020). In addition, we have established that we
expect the gas to behave as an incompressible fluid, also for
z0 , 0.
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Appendix B: Dispersion relation for the inertial
wave RDI

Here, we follow the procedure of Paardekooper et al. (2021) to
get the dispersion relation in matrix form, but with an added
vertical velocity component. We can obtain an expression for
the dispersion relation by eliminating all quantities except v̂g.
Starting from equations (22)-(25), first eliminate the gas density
perturbation through (22):

ρ̂g

ρ(0)
g

=
k · v̂g

ω − kxv
(0)
gx

, (B.1)

and write the gas momentum equation as

Pv̂g +
i

ρ(0)
g

∫
σ̂
∆u(0)

τs
dτs +

i

ρ(0)
g

∫
σ(0) û − v̂g

τs
dτs = 0, (B.2)

where the matrix P is given by

P =


−ωg +

k2
xc2

ωg
2iΩ kxkzc2

ωg

−i(2Ω − S ) −ωg 0
kxkzc2

ωg
0 −ωg +

k2
z c2

ωg

 , (B.3)

with shifted frequency ωg = ω− kxv
(0)
gx . The gas drag terms in the

gas momentum equation (B.2) read:

i

ρ(0)
g

∫
σ(0)

τs

[
∆u(0) σ̂

σ(0) + û − v̂g

]
dτs =∫

K(τs)
∆u(0) k · û

ω − kxu(0)
x − kzu

(0)
z

+ û − v̂g

 dτs,

(B.4)

with kernel K = iσ(0)/(ρ(0)
g τs) and we have used the dust conti-

nuity equation to write σ̂ in terms of û. If we define a matrix V
such that∫
K(τs)

[
∆u(0) σ̂

σ(0) + û − v̂g

]
dτs =

∫
K(τs)

[
V(τs)û − v̂g

]
dτs.

(B.5)

It is easily verified that we need

V = I +
1

ω − kxu(0)
x − kzu

(0)
z


∆u(0)

x kx 0 ∆u(0)
x kz

∆u(0)
y kx 0 ∆u(0)

y kz

∆u(0)
z kx 0 ∆u(0)

z kz

 . (B.6)

We want to get an expression for û in terms of v̂g. The dust
momentum equation (25) gives, after eliminating gas density:(
kxu(0)

x + kzu(0)
z − ω −

i
τs

)
û + iS ûxŷ − 2iΩ × û =

i
k · v̂g

ωg

∆u(0)

τs
− i

v̂g

τs
. (B.7)

Write as matrix equation

A(τs)û = D(τs)v̂g, (B.8)

with

A =

 d 2iΩ 0
i(S − 2Ω) d 0

0 0 d

 , (B.9)

with d = kxu(0)
x + kzu

(0)
z − ω − i/τs, and

D = −
i
τs

I +
i
τsωg


∆u(0)

x kx 0 ∆u(0)
x kz

∆u(0)
y kx 0 ∆u(0)

y kz

∆u(0)
z kx 0 ∆u(0)

z kz

 . (B.10)

Hence û = A−1Dv̂g, which we can use in (B.5) to obtain∫
K(τs)

[
∆u(0) σ̂

σ(0) + û − v̂g

]
dτs =∫

K(τs)
[
V(τs)A−1(τs)D(τs) − I

]
dτsv̂g ≡ Mv̂g. (B.11)

The inverse of A is straightforward to calculate:

A−1 =


− d
κ2−d2

2iΩ
κ2−d2 0

i(S−2Ω)
κ2−d2 −

d
κ2−d2 0

0 0 1
d

 . (B.12)

The dispersion relation is found by plugging (B.11) into (B.2)
and is given by

det(P +M) = 0. (B.13)

This equation can be solved for the eigenvalues ω with the same
tools as presented in Paardekooper et al. (2021).
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