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Figure 1: To explore agent-mediated mimicry, we set up a between-subject experiment, with some within-subject analysis. The
first three steps of the experiment are illustrated here. In the negotiation (A), two participants perform a natural communication
task, during which they are recorded. The mimicry pipeline (B) is applied to the recordings of participants from the negotiation.
Participants’ mimicked verbal and nonverbal behaviours are played back to them (C) in a manner that depends on the
experimental condition (shown on the bottom of the figure). In the baseline condition, participants see the raw video without
any processing. In the idle condition, they see an agent speaking back their audio to them, without any facial mimicry. The
mimic condition has facial mimicry together with the original audio. The full condition has the same facial mimicry as mimic,
but adds voice mimicry on top. We thus explore a range of mimicry.

Abstract
A lack of self-awareness of communicative behaviours can lead to
disadvantages in important interactions. Video recordings as a tool
for self-observation have been widely adopted to initiate behaviour
change and reflection. Seeing oneself in a recording can lead to
negative affect. Forcing an external perspective can lead to cogni-
tive dissonance. Avatars and virtual agents have the advantage that
they can copy a human’s behaviour while potentially avoiding this
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dissonance. To explore the design space of mimicking agents, we
set up a user study where a video baseline is compared to agent-
mediated conditions ranging from idle non-verbal behaviour to
complete mimicry of the voice and face. We show that participants
gain increased self-awareness from seeing themselves mediated
through the virtual agent. We further discuss qualitative observa-
tions for the future design of systems that aid in self-reflection, and
particularly note that partial mimicry seems to be less appreciated
than full mimicry.

CCS Concepts
• Computing methodologies → Speech recognition; Information
extraction; Cognitive science; Theory of mind.
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1 Introduction
Individuals are often unaware of their verbal and non-verbal be-
haviours in communication [11, 30]. Traditionally, a mirror or the
playback function of a camera is used to render people aware of par-
ticularities in their behavioural repertoire. Considerable evidence
exists that self-confrontation bymeans of mirror and playback inter-
ventions can raise someone’s self-awareness of displayed emotions
[1, 51] and non-verbal behaviours [14, 38, 59, 79] – insights that may
eventually lead to behaviour change. Positive effects notwithstand-
ing [14, 38, 59, 79], exposure to mirror and playback interventions
could also be detrimental to a person’s self-image and, for instance,
cause anxiety [59] or decreased self-confidence [31, 39]. Adverse
effects are especially documented among vulnerable groups, in-
cluding people who are low in self-confidence [31]. That is, some
people may experience exposure to direct and raw footage as too
confrontational or uncomfortable, and this may not only apply to
seeing, but also to hearing oneself [32, 33]. Such forms of sensory
distress may be caused by the contrast between the way in which
the voice is heard by others vs. how the individual perceives the
voice herself [32, 81].

In this paper, we look at self-awareness of one’s communica-
tive behaviour when talking to another person. Admittedly, there
are other types of self-awareness that can be affected by therapeu-
tical interventions – for example, being self-aware of one’s own
job performance in nursing [65] or in business [73]. By looking
at communicative behaviours, however, we are able to focus our
design space to look at a field where communicative agents have
an opportunity to help in a novel way.

Given the above, designing interactive systems aimed at increas-
ing self-awareness by means of mirror or playback interventions
is a difficult enterprise. There is a strong need for research and
development of responsible interventions and applications that are
capable of boosting someone’s self-awareness, while being void of
strong triggers of sensory distress. In the present study, we argue
that embodied conversational agents are promising tools for do-
ing so under experimentally controlled circumstances. Embodied
conversational agents are interactive system applications, capable
of communicating eye-gaze, mouth movements and smiles to the
human user. In addition to this, they are capable of audio playback,
which allows for morphing and changing how the agent speaks
before exposing a human listener to the lip-synced audio [4]. Due
to their highly customizable nature – i.e., the wide range of be-
havioural features that may be fully or partially played back to the
human user – embodied conversational agents dramatically open
up the range of possibilities to study the effectiveness of mirror

and playback interventions for increasing self-awareness, and to
explore the effectiveness of design alternatives.

Unlike traditional mirror and recording devices that confront
someone with a full-fledged (unfiltered) version of themselves, em-
bodied conversational agents allow for partial mimicry of someone’s
communicative behaviour, and mediated playback of selective as-
pects of a person’s own behaviour. Because systems like this allow
us full control of how much of an individual’s behaviour we mimic
and how we present it, they are a perfect test-bed for exploring
the design space of non-verbal playback. We aim to explore how
these designs can boost self-awareness; therefore, the present study
explores how various degrees of mimicry of non-verbal and ver-
bal behaviours impact reported self-awareness and behavioural
changes in communication. This is a novel proposition, which, to
date, has not been explicitly formulated or put to the test.

It is not a given that less mimicry is less confrontational in
itself. Excluding certain features of the presented verbal and non-
verbal features may not let our users draw the same conclusions
from seeing it. As such, this paper has two research objectives.
First, we seek to confirm that exposure to mediated (non-)verbal
behaviours has a positive effect on reported self-awareness. Sec-
ond, we explore the behavioural adjustments people make after
receiving feedback about their own conduct. In particular, we are
interested in investigating whether exposure to certain levels of
(non-)verbal behavioural mimicry can be connected to specific be-
havioural adjustments by the people confronted with those forms
of playback. The outcome of this exploration may have important
ramifications for the development of future applications promot-
ing self-awareness, based on mirror and playback interventions.
Such interventions may be more efficient depending on playback
of selected features, and the design implications of partial mimicry
interventions for self-awareness will be addressed in the general
discussion in Section 6.

2 Background
In this section, we will provide a review of the literature on self-
awareness and exposure to (non-)verbal behaviour. We will first
discuss traditional approaches, in which mirrors and video record-
ings are utilised for self-exposure. Then, we move on to prior work
on self-awareness and the voice, which comes with issues relating
to listening to one’s own voice. Third, we highlight the promise of
conversational agents as highly customizable interactive systems,
capable of overcoming some of the pitfalls typically associated with
traditional forms of mediated feedback. In the final section of the
background, we point out how these insights are translated into an
abstracted intervention of partial mimicry for the present study.

2.1 Self-awareness and non-verbal feedback
Promoting self-awareness by exposing individuals to their own
verbal and non-verbal behaviours does not require an agent to be
present. Historically, mirrors were used for such forms of confronta-
tions with the self [43, 71]. In the last 70 years, researchers have
primarily resorted to video recordings for providing mediated feed-
back on, and playback of, one’s (non-)verbal manners and habits
[14, 38, 59, 79]. Importantly, both mirror-based and video-based
approaches simultaneously expose people to themselves and to
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their own communicative behaviours, notably without separation.
This renders it challenging to disentangle effects stemming from ex-
posure to particularities in the person’s verbal and non-verbal com-
munication, and those deriving from self-exposure per se. Among
others, research shows that mirror-based self-exposure can nega-
tively impact someone’s expressivity [43], or lead to unhappiness
in individuals who find it undesirable to clearly or passionately
show their own emotions [71]. A common criticism of mirror-based
pedagogy in dance practice, for example, is that it causes students
to over-focus on what they see in the external mirror image, while
they should also concentrate on how the dance movements feel to
them [23].

Video self-confrontation (VSC) is a common technique to rein-
force or change behaviour in education settings, because it allows
for playback after the depicted behaviour has already taken place
[59]. As such, VSC has a major advantage over physical mirrors,
which can only reflect events as they are happening. Research shows
that VSC interventions are more likely to boost self-awareness than
mirror-based interventions [14, 38, 79]. Due to its playback func-
tionality, VSC is useful as a reminder of behaviours that happened
in the past, to prevent individuals from selectively remembering
only certain parts of their behaviours, or from normalising them
[61]. VSC may also enhance an individual’s self-awareness with
regard to non-verbal behaviours. This benefit to self-awareness is
possible, because VSC is particularly suited for rendering people
aware of previously unnoticed cues in their body language and
behavioural tendencies [50]. This heightened awareness of unin-
tended non-verbal behaviour can potentially help people control
undesired motor behaviours (for an overview, see Manwaring and
Kovach [50]).

On the other hand, the VSC technique may also have detrimental
effects when used incorrectly or with people from specific popu-
lations and vulnerable groups. In general, one major downside of
confronting people with videos that highlight certain aspects of
their own behaviours is that the recordings may ruin someone’s
self-confidence [31, 39]. Research further shows that VSC can in-
duce anxiety [59]. Negative reactions to seeing oneself in video
may interact with cultural and gender factors – i.e., women are
traditionally more sensitive to adverse effects of VSC than men,
especially in the Western world [37]. Bailenson [9] identified a link
between constantly being confronted with oneself, videoconferenc-
ing over the Covid-19 pandemic, and why this was so exhausting
for many people.

2.2 Self-awareness and the voice
People do not only use their voice for verbal communication
(words), but also to communicate nonverbal signals such as pitch,
stress, and other more complicated communicative behaviours [82].
Humans learn from birth onwards to recognise their own voice
[20, 45]. However, the difference between how sound conducts
through bone and how sound conducts through air results in our
voice sounding different to ourselves than it does to others [53].
Despite this, people have proven capable of recognising recordings
of their own voice over those of others’ voices [20]. This seems to
suggest that we learn to recognise our voice not only by pitch, but
also by features not warped by bone conductivity – like prosody,

word choice or amplitude. The speech production systems in the
brain that react to the pitch of one’s own speech can compensate
for small artificial pitch shifts, but will stop reacting for larger pitch
shifts [41]. At least in neurotypical brains [6], these systems have
an expectation for how the own voice should and can sound.

Self-awareness has traditionally been controlled for in psycho-
logical experiments by exposing participants to recordings of their
own voice [21]. In a foundational experiment on self-awareness,
Holzman and Rousey showed that adults tend to display a negative
affective disturbance when listening to recordings of their own
voice [32]. Participants in their study argued that the recording of
their voice sounded unexpected and unfamiliar to them. Yet, the
authors documented that this effect faded with exposure, and was
most intense at the start of playing back the recording [32]. In a
subsequent study, Holzman et al. [33] showed that the strong nega-
tive reaction came back after a break of three months, suggesting
that those who react negatively to hearing their own voice cannot
overcome the negative reaction without frequent exposure.

Research shows that facial expressions are more controllable
than verbal expressions [86]. Zuckerman et al. [86] also argue that
the voice reveals more of the speaker’s internal state than their face.
Correspondingly, children learn to decode emotional cues from
voice before they learn to do so from the face [16]. Moreover, liars
are more easily spotted by analysing their voice than by reliance
on facial expressions [7]. If the voice is harder to control than the
face, lasting change in the voice should thus be harder to achieve
than lasting change in the use of the face.

2.3 Conversational agents and (self-) awareness
Conversational agents, as well as embodied conversational agents,
are increasingly deployed across a wide range of domains to assist
people in fulfilling their needs and preferences, and alleviating
their problems [44]. Making people more aware of critical habits,
patterns and behaviours is a crucial aspect of these applications.
Examples include mediated assistance in behaviour change, such
as offering decision support on dietary adjustments after a diabetes
diagnosis [72], or supporting people to quit smoking [5]. Recent
applications also include conversational agents that are designed to
use mediated feedback on (non-)verbal behaviour to teach people
to become better in emotion regulation [34] or supporting people
in the autism spectrum to improve their social skills [75]. In the
same way that VSC and mirrors can promote awareness of body
posture, interacting with agents that position themselves in ways
similar to the human can promote self-awareness in the human
[17].

Previouswork has shown that we generally prefer conversational
agents that display non-verbal behaviours that resemble those we
perform ourselves. These similarity effects hold for body language
[49], facial expressions [58, 60] and speech features [74, 78]. The
similarity effect is even documented for uncontrollable facial fea-
tures like pupil size alignment between conversation partners as
they agree with each other [64]. It follows that a preference of
similar features does not necessarily imply that people are aware of
their own (non-)verbal behaviours – the preference could be sub-
conscious, even for features that are controllable. Indeed, people
prefer avatars in virtual reality (VR) that mimic eye and mouth
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movements to those that do not, even if they can’t tell exactly what
the difference was between the two [40].

Conversational agent technologies are highly customizable,
which dramatically increases the range of possibilities to study
and design the impact of exposure to (non-)verbal behaviour on
self-awareness. Customization essentially implies that a selective
number of aspects of the self (rather than all of those aspects) may
be included in the behavioural playback intervention. This is an im-
portant improvement over traditional mirror and VSC applications,
which – out of technical necessity – are forced to rely on a 100%
accurate representation of the (mirrored or recorded) self. Conver-
sational agents, in contrast, allow formediation or abstraction
of non-verbal feedback – i.e., the filtering out of certain aspects
of the self that may trigger undesired effects. Research shows that
people, even when mediated non-verbal behaviour is not entirely
accurate, still can competently over-express with the features that
are present to compensate for those that are missing [42]. This
means that mediation of non-verbal expression need not be perfect
for effectiveness; users can learn to focus on those behaviours that
are there, if they even notice the difference [40]. This has important
ramifications for the design and implementation of behavioural
interventions for the promotion of self-awareness that are based
on partial (mediated) mimicry.

2.4 The present study
Motivated by the theoretically recognised link between self-
awareness and exposure to one’s (non-)verbal behaviour described
above, and the possibilities for customization that are nowadays
available in conversational agents, we developed a novel playback
intervention, in which the amount of behavioural mimicry of verbal
and non-verbal features could be varied. We apply facial mimicry
as used by Kimmel et al. [40], Pourebadi and Riek [63], both of
which applied facial features captured from a human face onto
virtual agents with various methods of distortion. This mimicry is
combined with self-awareness measures like those used by Choi
et al. [17], who measured users’ feelings of closeness to a remote
partner via self-monitoring and perceived closeness. These factors
combine to create a novel intervention.

Unlike earlier research that hid the fact that the agent was mim-
icking its user from that user, we made it explicit to our participants
that the agent was reproducing their communicative behaviours.
First, this circumvented issues regarding the nature, motivation and
potential artificiality of (non-)verbal gestures observed or changed
after exposure to the mimicking agent [66]. Second, this enabled
us to treat our mimicry intervention as a mechanism for deliberate
feedback delivery. In doing so, we sought to meet two research
objectives: (1) replication of the positive association between play-
back interventions and self-awareness, and (2) exploring what be-
havioural adjustments people would make after being confronted
withmimicry-based playback. A user studywas developed, inwhich
we put the degree of verbal and non-verbal behaviour a participant
was exposed to under experimental control. This set-up enabled
us to gain first insights into which type of mimicry may be most
efficient in boosting self-awareness, which behavioural adjustments
may be observed, and which specific personal features to which
the human reacts negatively are filtered out in those cases.

Consent,
demographics, self-

control and self-
monitoring

questionnaires

Calibration video:
determine

participants' gaze
maxima in cardinal

directions

First negotiation:
aerospace topic

Mimicry pipeline runs
on recordings from

first negotiation

Self-assessed
dominance

questionnaires

Video round:
participants watch

mimicry of
themselves and

partner

Questionnaires on
recognition

Second negotiation:
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Self-control and self-
monitoring
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3-7 min 2-10 min

A

B

C

Figure 2: An illustration of the steps involved in our experi-
ment and the approximate time taken for each step. The A,
B and C labels mark the boxes that correspond to the steps
seen in Figure 1.

3 Method
To explore the effect of agent-mediated mimicry on self-awareness,
facial expressions and voice usage, we set up a between-subject
experiment where participants performed two negotiations on pre-
determined topics in pairs. After our participants had performed
the negotiation task once, but before they negotiated for the second
time, they viewed an experimentally controlled recording of their
face and voice during the negotiation. There were four conditions,
each corresponding to a different level of mediation for the feedback
videos the participants would see (see Section 3.2). Our participants
then performed a second negotiation after having viewed the video
of themselves and their participant. We experimentally measured
the effect of having viewed the videos on the second negotiation. As
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detailed in Section 3.4, we relied on self-report measures filled out
by the participants after each negotiation and on behavioural data
(changes in face and voice activity) recorded during and compared
between the two negotiations per participant.

It is important to emphasise that the negotiation activities served
as a bogus task for our actual ambition to observe changes in re-
ported self-awareness and (non-)verbal behaviour due to mimicry-
based playback design. That is, the negotiations were supposed to
distract participants from paying full attention to their own voice
and facial expressions in communication. Using a communicative
and meaningful task for this purpose is better for self-awareness
after being exposed to VSC than irrelevant tasks like counting or
reading text [22].

As part of local ethics procedures, participants had to be informed
that they would negotiate and that they would be exposed to a
recording, potentially agent-mediated, as part of the experiment.
It is possible that participants were affected by knowing that the
goal of the experiment was to explore self-awareness of facial and
verbal expressions, and that this led them to then behaving in ways
different to how they would normally act, distorting the results of
our experiment. However, based on how cognitively demanding
the negotiation task was, we are satisfied that participants would
have had to spend their full attention on talking to their negotiation
partner, and could thus not knowingly behave differently from how
they would have otherwise.

3.1 Experimental procedure
Ethics approval for working with human subjects was granted by
the HREC board of TU Delft with submission number 2412. At
the start of the experiment, each pair of participants was led into
the laboratory space and invited to take a seat in front of a cam-
era, as illustrated in Figure 3. Participants first filled out a consent
form and a questionnaire1, which contained demographic items
and two validated personality measures: the self-control scale
[76] and the revised self-monitoring scale [46]. Self-control taps
the ability to regulate one’s inner responses (to control undesir-
able behaviours) [12]. Self-monitoring captures how people modify
their self-presentation, and how sensitive they are to expressive
behaviours of others [26].

Before the negotiation instructions were handed out, a short
calibration video was recorded of each participant. In this video,
which was typically around 10 seconds long, participants were
asked to look forward and gaze in the cardinal and diagonal direc-
tions with their eyes only. This data was used to calibrate the gaze
aversion of the Furhat agent in the conditions that used the agent.
Next, the researcher handed out task instructions2 for the first
negotiation. If the participants had any questions after reading the
instruction sheets, they were allowed to ask the researcher, who
answered practical questions about the form of the negotiation. The
first negotiation then started, and the researcher observed from
behind a curtain. Negotiations lasted between 82.4 seconds and
495.0 seconds (8 minutes, 15 seconds), with a mean of 283.1 seconds
(4 minutes, 43 seconds) and a standard deviation of 82.4 seconds.

1The raw questionnaires are included in the supplemental materials.
2These instructions are also included in the supplemental materials.

Curtain Researcher areaParticipant area

1
2 3

4

Figure 3: An illustration of the room where we set up our
experiment. Two participants sat face-to-face at a table (to
the left in the image). The researcher sat behind a curtain
(to the right in the image). Ongoing recordings were shown
on a monitor (4) so the researcher could confirm that the
faces were being properly captured. Cameras (1) captured
the participants’ faces. Screens (2 & 3) displayed the feedback
videos after the negotiation finished, and were empty during
the negotiation task. Neither participant could see the other
participant’s screen.

After the first negotiation, participants were exposed to a feed-
back video of themselves and their opponent. Half of the partici-
pants watched their own video first and the one for their opponent
second, and vice versa. The form of these two feedback videos
depended on the condition, as described in Section 3.2. Partici-
pants were asked to state how well they recognised themselves
– or their opponent – in the video they had seen, and to express
their level of self-awareness after exposure to the feedback video.
The second negotiation was activated upon completion. The sec-
ond negotiation was similar to the first one, except that the roles
were flipped (i.e., a participant who had played the investor before
now became the investee in the negotiation, and vice versa). After
the second negotiation task, participants were asked to fill out a
final questionnaire (containing the self-control, self-monitoring
and miscellaneous questions, see Section 3.4). After filling in these
questionnaires, participants were compensated with a €10 gift card
and allowed to leave.

3.1.1 Setup. As illustrated in Figure 3, participants sat on chairs
facing each other. A webcam was placed on a box in front of the
participants, and the webcams were adjusted to capture the par-
ticipants’ faces at the start of the experiment. When the feedback
videos were played back, the video played on monitors that were
placed on the table in front of the participants. Participants could
not see what was on the other participant’s monitor, and wore
headphones to prevent them from hearing the other participant’s
audio.

3.1.2 Negotiation topics. The predetermined negotiation topics
were loosely inspired on two sheets from the Harvard School of
Law’s Program on Negotiation (PON). The first negotiation was
always on the topic of Aerospace Investment, with the second in-
formed by Bullard Houses. One participant chosen at random would
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play the investor role for the first negotiation, switching to the other
for the second negotiation. Note that the goal of the experiment
was not to evaluate the success of the negotiation outcome.

3.2 Conditions
The experimental manipulation involved four conditions, described
below. The conditions differed in how the feedback video was
shown after the first negotiation was created.

Baseline No mimicry was used, and participants were simply
shown the raw video recordings of themselves and their
partner – effectively Video Self-Confrontation [59, cf.].

Idle After the first negotiation, participants were shown their own
and their partner’s audio played back via an agent, but the
agent did not mimic facial expressions. However, the agent
would play back the basic default Furhat facial expressions,
like raising the eyebrows for emphasis, blinking, and per-
forming lip-sync to the audio. It was thus not an entirely
static face. This condition can be compared to a similar con-
dition used by Riek et al. [66].

Mimic After the first negotiation, participants were shown an
agent that mimicked facial expressions, but which used un-
modified audio as its voice.

Full The full facial mimicry from the mimic condition was used,
but the participant’s voice and the partner’s voice were also
replaced by voice-cloned alternatives as described in Sec-
tion 4.3.

The recorded videos of our participants negotiating with each
other were put through the processing pipeline described in Sec-
tion 4. Depending on experimental condition, different parts of
the mimicry pipeline were disabled; the baseline condition had all
parts of the pipeline disabled, while the full condition had all parts
enabled.

3.3 Participants
A total of 128 participants were recruited. Their ages ranged from
18 to 38 years old (M = 25.5, SD = 3.93). Pairs of participants were
randomly assigned to one of the four conditions. This resulted in
32 participants in the mimic condition (7 F, 25 M), 32 in the idle
condition (12 F, 19 M, 1 NB), 32 in the baseline condition (19 F, 13
M) and 32 in the full condition (12 F, 20 M).

3.4 Measures
3.4.1 Personality measures. Table 1 provides an overview of the
bivariate associations between the levels of the experimental con-
dition and participant scores on the two personality measures of
self-control and self-monitoring as assessed before the experi-
ment. The correlation matrix highlights the following three aspects:
First, the conditions of the experiment (idle, mimic, full vs. base-
line) are correlated with each other in the same direction – i.e.,
reflecting that their structural changes in mimicry playback are
incremental rather than contrasting away from each other. Second,
the self-monitoring scales (overall and their sub-scales) correlate
positively with each other (𝜌 = 0.245, 𝑝 = .005). In connection with
the experimental conditions, only one significant negative bivariate

correlation is observed: between idle (vs. baseline) and the self-
monitoring sub-scale, which taps individual differences in sensitiv-
ity to express behaviour of others (Sensitivity, 𝜌 = −0.179, 𝑝 = .044).
Third, trait self-control is negatively associated only with the full
(vs. baseline) condition of the experiment (𝜌 = −0.191, 𝑝 = .031).
Because self-monitoring and self-control are hardly associated with
the conditions of the experiment, it was decided not to include them
in any of the follow-up analyses reported in Section 5. For the same
reason, the self-monitoring and self-control measures assessed after
the experiment were not included in follow-up analyses.

3.4.2 Facial expressions. As stated in Section 1, we wondered how
participants would alter their facial expressions after being exposed
to a playback recording of (some of) their own communicative be-
haviours. To find out, we decided to abstract the facial action units
(AUs) into combined emotions using the coefficients suggested by
Yan et al. [84]. The linear combinations are approximations of Ek-
man’s basic emotions [24] and a neutral category (see appendix).
Neutral is thought to correlate with several ambiguous mouth ex-
pressions, which do not necessarily reflect a “poker face” [77]. As
OpenFace did not generate AUs 16, 18, 27 or 283, we removed them
from our equations. The resulting AU-to-emotion mappings were
calculated frame-by-frame and averaged over the full video. This
provided us with an average score for the extent to which each
individual had expressed such specific facial movements during the
respective negotiation rounds.

3.4.3 Voice activity. In addition to facial expressions, we also won-
dered how participants would change their voice after exposure
to mimicry-based playback. As the effects of hearing one’s own
voice are related to negative affect [32, 33], we chose to analyse
the audio in terms of sentiment. We separated the participants’
speech into segments of voice activity with pyannote.audio [15, 62].
Each individual segment was then classified for valence, arousal
and dominance using the prosodic model from the AffectToolbox by
Mertes et al. [55]. We chose to not consider the verbal content of
the participants’ utterances as the positivity and negativity of their
word choices would be mixed up with the goals of the negotiation.

4 Implementation
We developed a framework for mimicking individuals’ facial ex-
pressions and voice through a virtual agent. The steps of the
full mimicry pipeline are visualised in Figure 1, with the voice
mimicry split off into Figure 4.

4.1 Libraries and technology
OpenFace [10] was used to analyze the video footage of our par-
ticipants’ faces, and generate the data that was used to mimic their
non-verbal behaviour with the help of a Furhat [4] virtual agent.
Commands to tell the Furhat agent to make facial expressions or
speak audio were sent through the Furhat real-time SDK. For voice
mimicry, which was only used in the full condition, the Coqui
library for Python was used, with the default freevc24 [47] model
for synthesis.

3Lower lip depressor, lip puckerer, mouth stretch and lip suck, respectively.
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Table 1: Descriptive statistics, Spearman rho correlations, and reliability statistics. Cronbach 𝛼 values for all Self-Monitoring
and Self-Control scales, including their sub-scales, are presented in parentheses on the diagonal.

Index Label 𝑀 𝑆𝐷 1. 2. 3. 4. 5. 6. 7.

1. Idle vs. Baseline 0.250 0.435 -
2. Mimic vs. Baseline 0.258 0.439 −0.340∗∗∗ -
3. Full vs. Baseline 0.242 0.430 −0.326∗∗∗ −0.333∗∗∗ -
4. SM† (Modify, before) 3.114 0.651 -0.069 0.039 -0.018 (0.760)
5. SM† (Sensitive, before) 3.106 0.600 −0.179∗ 0.004 0.047 0.351∗∗∗ (0.662)
6. SM† (Overall, before) 3.110 0.527 -0.148 0.004 0.041 0.854∗∗∗ 0.761∗∗∗ (0.782)
7. SC★ (Before) 3.078 0.519 -0.021 0.091 −0.191∗ 0.138 0.126 0.149 (0.772)
Note: 𝑁 = 128; * 𝑝 < .05 level, ** 𝑝 < .01 level, *** 𝑝 < .001 level; two-tailed. †: Self-Monitoring. ★: Self-Control.

4.2 Facial Feature Extraction
We used OpenFace [10] for facial landmark detection, Facial Action
Unit (AU) extraction, head pose and eye gaze tracking. We captured
features related to head pose by translating OpenFace’s estimated
head angles into head angles for the virtual Furhat agent. The same
was done for gaze angles. The virtual Furhat agent also mimicked
participants’ smiles. We combined AUs 6, 12 and 254 to have the
mimicking agent smile if AU 6 and AU 12 exceeded a threshold
value (regardless of the value of the AU 25 feature), and to open
its mouth without a smile if the AU 25 feature was activated on
its own. Eyebrow movements were mapped by extracting AUs 1,
2, 4 and 95 and converting them to the respective features of the
Furhat agent.

4.3 Voice cloning
We implemented voice cloning by using the Coqui Python library on
the sound file recorded from the microphone. Five male voices and
five female voices were chosen from the English Mozilla Common
Voice corpus6 and used as targets for the cloning. The voices were
chosen to represent young, older as well as lower-pitched and
higher-pitched samples for both female and male voices, while
avoiding recordings that had background noise or static.

In order to choose a target voice for a participant, the least com-
mon voice from the same gender7 as the participant was retrieved.
We did this by encoding the participant’s voice into a feature vec-
tor from the Python Resemblyzer library, which implements voice
embeddings according to Wan et al. [80]. This vector was then com-
pared to the feature embedding vectors of the candidate voices, and
the furthest candidate by cosine distance was selected as the target.
This process is illustrated in Figure 4. The least similar voice was
chosen to expose the user to the least recognisable voice possible,
avoiding self-exposure.

4Cheeks raised, lip corners pulled and lips parted, respectively [25].
5Raising inner, raising outer, lowering brow, and wrinkling the nose, respectively [25].
6The voice samples we used as targets are available in the supplemental materials.
7For non-binary participants, instead of picking the five voices from the same gender
as the participant, the system was set up to use the five closest voices to the participant
by the same distance measure. No non-binary participants participated in the full
condition, so this was not used in practice.

5 Results
5.1 Descriptive statistics: self-recognition
In order to contextualise the mixed model approaches that are used
further on, we first wanted to confirm that participants had per-
ceived that the mimicry worked at all. Figure 5 shows box plots
for how answers to two questions – both asked in the question-
naire that followed the feedback video – were distributed in every
condition.

On top, answers to the statement “I recognized myself in the
feedback video.” are shown. Participants in the baseline condition,
who saw their own raw recorded video, predictably ranked the
highest (M = 5.47, SD = 1.22). Not everyone in the baseline condi-
tion answered with strongest possible answer (“Strongly agree”),
suggesting that recognition was interpreted as more than simply
confirming whether the video had practically contained the partici-
pant. Predictably, the mimic condition (M = 5.28, SD = 1.02) was
slightly worse than baseline, the full condition (M = 4.69, SD = 1.71)
was less positive (reflecting the effect of voice mimicry), whereas
the idle condition (M = 3.03, SD = 1.67) was rated worst. The latter
outcome made much sense, given that it had not even attempted to
mimic the participants’ facial expressions.

The same patterns were observed for the statement “The feedback
video of my opponent is similar tomy actual opponent during the nego-
tiation.”, which is visualized at the bottom of Figure 5. Interestingly,
the conditions mediated by an agent (M = 3.56, SD = 1.44 for full,
M = 4.22, SD = 1.21 for mimic, M = 2.66, SD = 1.56 for idle) were
ranked lower on average than those in the self-recognition ques-
tion, while answers in the baseline condition (M = 5.47, SD = 1.52)
were ranked higher. We interpreted this as an indication that partic-
ipants had identified the mimicry they saw in their own and their
negotiation partner’s non-verbal and verbal expressions.

5.2 Analysis of change in self-awareness
In the questionnaires that were administered after each negotiation,
participants filled out their agreement to the statements “I was
self-aware of my non-verbal expressions during the negotiation” and
“I was self-aware of my expressed emotion during the negotiation”.
Consistent with our first research objective, we conducted repeated
measures analyses of variance (RMANOVAs) to test whether the
change between these two reported values of self-awareness had
been significant in general and as a function of feedback through
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Figure 4: An illustration of the voice cloning process. The
source signal is compared to five candidate voices by cosine
distance. The least similar is chosen and used as a target for
the cloning process, creating the sound wave seen on the
bottom. The sound wave illustrated here contains one of
the authors acting out the sentence “Yeah, I don’t know if I
can accept that offer” - note that the timing of syllables is
identical in the cloned audio on the bottom and the original
audio on top of the figure.

playback – i.e., as a function of the mimicry conditions that had
been put under experimental control. Because the independent
variable (condition) involved 4 categorical levels, dummy coding
was applied. We computed three dummies, for which “baseline” (the
control group in the experiment) served as the reference category,
against which all other categories were compared. This was based
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Figure 5: Top: Answers to “I recognized myself in the feed-
back video”, asked after the feedback video was shown to the
participants. Participants can be seen to generally recognise
themselves outside of the idle condition. Bottom: Answers to
“The feedback video of my opponent is similar to my actual op-
ponent during the negotiation”, also asked after the feedback
video was shown. The same patterns as for self-recognition
roughly hold, although the agreement is lower for all con-
ditions except baseline, where agreement is slightly higher
than for self-recognition. Both: For both the top and bottom
graph in the figure, means and standard deviations are re-
ported in Section 5.1.

on the commonly accepted procedures documented in Aiken et al.
[3], Cohen [18].

Table 2 presents the within subject effects as well as the between
subject effects for the reported changes in self-awareness averaged
over the levels of the experimental conditions. We first discuss
the output of the within-subject effects, which show a significant
change in awareness both of nonverbals and of expressed emotions.
Because of the repeated measures ANOVA structure, partial 𝜂2 was
used to assess the magnitude of these effects. Based on instructions
in Cohen [19], Miles and Shevlin [56], we interpreted 𝜂2𝑝 < .06 as
“small”, 𝜂2𝑝 ≥ .06 as “medium”, and 𝜂2𝑝 ≥ .14 as a “large”effect size.
Accordingly, the observed change in awareness of nonverbals was of
medium effect size; the change in awareness of expressed emotions
qualified as small effect size. Post hoc comparisons revealed a signifi-
cant mean difference (𝑀 = −0.984, 𝑆𝐸 = 0.184, 𝑡 = −5.344, 𝑝𝑏𝑜𝑛𝑓 <

.001, 𝑝ℎ𝑜𝑙𝑚 < .001) of awareness of nonverbals between the two
measurement occasions (after the second negotiation minus after
the first negotiation). The self-reported change in self-awareness
was higher for nonverbal expressions after the second negotia-
tion. Also for awareness of expressed emotions, a significant mean
difference between the two measurement occasions was revealed
(𝑀 = −0.344, 𝑆𝐸 = 0.163, 𝑡 = −2.107, 𝑝𝑏𝑜𝑛𝑓 < .036, 𝑝ℎ𝑜𝑙𝑚 < .036).
Again, the change in awareness of expressed emotions was higher
when measured after the second negotiation. These effects are il-
lustrated in Figure 6.
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Table 2 further displays thesewithin-subjects effects as a function
of experimental condition. For nonverbal expressions, the change
was significant in all conditions. Relying again on the criteria listed
in Cohen [19], Miles and Shevlin [56], the effect size for full vs. base-
line was of medium magnitude, and the remaining effect sizes were
small. Post hoc tests confirm significant changes in self-awareness
for each possible combination of non-baseline condition vs. baseline
and each measurement occasion (all 𝑝ℎ𝑜𝑙𝑚 < .05). The exception
is the change between baseline and idle within occasion 2, which is
not significant. However, this specific post hoc comparison does
not capture the hypothesized change in awareness between occa-
sion 1 and 2, and thus can be ignored. Similarly, significant positive
changes in self-awareness of nonverbals are observed for all com-
parisons of mimic vs. baseline over the two measurement occasions
(all 𝑝ℎ𝑜𝑙𝑚 < .003). Only the comparisons between baseline and
mimic within occasion 1 and within occasion 2 are not significant.
Again, these post hoc tests do not capture the change between the
two occasions, and should be disregarded.

Finally, the RMANOVA shows a significant positive change in
self-awareness of expressed emotions for full vs. baseline only,
which had to be considered small in effect size. Post hoc tests suggest
that this effect may be attributed to an increase in self-awareness
of expressed emotions that took place for participants in the full
condition over time (𝑀 = −0.672, 𝑆𝐸 = 0.258, 𝑡 = −2.605, 𝑝𝑡𝑢𝑘𝑒𝑦 =

.048, 𝑝𝑏𝑜𝑛𝑓 < .058, 𝑝ℎ𝑜𝑙𝑚 = .058). Note that this simple effect is
significant when Tukey’s test is applied, but trending towards sig-
nificance when other procedures (Bonferroni, Holm) are chosen.
All other post hoc comparisons between full and baseline and mea-
surement occasions are non-significant. This is illustrated in the
bottom two plots of Figure 6.

5.3 Mixed model analysis of facial emotions
We used a multilevel generalized linear mixed model (GLMM) ap-
proach tomodel the effect of themimicry-based playback conditions
on the participants’ usage of facial action units. We resorted to this
class of multilevel techniques, because the facial action units were
non-normally distributed variables – which implied that the regular
RMANOVA procedure (for normally distributed variables) could
not be applied. It should be noted that there is a strong connec-
tion between the two approaches: the GLMM can be understood
as the non-parametric alternative to the RMANOVA procedure.
Interestingly, GLMMs do not require empirical (logarithmic) trans-
formation of the outcome variable; they contain a link function
that may account for non-normal error distributions [35]. In our
case, we defined the data by the identity link function. Because
dummy coding applies to non-parametric multilevel applications
[2], we used the same dummy variables as before. Negative dummy
estimates represent a positive effect, and positive dummy estimates
represent a negative effect.

Table 3 shows the estimates and fit statistics for the generalized
linear mixed models of the experimental conditions on the 7 AU-
to-Emotion mappings for anger, disgust, fear, happiness, surprise,
sadness, and neutral that were derived from Yan et al. [84] and intro-
duced in Section 3.4. The fit statistics (deviance, log likelihood, AIC
and BIC) indicated good model fit of the fixed effects for most mod-
els, but also point to growing model misfit for some (happiness and
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Figure 6: Top: Awareness of non-verbal expressions during
the first negotiation. Second from top: The same for the
second negotiation. Second from bottom: Awareness of ex-
pressed emotions during the first negotiation. Bottom: The
same for the second negotiation. Note that this is between-
subject, unlike Table 2.

neutral). Parametric bootstrapping (with 2000 samples) was applied
to ensure that parameter estimates and standard errors were robust
to outliers. The effect size per multilevel model is reported using the
intraclass correlation 𝜌 , which must be understood as tapping the
proportion of variance explained at the multilevel component [35].
The intraclass correlation 𝜌 is derived from the intercept and the
variance of residuals at the random part: 𝜌 = 𝜎2

𝜐0 / (𝜎
2
𝜐0 +𝜎

2
𝜀 ). With

the exception of fear and happiness, the AU-to-Emotion mappings
explain large amounts of variance at the higher level (all > .30),
which is considered high for this type of social science-inspired
data (see Hox et al. [35, p. 14]).

Results show that the average strength of fear (𝑡 = 3.089; 𝜒2 (1) =
9.491, 𝑝 = .002, 𝑝 (𝑏𝑜𝑜𝑡𝑠𝑡𝑟𝑎𝑝) = .002), happiness (𝑡 = 2.865; 𝜒2 (1) =
8.169, 𝑝 = .004, 𝑝 (𝑏𝑜𝑜𝑡𝑠𝑡𝑟𝑎𝑝) = .005) and neutral emotion (𝑡 =
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Table 2: Repeated Measures ANOVAs for change in awareness.
Top: The within-subject effects and between subject effects are presented of reported change in awareness of non-verbal
expressions. Bottom: The within-subject effects and between subject effects are presented of reported change in awareness of
expressed emotions.

Sum df Mean 𝐹 𝑝 𝜂2𝑝
of Square

Squares
Change in Awareness of Non-Verbals

(Within-Subject Effects)
Non-Verbal (NV) Change 31.008 1 31.008 28.560 < 0.001∗∗∗ 0.102
Idle vs. Baseline x NV Change 7.563 1 7.563 6.966 0.009∗∗ 0.027
Mimic vs. Baseline x NV Change 9.766 1 9.766 8.995 0.003∗∗ 0.034
Full vs. Baseline x NV Change 25.000 1 25.000 23.027 < 0.001∗∗∗ 0.084
Residuals 273.594 252 1.086

(Between Subject Effects)
Idle vs. Baseline 7.562 1 7.562 2.580 0.109 0.010
Mimic vs. Baseline 0.141 1 0.141 0.048 0.827 1.904 × 10−4
Full vs. Baseline 1.972 × 10−29 1 1.972 × 10−29 6.729 × 10−30 1.000 2.670 × 10−32
Residuals 738.594 252 2.931

Change in Awareness of Expressed Emotions

(Within-Subject Effects)
Expressed Emotions (EE) Change 3.781 1 3.781 4.441 0.036∗ 0.017
Idle vs. Baseline x EE Change 0.766 1 0.766 0.899 0.344 0.004
Mimic vs. Baseline x EE Change 1.562 1 1.562 1.835 0.177 0.007
Full vs. Baseline x EE Change 6.891 1 6.891 8.093 0.005∗∗ 0.031
Residuals 214.562 252 0.851

(Between Subject Effects)
Idle vs. Baseline 0.391 1 0.391 0.178 0.674 7.045 × 10−4
Mimic vs. Baseline 0.562 1 0.562 0.256 0.613 0.001
Full vs. Baseline 0.016 1 0.016 0.007 0.933 2.820 × 10−5
Residuals 554.062 252 2.199

Note. Type III Sum of Squares. ∗∗∗: 𝑝 < 0.001; ∗∗: 𝑝 < 0.01; ∗: 𝑝 < 0.05.

2.094; 𝜒2 (1) = 4.443, 𝑝 = .035, 𝑝 (𝑏𝑜𝑜𝑡𝑠𝑡𝑟𝑎𝑝) = .038) was sig-
nificantly lower after receiving feedback in the full condition
than in baseline. The average strength of sadness was higher af-
ter receiving feedback in full (𝑡 = −2.959; 𝜒2 (1) = 8.735, 𝑝 <

.003, 𝑝 (𝑏𝑜𝑜𝑡𝑠𝑡𝑟𝑎𝑝) = .005) than in baseline, but lower after re-
ceiving feedback in mimic (𝑡 = 1.990; 𝜒2 (1) = 4.024, 𝑝 =

.045, 𝑝 (𝑏𝑜𝑜𝑡𝑠𝑡𝑟𝑎𝑝) = .047). Less surprise was observed after re-
ceiving feedback in mimic than in baseline (𝑡 = 2.851; 𝜒2 (1) =

8.128, 𝑝 = .004, 𝑝 (𝑏𝑜𝑜𝑡𝑠𝑡𝑟𝑎𝑝) = .005). Note that the latter effects
derive from models with “participant” as the single grouping factor.
The models for sadness and surprise are equivalent to a regular
RMANOVA output (they represent fixed effects in the panel), but
generated with non-parametric multilevel techniques [35].

5.4 Analysis of voice changes
As detailed in Section 3.4, we analyzed changes in the voice of
our participants by classifying each segment of voice activity by
sentiment. Each participant had a different number of voice clips
to classify, depending on how often and for how long they spoke.

Based on previous research by Holzman and Rousey [32], Holz-
man et al. [33], we would expect to see lower valence in the second
session than in the first for those participants who heard their own
voice in the treatment (baseline, idle and mimic conditions). We
compared each condition to the baseline to explore if this was the
case in our data.

Table 4 presents the estimates and fit statistics for the mixed
model of the experimental conditions on change in valence per
measurement occasion. Results show a significant drop in valence
for participants in idle (𝑡 = −2.319; 𝐹 (1, 95.047) = 5.376, 𝑝 = .023)
and mimic (𝑡 = −2.420; 𝐹 (1, 114.965) = 5.855, 𝑝 = .017), compared
to the baseline condition. No such drop in valence is observed
in the full condition (𝑡 = −1.236; 𝐹 (1, 182.774) = 1.527, 𝑛𝑠.). The
variance of residuals (𝜎2𝜀 ), intercepts (𝜎2𝜐0), covariance of slopes and
intercepts (𝜎2

𝜐1), and the variance of slopes (𝜎2
𝜐2) are all significant

(all 𝑝 < .001; and 𝑝 = .025 for 𝜎2
𝜐2), confirming the multilevel nature

of these effects as nested in segment and measurement occasion
for each participant. The associated intraclass correlations 𝜌2 and
𝜌3 for segment and measurement occasion are 0.500 for both of the
nested levels.
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Table 3: Generalized linear mixed model estimates for AU-to-Emotion mappings with fixed effects and random effects grouping
factors.
A series of generalized linear mixed models were fitted for the fixed effects of the experimental conditions on 7 emotion
mappings from Yan et al. [84] (“anger”, “disgust”, “fear”, “happiness”, “surprise”, “sadness”, and “neutral”) with Gaussian family
and identity link function.Model termswere testedwith likelihood ratio tests. “Participant” and “occasion” were used as random
effect grouping factors for all emotions, except for “sadness” and “surprise”. For those emotions, the variance/correlation
estimates were zero when “occasion” was considered. Their results are shown with “participant” as the single grouping factor.
For each model, parameter estimates are provided with the associated standard error in parentheses.

Anger Disgust Fear Happiness Sadness Surprise Neutral
Fixed Part
(Intercept) 0.782∗∗∗ 0.947∗∗∗ 0.797∗∗∗ 1.165∗∗∗ 0.859∗∗∗ 0.858∗∗∗ 0.100∗∗∗

(0.046) (0.064) (0.053) (0.108) (0.050) (0.032) (0.009)

Idle vs. Baseline 0.020 0.029 −0.019 −0.053 0.062 0.035 0.002
(0.033) (0.045) (0.032) (0.064) (0.035) (0.023) (0.006)

Mimic vs. Baseline 0.030 0.039 0.008 −0.021 0.070∗ 0.065∗∗ 0.001
(0.033) (0.045) (0.032) (0.064) (0.035) (0.023) (0.006)

Full vs. Baseline −0.018 −0.064 0.099∗∗ 0.182∗∗ −0.104∗∗ 0.015 0.012∗
(0.033) (0.045) (0.032) (0.064) (0.035) (0.023) (0.006)

Random Part

𝜎2𝜀
0.017 0.022 6.021 1.054 0.054 0.032 7.262 × 10−4

(0.129) (0.150) (0.145) (0.232) (0.258) (0.180) (0.027)

𝜎2
𝜐0

0.059 0.119 0.056 0.231 0.026 0.017 0.002
(0.244) (0.345) (0.236) (0.481) (0.162) (0.130) (0.043)

𝜎2
𝜐1

1.309 × 10−5 1.112 × 10−4 0.001 0.007 6.882 × 10−6
(0.004) (0.011) (0.039) (0.085) (0.003)

Deviance -35.080 83.190 -6.465 283.500 42.270 -39.950 -859.900
log Likelihood 17.540 -41.590 3.233 -141.700 -21.130 19.980 430.000
df 7.000 7.000 7.000 7.000 6.000 6.000 7.000
AIC -21.08 97.190 7.535 297.500 54.270 -27.950 -845.900
BIC -3.733 122.000 32.350 322.300 75.540 -6.683 -821.100
𝜌 0.776 0.844 9.215 × 10−4 0.180 0.325 0.347 0.734
nObs 256 256 256 256 256 256 256
nParticipants 128 128 128 128 128 128 128
nOccasions 2 2 2 2 2
∗∗∗𝑝 < 0.001; ∗∗𝑝 < 0.01; ∗𝑝 < 0.05.

5.5 Qualitative analysis of open-ended question
on takeaways from mimicry

After the second negotiation, participants were given a chance to an-
swer the question Please explain brieflywhat you have learned
regarding your non-verbal facial expressions. Responses to
this question were generally brief and not suitable for a full-scale
thematic analysis, but we have presented select quotes from all
four conditions below to illustrate how participants perceived the
experiment.

5.5.1 Responses in the mimic and baseline conditions. In the base-
line and mimic conditions, several participants expressed surprise
that they had looked down to read the negotiation instructions
in front of them more than they had recalled before seeing the
feedback video.

• "looking down (to my paper) looks less confident. I should
look more at my opponent." (participant in mimic condition)

• "I tend to look down a lot to read the instructions. Besides I
keep a neutral/friendly mimic." (participant in mimic condi-
tion)

Others directly stated that they felt that looking down was a
way to avoid eye contact with their partner:

• "I realized during the 1st experiment I did not make a lot
eye-contacts with my opponent. And I realized it from the
feedback video, So I tried to make more eye-contact in the
2nd one." (participant in mimic condition)

• "I avoid eye contact. I feel unsure. I need to read even during
the interview [sic]." (participant in baseline condition)

Several participants in the baseline condition, who had seen their
own unedited video footage, expressed surprise at seeing howmuch
they smiled or laughed:
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Table 4: Mixed model estimates for voice changes with fixed
effects and random effects grouping factors.
A mixed model was fitted for the fixed effects of the exper-
imental conditions on voice change (in valence) over time.
Model terms were tested with likelihood ratio tests. Data
from 2 participants and 168 observations were removed due
to missing values. “Participant”, “occasion” and “segment”
were used as random effect grouping factors. Parameter es-
timates are provided with the associated standard error in
parentheses.

Valence
Fixed Part
(Intercept) −0.012

(0.015)
Idle vs. Baseline (I-B) 0.036

(0.021)
Mimic vs. Baseline (M-B) −0.015

(0.021)
Full vs. Baseline (F-B) 0.001

(0.022)
I-B x Occasion −0.039∗

(0.017)
M-B x Occasion −0.044∗

(0.018)
F-B x Occasion −0.023

(0.019)
Random Part
𝜎2𝜀 0.046∗∗∗

(0.001)

𝜎2
𝜐0 0.005∗∗∗

(0.001)

𝜎2
𝜐1 0.005∗∗∗

(0.001)

𝜎2
𝜐2 2.086 × 10−6∗

(9.310 × 10−7)

Deviance
log Likelihood -1265.209
df 11.000
AIC -1243.209
BIC -1168.137
𝜌2 0.500
𝜌3 0.500
nObs 6800
nParticipants 126
nSegments 94
nOccasions 2
∗∗∗𝑝 < 0.001; ∗∗𝑝 < 0.01; ∗𝑝 < 0.05

• "I laughed quite often during negotiation which may have
some influence on the whole negotiation process. (maybe i
should act more [unclear word])"

• "Looking people straight in the eyes seems to give me a more
dominant/confident image which helps during the negotia-
tion. But yes I smile too much. I can not control that."

• "I laughmore than I thought. More reading from paper. active
interest by eye contact."

• "I tend to look happy and laugh during serious moments."

5.5.2 Unexpected responses in the full and idle conditions. We chose
to look at answers where participants in the full condition re-
sponded by talking about their voice, and answers where partic-
ipants in the idle condition talked about their face, as we were
surprised that these responses occurred in the first place.

It appears that participants in the full condition had no problem
thinking of the mimicked voice as their own, and even attributed
features like volume or mumbling to themselves when hearing it
in the mimicked voice:

• “To be honest, I think I was more aware of my verbal ex-
pressions, because I think I mumbled too much. The furhat
showed minimal facial expressions, so I did not know how
to adjust to that, and so I haven’t. [...]”

• “After watching the recording I have learnt to control my
non-verbal facial expressions (partially). And also I should
learn to sound more secure in English.”

• “I move my head too much, and speak in gaps. In future, I
shall keep this in mind.”

Similarly, some participants in the idle condition expressed that
they had learned something about their facial expressions from
viewing the feedback video. Although it was not communicated to
the participants, the idle condition did not attempt to mimic facial
expressions, so any lack of facial expressions in the feedback video
was unrelated to the individual’s facial expressions:

• “I smile a lot and raise my eyebrows, more than I thought I
did.”

• “I make less facial expressions than expected.”

Other participants in the idle condition made specific comments
about aspects of their facial expressions that they had reflected
on and changed during the negotiations. Participants were thus
able to change and reflect on their facial expressions even without
having seen them in the mimicry. This can be compared to recent
results by Kimmel et al. [40], in whose experiment less than half
of the participants noticed that a virtual agent was showing facial
expressions.

• “I do not have the same expressions as the one shown by
furhat after the first negotiation. I have a lot of mimic ex-
pressions and my eyebrows move a lot.”

• “I know I smile when I am feeling nervous/uncertain of what
I am saying. Watching the furhat did not make me more
aware of it, I just tried to smile less during the second part.
[...]”

• “I look in every direction when I am uncomfortable.”8

6 Discussion
In Section 1, we stated that we would (i) seek confirmation that
exposure to mediated behaviours had an effect on self-awareness,
and (ii) explore how participants would change their behaviour in
response to the system.

8The agent in the idle condition did not avert its gaze from the center, so this must be
a self-observation unrelated to the feedback video.
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6.1 Confirmation that self-awareness did
improve

In Section 5.2, we confirmed that engaging in repeated negotiations
enhanced our participants’ self-awareness. Participants expressed
higher self-awareness of their non-verbal expressions after hav-
ing participated in our experiment, regardless of the experimental
condition, but the effect was stronger in every mediated con-
dition than the baseline. This confirms that self-awareness
increased even in the mediated conditions. Similar effects were
observed for awareness of expressed emotions, but the results were
less pronounced than those for awareness of non-verbal expressions.
This suggests that the combination of mediated facial expressions
and mediated, mimicked, voice led to the improved awareness of
emotions, while facial mimicry on its own could not be confirmed
to have such an effect.

These findings are encouraging, because they show that we
can design systems that leverage the positive effects of exposure
to the self, while mitigating the negative effects of self-exposure.
Mediating communicative behaviour can retain the benefits to
self-awareness that video self-confrontation can promote [59, 67],
while also introducing a cognitive distance [70] to the observed be-
haviours. An external perspective, separated by time or distance, is
useful for self-reflecting on mental illness [70], negative memories
[8] or other people’s experiences [27]. Mediation allows our users
to take a similar view on their own communicative behaviours.

Mediation is appropriate for those scenarios where system de-
signers aim to avoid negative reactions to the largest possible extent.
In carefully created contexts where exposure to a negative aspect is
part of the self-awareness that the designers want to promote (e.g.
VSC for schizophrenia self-awareness, see Schandrin et al. [70]),
mediation is probably not a good idea.

6.2 The nature of change in facial expressions
To analyse non-verbal behaviour, we investigated how participants
utilised non-verbal expressions in the two negotiations. In themixed
model analysis presented in Table 3, we confirmed that various
changes in the face occurred after participants viewed the feedback
video, and that these changes were dependent on the experimental
condition.

In the mimic condition, we see a decrease of expressed sadness
and surprise with the face compared to baseline. We stress that
facial analysis using linear combinations of action unit activations
cannot be assumed to be an expression of an internal state. However,
since our participants were using their facial expressions towards
their partner in the negotiation task, this does capture a change in
displayed facial expressions.

In the full condition, participants expressed more sadness and
less fear, less happiness and less neutrality than in the baseline
condition. In terms of emotion communicated to the negotiation
partner, these changes in the face can be interpreted as an overall
reduction of expressed valence. Participants learned through par-
ticipating in the experiment – and being exposed to simultaneous
voice and face mimicry – to express less intensity with their faces.
This specific finding might well be due to the use-case of negoti-
ation, where it might be advantageous to show less intense facial
expressions. In future work, it would be interesting to investigate

whether the same effect could also be observed across a range of
different use cases.

In the idle condition, we see no significant differences compared
to baseline, as expected based on this condition not revealing any
facial expressions for the participants to change. In human-robot
interaction, emotional contagion [29] can happen such that a human
mimics the emotions displayed by a robot (or believed to be dis-
played by the robot) [85]. Such contagion is also connected to the
expressivity and human-likeness of the agent [52]. Agents with less
expressivity (like our idle condition) result in less change in the face
– but in our case, emotional contagion is not an appropriate term, as
the user is (a) viewing a representation of their own emotions and
expressions, and (b) presumably looking for behaviours to avoid
rather than mimic.

An advantage of video self-confrontation (VSC) over feedback
from friends, therapists or colleagues is that the evidence is objec-
tive [67] – the behaviour has been caught on video and individuals
can notice it themselves [59]. However, as stated by Perlberg [59],
this feeling of objectivity assumes that the video footage is truly
representative of the situation – that it is not capturing an angle
that highlights or hides things, and that details in the surrounding
context of what was happening around the footage are not lost
[59]. Our mediated approach hides even more context from the
individual than raw VSC. This can have pedagogical advantages –
for example, a system can choose to mimic the parts of the face that
are relevant to what the participant wants to see, and not other,
distracting features. This makes it less objective than VSC, and
VSC is already non-objective if taken away from the context of
the footage. Agent-mediated mimicry is thus more efficient if one
wants to selectively mimic parts of a behaviour to focus on it, or
filter out unpleasant cues that take away from the point that the
feedback is trying to make.

6.3 The nature of change in the voice
We looked at the valence of our participants’ voice after being
exposed to the mimicry. The results show that the valence of par-
ticipants’ voices was lower in the second negotiation than in the
first only when comparing the idle and mimic conditions to the
baseline condition. While this confirms that participants did change
the use of their voice as a function of experimental treatment, the
difference between conditions is not in line with what we would
expect from prior research [32, 33].

One interpretation may be that participants preferred the ar-
tificial face when combined with an artificial voice, but reacted
negatively to the combination of an artificial face (whether static,
as in the idle condition, or mimicking, as in the mimic condition)
and their natural voice. Perhaps, the mismatch between hearing
ourselves while seeing someone else was unusual and potentially
uncomfortable. This finding is essential for system designers to keep
in mind when designing reflection evoking systems as it strongly
as it implies that partial mimicry is worse than no mimicry
at all. Prior research by Anolli and Ciceri [7], Zuckerman et al.
[86] suggested that the face is more controllable than the voice and
that emotional states estimated from the voice thus are a better
indication of a person’s internal state than from the face. The only
condition where we saw both changes in the face and the affect
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of the voice was the mimic condition, where we saw a reduction
of valence in the voice while the sadness and surprise that was ex-
pressed in the face was reduced compared to the baseline condition.
The reduction of sadness and surprise in the face may have been
attempts to mask emotions rather than reflections of an internal
emotional change or state.

Technology has made it much easier to be exposed to one’s own
voice since the late 1960s, whenHolzman and Rousey [32], Holzman
et al. [33] showed that exposure to one’s own voice had negative
affective results. One explanation for the absence of negative effects
in our baseline condition may, therefore, have been that our par-
ticipants, mostly in their early-to-mid 20s, were not that bothered
by hearing their own voice as they are exposed to it regularly –
especially through modern video sharing tools like Snapchat or
TikTok.

6.4 Limitations
Our work is based on the results of a single study, which may be
considered a first limitation. In general, conclusions stemming from
multiple studies are favoured over findings that derive from a single
study. Even though this is very true for results that are based on
p-values, it may be less of a problem for studies, such as this one,
for which the bootstrapped results and effect sizes are reported.
This is, because the magnitude of an effect, measured as an effect
size, in one study is assumed to generalise to other populations [35].
Still, it remains to be seen to what extent the findings reported here
hold in other settings. Second, and related, the participants in our
study were undergraduate students. Undergraduates must be con-
sidered more “tech-savvy” than older populations. The possibility
exists that older demographics would have interacted differently
with the virtual agent, perhaps by experiencing technology-related
psychological distress [28].

Third, there was a discrepancy between experimental conditions
regarding the time it took for the mimicry-based playback video to
be generated. This was due to the amount of behavioural mimicry
that had to be generated, which was less in conditions with no
or partial mimicry. Even though this may have had some impact
on participants, we believe to have adequately controlled for it by
comparing all three agent-mediated conditions via dummy cod-
ing against the baseline condition, in which participants had less
of a wait. This makes us confident that our effects were, indeed,
explained by variance in behavioural mimicry.

Fourth and finally, we relied on AU-to-emotion mappings to
calculate differences in our participants’ faces, which is standard
practice in computer science. Yet, there is growing conceptual dis-
agreement about the universality of emotions [68] in psychological
science. Among others, an outwardly shown emotion may not rep-
resent an internally experienced emotion [69]. Notwithstanding
this, we can safely claim that the facial expressions operationalised
in the present study captured a physical change in the use of the
facial muscles, and that these changes depended on the amount of
mimicry induced in the playback intervention.

6.5 Future work
In recent years, multimodal interaction technologies have emerged
with the purpose to alleviate the needs and problems of vulnerable

groups in society via emotion sensing and recognition capacity [44].
Research could seek implementation of mimicry-based playback
interventions in future multimodal interaction technology applica-
tions. Research shows, for instance, that people with social anxiety
disorder tend to suffer from maladaptive emotion regulation under
stressful circumstances characterised by social interactions with
other people [83]. It makes a lot of sense for future work to begin
designing new interactive systems, aimed at gradual improvement
of the communication and social skills of such vulnerable mem-
bers of society via agent-mediated playback interventions. More in
general, research could focus on interactive training, coaching and
personal development programs for under-represented demograph-
ics in society. Possible applications would range from behavioural
mimicry-based negotiation training for young women in the early
stages of career [13] to mid-life women who wish to overcome
issues with self-representation in the physical or online world [57],
to self-awareness training for individuals who stutter [48], or learn-
ing how one’s communication patterns come across in stressful
situations where communication modalities may be limited [54].

Another interesting avenue of future research is related to the
appearance of the agent itself. Currently, a white face is the default
face of most embodied conversational agents. Future work could
explore the extent to which participants under study may feel rep-
resented by this default mode, or rather prefer some other neutral
or non-human skin colour. One way of doing so would be to grant
participants control over how they want the agent to represent
them. Such research would have to solve the practical problem how
to balance exposure to features that the participant finds recognis-
able with exposure to features that help the participant perceive
facial expressions as if coming from someone else.

Finding the right balance will likely depend on the individual
being mimicked, on the goal of the mimicry, and on whether the
mimicry is intended only for the individual themselves, for the
individual and others, or exclusively for others [36]. This is largely
uncharted territory, but it should not remain unconsidered, given
that features like skin colour are part of an individual’s identity.

6.5.1 Choosing what (not) to mimic. In the present study, we con-
firmed that people consider themselves sufficiently represented
by a mediating agent to achieve increased self-awareness and to
encourage voice change. The exact nature of why an individual
chooses to change something about their expression, or decides
to pay attention to a specific feature in mimicry were beyond the
scope of our research. Yet, it would be interesting to explore in fu-
ture research what to mediate when doing any kind of translation
from human communicative behaviour to an avatar. There is a real
need to investigate this issue, given that people tend to display a
tendency to perceive social cues where they may not exist, and to
even overinterpret behaviours that do exist. In the present study,
we observed this phenomenon among participants who claimed
that they perceived facial expressions in the idle condition, while no
such thing had been programmed into the agent. Likewise, social
VR users cited in Kukshinov et al. [42] reportedly thought that all
kinds of emotional communication were possible in VR, because
the voice was sufficient. It is important to not depend too heavily
on the participant when choosing what to mimic or not when re-
producing that user’s facial expressions or voice, but to arrive at
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a mediated common understanding instead of what they wish to
avoid, what they wish to or what they should be exposed to.

7 Conclusion
In this study, we explored the impact of virtual agent-mediated
playback on people’s (non-)verbal behaviours. We found that ex-
posure to agent-mediated mimicry increases people’s awareness
of the emotions and non-verbal particularities they display. We
also observed that people tend to use this feedback to change the
use of their face and voice. Mimicry-based playback interventions,
therefore, seem to render people aware of potentially unwanted
communicative behaviours and even give rise to behaviour change.
Our work should be seen as a first step towards the design of highly
customizable behavioural mimicry interventions for interactive
training, coaching and personal development applications. Future
design projects should take into consideration that agents can effec-
tively invoke reflection on features users recognise from themselves,
without the need to rely on negative feelings that stem from full
self-exposure.
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A Linear combinations of AUs
We list the linear combinations from Yan et al. [84] below for refer-
ence. The AUs marked by † are not generated by OpenFace, and
were thus always 0 in our system.

Anger = 0.4659 ∗ AU25 + 0.4337 ∗ AU9

+0.4236 ∗ AU10 + 0.3587 ∗ AU4 + 0.3459 ∗ AU16†

Disgust = 0.5964 ∗ AU10 + 0.5330 ∗ AU4
+0.2973 ∗ AU17 + 0.2527 ∗ AU9 + 0.2163 ∗ AU25

Fear = 0.5111 ∗ AU25 + 0.4033 ∗ AU12

+0.3729 ∗ AU27† + 0.2995 ∗ AU16† + 0.2852 ∗ AU1
Happiness = 0.7040 ∗ AU12 + 0.5143 ∗ AU25

+0.2491 ∗ AU27† + 0.2032 ∗ AU6 + 0.1730 ∗ AU10
Sadness = 0.6723 ∗ AU4 + 0.3462 ∗ AU25

+0.2979 ∗ AU1 + 0.2859 ∗ AU17 + 0.2359 ∗ AU15
Surprise = 0.5926 ∗ AU25 + 0.4665 ∗ AU5

+0.3820 ∗ AU26 + 0.3490 ∗ AU1 + 0.3411 ∗ AU2

Neutral = 0.1022 ∗ AU14 + 0.0463 ∗ AU18†

+0.0446 ∗ AU23 + 0.0245 ∗ AU28† + 0.0242 ∗ AU26

The Action Units listed represent [25]:
AU1 Inner brow raiser
AU2 Outer brow raiser
AU4 Brow lowerer
AU5 Upper eyelid raiser
AU6 Cheek raiser
AU9 Nose wrinkler
AU10 Upper lip raiser
AU12 Lip corner puller
AU14 Dimpler
AU15 Lip corner depressor
AU16 Lower lip depressor
AU17 Chin raiser
AU18 Lip puckerer
AU23 Lip tightener
AU25 Lip parting
AU26 Jaw dropping
AU27 Mouth stretching
AU28 Lip sucking
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