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Summary

Introduction for both part A and B
The first forms of automated vehicles (level 1 and 2) are already available at dealers, and next levels

are being developed at this moment (level 3 and up). Literature indicates two development paths for
automated vehicles: an autonomous and a cooperative path. Autonomous vehicles only monitor the
driving environment, whereas cooperative vehicles also communicate with other vehicles or roadside
systems. This thesis consists of two parts: one (part A) researching the mobility impact of these two
development paths, the second (part B) develops a method to include the public in decision making
around automated vehicles.

Part A: Modelling the mobility impacts of automated vehicles

Governments are eager to know the impacts that automated vehicles have on mobility. Investment
plans and policies can be made with this information. Current macroscopic models that assess the
large-scale impacts of automated vehicles are complex, unsuitable for explorations with many
uncertainties and are not able to simulate multiple vehicle types. This thesis aims to explore the
impacts of early forms of automated vehicles (level 1, 2 and 3) on mobility.

To cope with this problem a System Dynamics model (SD-model) is built. This model is based on the
structure of the ScenarioExplorer, a model developed by TNO in the 1990s. The SD-model is strongly
explorative and does not make use of an explicit road network. The goal of this model is to capture
the most important effects of automated vehicles, but not to go into all the details. As the structure
is simple and the run time is short, the model can be used to assess different scenarios.

In this study a System Dynamics modelling approach is chosen to model the mobility effects of early
forms of automated vehicles on mobility in the Netherlands (2013 until 2050).

In this model the road capacity, value of time and fuel economy effects of automated vehicles are
researched. The different levels of automated vehicles are modelled as different user classes in the
mode choice, time of day choice and the assignment. This is novel for modelling automated vehicles
on a large scale. In the assignment PCU factors depended on the penetration rate are used per
vehicle automation class. This PCU makes it possible to translate results of microsimulations easily to
large scale models and to simulate mixed traffic.

The SD-model is compared to three macroscopic models and historic data and shows similar results.
In addition, other tests point out that the model is suitable for explorative studies.

Simulations with the SD-model show that due to the benefits automated vehicles bring, they will lead
to extra car traffic in all researched scenarios. In the cooperative development path, the travel times
on characteristic relations will roughly stay the same due to capacity benefits. In the autonomous
development path, the average speeds drop due to less capacity benefits. The model shows that
early forms of automated vehicles will not reduce congestion and in most scenarios have a negative
effect on mobility. The only benefits early forms of automated vehicles entail are for the drivers, but
not for mobility as a whole. Governments should therefore invest in other measures to stimulate the
mobility. Due to the increase in car traffic, more emissions are expected.
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Part B: A more responsible innovation through the use of a constructive dialogue
Societal impacts of automated vehicles can be large, not only on mobility, but also on safety, privacy

or security. Complicating aspect is that automated vehicles both influence the living environment of
the consumers and other road users. Literature indicates that at this moment the public (both user
and other road users) are important stakeholders, but are not enough involved in the automated
vehicle innovation. Due to this, and other flaws, the automated vehicle innovation cannot be called a
responsible innovation. not involving the public constitutes the risk of neglecting their fundamental
ethical principles, as their opinions remain unheard.

This research aims to develop a method to involve important actors and to translate their ethical
principles into starting points for a design of future automated vehicles. The values of four important
actor groups (the government, manufacturers, consumers and non-consumers) are investigated. The
method aims to be a constructive dialogue method.

This study investigates the values of different actors and a constructive dialogue approach to base
the design of automated vehicles upon values of all actors.

The value profiles created from the questionnaire show that opinions of the various actors differ. All
actors agree that safety is the most important value. Differences are that the government and non-
consumer value traffic flow, whereas the car manufacturers value spending time differently and self-
determination for the driver. The cooperative path therefore seems attractive for the government
and the non-users, whereas the car manufacturers are most likely to be in favour of the autonomous
path. The survey shows no preference for one of the two paths from the consumer.

The value profiles created from the questionnaire show that opinions of the actors differ. All actors
agree that safety is the most important value. Differences are that the government and non-
consumer value traffic flow, whereas the car manufacturers value spending time differently and self-
determination for the driver. The cooperative path therefore seems attractive for the government
and the non-users, whereas the car manufacturers are in favour of the autonomous path. The survey
shows no preference for one of the two paths for the consumer.

To create a common value profile a dialogue is needed, this is done in workshops. Tests with the
constructive dialogue workshops show promising results: tensions in values become clear and the
students reach consensus in the workshop. This is empirical evidence for what Van de Poel (2013)
describes in his paper on specifying values to design requirements. The set-up seems to be a way to
involve the different actors. This method is therefore a step towards a more responsible innovation
for automated vehicles. Another promising aspect of the method is that the new ideas which are not
mentioned in literature on self-driving cars arise in the sessions.

This research contributes to a more responsible innovation as stakeholders are involved. Still, other
important steps have to be taken. The method which is developed in this thesis should be used by
manufacturers to give input to future designs or by governments for policies. Future research should
focus on the validation of the workshops and the embedding of the method.
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1 Introduction

1.1.

Automated vehicles will soon be part of our society

The long envisioned automated vehicle is coming closer and closer to our daily lives. The first
versions of automated driving are already commercially available and more advanced versions are
being developed. Changing the human driver for a computer is expected to have benefits. The most
mentioned effects are less congestion, a safer way of traveling and a higher energy efficiency
(Milakis, van Arem, et al. 2015; KPMG 2012; Litman 2014; Snelder et al. 2015). Not only the way we
move ourselves can change, the automated car can also have effect on wider societal issues, such as
privacy, equality or social exclusion (Fagnant & Kockelman 2015). These can be positive, but also
negative (Litman 2014, p.4).

How will this technology change our society?
Large amounts of money have been invested in automated vehicles (Timmer & Kool 2014), but the

potential benefits are also large, both in terms of profits for companies and nationwide welfare
(Schultz van Haegen 2014; Anderson et al. 2014). As the development of automated vehicles is a
complex technical, economic and multi-actor political process, the outcomes are uncertain (Timmer
& Kool 2014). Governments and other planners want to get a grip on these uncertainties.
Nevertheless, getting a grip is hard: when a technology is widely available, the structure is hard to
change, but if technology is not available, the impact it has is hard to foresee. This dilemma is called
the Collingridge Dilemma (Collingridge 1980) and plays a tricky but challenging role in every forecast
on innovations.

Assessment of technology (van de Poel & Royakkers 2011, p.78) can help to overcome this dilemma.
This research aims to investigate two aspects of the automated vehicle innovation:

A. the effects automated vehicles have on mobility, and

B. the social desirability of different development paths of automated vehicles

Reading guide: two studies in one thesis

These two topics, the social desirability and the transportation effects, are presented separately in
this thesis. The core of both studies is presented in the transportation part (A) and the
communication part (B). The outcomes of the two studies are again combined in one essay which
integrates both studies.

Introduction Transportation Communication Integration

%
A

figure 1-1: The research starts with a common introduction for both topics. 1.2 shows the problem for transportation, 1.3

the research question and goal for transportation (part A). For communication the problem is shown in 1.4, the research
question and goal in section 1.5 (part B). After the introduction the core of both researches is presented. The report finishes
with an essay which integrates both topics.




Firstly, information will be given about automated driving and different development paths.
Secondly, an explanation is given why transportation effects are hard to forecast, followed by a
problem sketch of social desirability. At the end of this introductory part the goals and research
guestions of the two studies are posed.

Levels of automated driving: there are many different types of self-driving cars
Automated vehicles are not one single product. The self-driving car does not exist, or better: there
are many different types and flavours of automated vehicles. Automated vehicles can be seen as a
scale from letting the driver do all the driving, to full automation where the computer does all the
driving (SAE International 2014). The road safety authority NHTSA in the US created the 6 step SAE-
scale; which has become the standard for most research. Some products, which can be seen as a first
step for automated cars, are already commercially available, for instance adaptive cruise control or
lane keeping assistance. They are called level 1 vehicles, whereas the fully automated vehicles
without steering wheel are called level 5 vehicles. A full overview of the levels is shown in figure 1-2.

In 5 levels from manual to automated driving At F””t_
utomation

High
Automation

Conditional
Automation

Partial

Automation
Drive

Assistance

0 1 2 3

Driver monitors the road System monitors the road

figure 1-2: From manual to automated driving in five steps (figure based upon SAE International 2014).
Some examples per level: Level 1: adaptive cruise control. Level 2: adaptive cruise control and lane keeping. Level 3: able to
read a paper, but driver needs to take over the wheel when asked. Level 4: Car can get itself into safety if it isn’t able to
handle a difficult driving situation. Level 5: No steering wheel needed anymore, automated driving under all conditions.

Two development paths for self-driving cars

Over time the vehicles on the road will gradually become less manually steered and more
automated. Literature indicates two development paths for the future: autonomous driving and
cooperative driving (Timmer & Kool 2014; Wilmink et al. 2014; Bhat 2014; Milakis, van Arem, et al.
2015). Which all have different drivers behind the developments (Aerts 2015).

The first of the two extremes is autonomous driving. In this development path the car drives on its
own, and only ‘looks’ (monitors) at the world outside. An example is the Google car (Google 2015b).
The second extreme is the cooperative path. Cooperative cars monitor the driving environment and
communicate with other vehicles and infrastructure. These cooperative cars can drive in groups or
trains. Examples are the DAVI or the SARTRE-project (Hoogendoorn et al. 2013; Volvo Trucks 2012).
The autonomous path can be seen as the basis and the cooperative as an extension of it. This
cooperative extension however, can be added at the end, or also in all steps in-between. An example
of a low automation level with communication is for instance cooperative adaptive cruise control
instead (CACC), instead of adaptive cruise control (ACC).
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Thus, the autonomous path argues for making the cars drive on their own first, whereas the
cooperative path argues for directly making the vehicles communicate with each other while they are
automated. Figure 1-3 shows this graphically. Table 1-1 shows the differences in the two paths.

The 2 development paths: cooperative and autonomous

/
Cooperative path

L~
-~
[ ]

Cooperative
developments ‘0:'

Autonomous path

°)

—>

SAE levels

Figure 1-3: Autonomous developments ensure less involvement of the driver and more steering driving task are being taken
over by a computer. The cooperative developments ensure the vehicles communicate with each other. The blue lines
indicate the two development paths: cooperative driving and autonomous driving.

The two development paths make forecasting hard, a scenario analysis suits better
Due to this difference in paths it is hard to make one forecast for the future. To overcome these

uncertainties, a scenario analysis' can be done. A scenario analysis is not the same as a forecast. A
forecast is about one most likely future, whereas the scenarios show the bandwidth of what can
happen. It shows the impact of internally consistent (not equally likely) possible futures. Scenario
analysis is a common tool in both the public and private sector. This analysis can tell what might
happen in the future and to help avoid adverse outcomes (Aaker & McLoughlin 2001; Stead &
Banister 2003).

Table 1-1: the definition of the two development paths used in this study.
The two paths are based upon Bath (2014), Timmer & Kool (2014) and Wilmink et. al. (2014).

‘ Autonomous path Cooperative path

Computing core Located in the vehicle In the vehicle and connected to external
communication network

Sensors Vision sensors, radar, laser. Car Besides monitoring, the car also

monitors the outside world communicates with other vehicles or

infrastructure

Information Not shared beyond the vehicle Shared across multiple vehicles

Makes decisions which The driver The driver or the transportation system as a

are optimum for whole.

In this research the cooperative and two paths are defined as black and white, which is needed in a
scenario analysis. However, reality will probably be a mix of the two (somewhere in-between the

! Scenario Analysis is defined as “the process of evaluation possible future events through the consideration of alternative
plausible, though, not equally likely, states of the world” (Mahmoud et al. 2009, p.1).
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1.2.

lines of Figure 1-3). With this scenario analysis it can be seen what the differences are in the paths
and which is favourable for which factors.

Transportation problem
Impacts of automated vehicles on mobility are unknown

Automated vehicles are still in the testing phase. In what exact form they will enter the market is still
unknown. This makes it difficult to anticipate precisely on the actual outcomes. “Nevertheless, it can
be useful to roughly estimate likely magnitudes of impact” (Fagnant & Kockelman 2015, p.172). With
this information governments and other planners can make policies, which is needed rather sooner
than later (Anderson et al. 2014) and helps to overcome the Collingridge Dilemma (van de Poel &
Royakkers 2011, p.78). The scenario analysis to the two paths helps with this. Researching the
impacts of automated vehicles comes with difficulties. This chapter will explain what the difficulties
in researching the mobility impacts of automated driving are.

Impacts of automated vehicles are hard to quantify

As automated vehicles can have large impacts on society, planners want to foresee what lies ahead
of them. According to the Environmental Assessment Agency (PBL), the introduction path of
automated vehicles is hard to foresee (Raspe et al. 2015, p.21). PBL they even called it a black swan
(an event where impacts are large, but strongly unknown), which might be a little exaggerated.
According to a large expert meeting, the traffic impacts of automated vehicles are an urgent matter
where the government should take its position at this moment (Alkim & Veenis 2015, p.32).

A practical and scientific knowledge gap

PBL and other planners are interested in impacts on society or on a road network (macroscopic
effects), while “most papers published so far focus on traffic implications (capacity, capacity drop,
stability and shockwaves) ...” (Milakis et al. 2015, p.1), so the microscopic® effects. What can happen
on the macroscopic level is known qualitatively (less congestion, another spatial design, more safety)
(Milakis et al. 2015; Fagnant & Kockelman 2015). Research papers and governmental reports often
describe macroscopic effects, but these effects are often not quantified (Schultz van Haegen 2014;
Litman 2014; KPMG; CAR Group 2012; Raspe et al. 2015).Three attempts are made so far, to assess
the large scale impacts on mobility: an explorative study by Snelder et al. (2015), an explorative study
by Tetraplan (2015) and an unfinished PhD work of Gucwa (2014). The exploratory nature of the
studies does not give enough grip for policy making.

The Dutch government searches a suitable analysis method
In 2016 the next transportation policy procedure starts in the Netherlands. Then the ‘Nationale

Markt- en Capaciteits Analyse’ (national market and capacity analysis) has to be made. In this

% In Microsimulations many different individual car are simulated on a network. These cars get their own characteristics,
such as the headway to others, lane changing behaviour and acceleration. Often multiple vehicle classes are used.
Simulated time differs from a few minutes until one peak hour. This approach is detailed, but cannot be used on large
networks, as the computation time then gets too large. In Macroscopic studies the average car is simulated. Based upon
relations such as the fundamental diagram the speeds of a road can be calculated from the amount of cars. These models
are faster, but do not capture all subtle effects of traffic. Mostly ‘the average day’ or ‘the average peak hour’ of a region or
country is simulated.
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analysis, the national model of the Netherlands (LMS) and the regional model (NRM), are used to
investigate where the bottlenecks for road, rail and inland waterway transport are (Ministerie van
Infrastructuur en Milieu 2011). However, the LMS and NRM cannot simulate the effects of
automated vehicles at this moment (Snelder et al. 2015).

To change these models, the ministry of Infrastructure and Environment has asked TU Delft and TNO
to research how automated vehicles can be simulated with these models. To do so, an exploratory
study is done (Snelder et al. 2015). This study explained that “with the LMS not all effects from self-
driving cars can be researched” ® (2015, p.37).Therefore, workshops are held to discuss new model
structures (Snelder et al. 2016).

Scope of this research

As explained above, the Dutch national government wants to investigate the impacts automated
vehicles have on mobility, but cannot research that with the current methods. This thesis contains
explorative research into the impacts of early forms of automation for the whole of the Netherlands,
with a timespan until 2050. Main interest for the study will be at the Dutch national government,
however, also other parties, such as other governments, might be interested. In this section the
scope of the model will be presented.

Impact on mobility
The focus of this research will be change in mobility due to automated vehicles. For passenger

mobility this research is interested in both the supply and the demand side. This means that both
changes in how many people want to travel from A to B by which mode on what time (demand) and
the capacity of the road (supply). Freight transport influences person mobility, but only the demand
will be modelled of freight transport.

Explorative research: modal split, travel time losses and time of day choice
As the goal of the National Market and Capacity analysis is to see where bottlenecks occur in the

coming 20 until 40 years, the large scale impacts of automated vehicles are of importance. As there is
no microscopic research on all bottlenecks, a detailed model cannot be made. However, first insights
in the magnitude and of the effects and how effects work together are of interest. Indicators which
give this are the modal-split, the people driving during peak hours and the travel time losses. These
are the same indicators similar studies use (Snelder et al. 2015; Gucwa 2014).

The whole of the Netherlands as object of study
The Netherlands is chosen as object of study because the Dutch national government is mainly

interested in the outcomes of this research. Impacts of automated vehicles are first expected on
highways (Snelder et al. 2015), but also the mobility impacts on other road types will be researched.

Early forms of automation: level 1, 2 and 3
As first levels of automated vehicles first will have their effects they are the researched in this thesis

This research will focus on assisted, partial and conditional automation (level 1, 2, 3 of SAE
International 2014). Snelder et al. (2015) also give these levels the highest priority of research. Level

® Translated by author from Dutch: “Met het LMS kunnen niet alle effecten van zelfrijdende auto’s worden bepaald”
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3 means that the car takes over all driving tasks, but the driver still needs to be able to intervene
when asked. This level is chosen since impacts of this level have a manageable amount of
uncertainties. Level 4 and 5 vehicles enable car sharing, radical spatial changes and enables that new
groups become mobile.

Base year 2013 - forecast until 2050
When automated vehicles will be on the market is a highly debated topic. To make forecasts expert

opinions (Milakis, Snelder, et al. 2015; Shladover 2015, p.42), and comparisons with other car
innovations are made (Litman 2014). Also numerous researchers and manufacturers make
predictions, forecasts or guesses which often are appear in the media. Most studies lack
underpinning or do not differentiate in the levels of automation. In contradiction to this,
Nieuwenhuijzen (2015) has made a quantitative model for the diffusion of automated vehicles, per
SAE level. His model relies, of course, on assumptions on the willingness to pay, technology
development and purchase price, but is of use for this thesis. His model forecasts that in a normal
economic scenario level 4 and 5 will have a penetration rate of around 5% in 2040. Above this
percentage it can be expected that these levels will have significant impacts, and the model will not
simulate the world correctly anymore. A slight change is made to the outcomes of Nieuwenhuijsen
his research as he is optimistic compared to current years. Therefore the horizon is shifted 10 years
later (why this is done is explained in chapter 1.4). Therefore 2050 is set as endpoint. Starting point is
2013.

Main problem:
Impacts of automated vehicles unknown by the Dutch government

This chapter can be summarised into one main problem. This problem is that the Dutch government
needs information on automated vehicles to make smart investments or policies, but the current
models cannot do the task. The main interest of the Dutch government is to explore the impact of
the first levels of automation (1, 2 and 3 SAE) on mobility until 2050.

/ 6/



1.3.

Goal and research question Transportation (part A)

In the previous section (1.2) the problem is made clear. From this problem a research goal and
question are formulated. The research question is split up in sub-questions.

Research goal
The goal of this research is: to show insight in the impacts different development paths of the early

levels (1, 2 and 3 of SAE) of automated driving have on mobility in the Netherlands until 2050.

Research question
The main question of the research is:

What are the expected mobility impacts of the different development paths of early forms (level 1, 2
and 3 of SAE) of automated driving in the Netherlands?

This main question is split up into several sub-questions. The sub-questions are:

Sub - question Chapter presenting
the results
Which development paths for early forms of automated driving are there? 1
What are the requirements for the method to assess the mobility impacts of 31
early forms of automated driving? '
3. What is the best way to model the impacts of automated vehicles? 3.2,48&5
4. What are the mobility impacts of early forms of automated driving on the 5
isolated elements of the transportation system?
5.  What are the results of a validation test? 6
6. What are the mobility impacts of different development paths? 7
7. What lessons can be learned for policies regarding automated vehicles? 9.3
8. What lessons can be learned from this model for other models? 9.4

The two development paths (sub-question 1), which provide input for the simulations are already
explained in chapter 1. In chapter 3 four requirements which the method should meet are presented
(sub-question 2). In the rest of chapter 3 the preferred method is explained and a literature review is
presented. Chapter 4 describes the model set-up. In chapter 5 is elaborated upon how automated
vehicles are modelled. These three chapters answer sub-question 3 and question 4. After this model
is created, it should be tested (sub-question 5). Chapter 6 presents the results of these tests Chapter
7 presents the results of different simulations done with the model(sub-question 6). Here the two
development paths are simulated. The results of sub-question 7 and 8 are presented in the
recommendation section of the conclusion.
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1.4.

Communication problem:
A constructive dialogue is needed in the automated vehicle innovation

The previous section focused on the impacts automated vehicles are expected to have on mobility
(introduction part A). However, automated vehicles can have a wider impact than only on mobility.
Automated vehicles can change the world by having impact on safety, privacy, emissions or security
(Milakis et al. 2015; Timmer & Kool 2014; Fagnant & Kockelman 2015; Hoogendoorn et al. 2014). As
these impacts are much wider than just the ‘driver’ of the vehicle, also other actors should be
involved in the discussions around automated vehicles.

Automated vehicles are expected to have wide societal impacts

For many years the automated vehicle had its place in views of futurists. Recently many
manufacturers showed, presented and even tested their prototypes of automated vehicles on the
roads. Tesla, Google, Mercedes (Daimler), Audi, Delphi, Ford, Honda, Volkswagen, BMW a.o. (Reuters
2015; Aerts 2015; O’Brien 2014) have test licences in America to test on the public road. In other
countries, such as the Netherlands, the first tests are also carried out.

The actual form automated vehicles will have is unknown
Even though the first versions of automated vehicles can be seen on the streets, this is only a glimpse

of what the future might bring us. Automated vehicles are under construction and there are many
different future scenarios. The core of the innovation, the software, is updated every day, visions of
manufactures differ and literature describes different development paths (Timmer & Kool 2014; KiM
2015; Bhat 2014). Moreover, the business models of the automotive companies are not clear. Google
even declared to innovate without having a clear business model in mind (Bergen 2015). These
differences in paths or business models might look small, but can make a significant difference in
privacy. The San Francisco based company Kiip for instance is building a system which makes
personalised advertisements based on your location (Timmer & Kool 2014). These kind of business
models have totally other consequences than just selling cars.

That the actual form of automated vehicles is not clear does also mean that input still is valuable. We
are now at the point that technology still can be changed and the first impacts become clear. In a few
years technology will be developed completely and the innovation can be steered less easily
(Collingridge 1980).

No scientific proof for positive effects of automated vehicles
Automated vehicles are believed to be a disruptive innovation (Manyika et al. 2013; Timmer et al.

2015)*. Car manufacturers and futurists and governments paint pictures about a world with less
accidents, less congestion and less emissions (O’Brien 2014; Schultz van Haegen 2015; Mercedes-
Benz 2015). However, many of these advantages depend on how the car will be programmed: less
congestion only arises when shorter headways can be held and why would there be less emissions if
the car becomes a more attractive mode of transport? The sketched visions are not nonsense, but

4 Manyika et al. explain it a disruptive innovation should meet 4 criteria: 1) The technology is rapidly advancing or
experiencing breakthroughs. 2) The potential scope of impact is broad. 3) Significant economic value could be affected. 4)
Economic impact is potentially disruptive.
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often show the most positive scenario. Other scenarios or paths are not unlikely. First of all, there is
no scientific proof for a more efficient traffic flow or an improved road safety. Secondly, there are
concerns, “liability details remain undefined, security concerns linger, and without new privacy
standards, a default lack of privacy for personal travel may become the norm” as Fagnant and
Kockelman (2015, p.1) explain. Still, if it is believed that the benefits outweigh the disadvantages
(Anderson et al. 2014), efforts should be made to minimalize the disadvantages.

Tension between personal benefits and societal benefits
This research does not argue against the introduction of automated vehicles, but shows that there is

still a large bandwidth in which automated vehicles can be developed. Besides technological
progress, the automated vehicle should also bring societal progress or benefits. This progress can be
split up in personal benefits for the driver and benefits for society as a whole (Anderson et al. 2014).
The consumers of a self-driving vehicle are mainly interested in the personal benefits. However, with
their purchase and use of an automated vehicle they also influence others. Timmer and Kool (2014)
for instance warn that the public and interest groups should be part of the discussion as “their input
is essential for societal embedding of the smart car.””

Reasons to involve the non-consuming part of the public
Not only the consumers, but also the non-consuming part of the public (the other road user such as

the cyclist or the ‘normal car’ owner) should be involved. There are three types of reasons for. These
are substantial, instrumental and normative (Fiorino 1989; Stirling 2008).

The substantial argument entails that public involvement in science leads to better decisions. Input
from non-scientific sources can broaden the insights. The public can bring other insights than just
experts, especially as they have a non-rational way of reasoning (Roeser 2012).

The second reason for participation is the instrumental argument. As people directly can state what
they like or not (Sutcliffe 2011, p.11) and therefore prevents blockings or non-acceptance (Irvin &
Stansbury 2004). Besides that, they can bring insights and therefore help the innovation (van de Poel
1999; Irvin & Stansbury 2004) especially as they have a non-rational, but emotional way of reasoning
(Roeser 2012, p.812). As in later stages the public uses emotional arguments to judge a technology, it
is better to take them now into account. Lastly, the public can force with blocking power
(demonstrations etc.) that innovations are not introduced, which for instance happened with
genetically modified foods. Involving the public can help to overcome this (de Bruijn & ten Heuvelhof
2008; von Schomberg 2013). For automotive companies this means that by involved the public, they
can bring a product to the market which is more alighted with the desires of the customer. Inclusion
of stakeholders can decrease the chance of non-acceptance of an automated vehicle and can
improve the social desirability.

The normative argument reasons from a democratic principle. It can be argued that the technology
co-shapes the world (Winner 1980; Guston & Sarewitz 2001) and therefore influences the domain of
more than just the owner. So, for democratic reasons the whole public should have a say in the how

> Translation by the author from Dutch: “Waarborg de inbreng van burgers en maatschappelijke organisaties in het
innovatieproces. Hun betrokkenheid is onmisbaar voor de maatschappelijke inbedding van de slimme auto.”
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their future world should look like. The same reasoning is used in legal arguments, mostly for
environmental purposes (see Aarhus Convention 1998, art. 6)). This convention does not directly
hold for automated vehicles, it explains that the public can argue that they are affected and
therefore “stakeholder”® (Timmer & Kool 2014, p.53). This covers that public has right on “public
participation in environmental decision-making” (Aarhus Convention 1998, art 6).

The innovation in the light of Responsible Innovation (RI)

The process of developing an automated vehicle is a hard, with many aspects of a wicked problem
(Rittel & Webber 1973). The different aspects are: the introduction of automated vehicles is novel;
there is no optimal solution so a satisfying has to be found; it is a one shot operation, which has to
cope with the Collingridge Dilemma (Collingridge 1980); there is an endless set of solutions; which
has no stopping rule and the problem is not completely understood after the formulation of a
solution.

Actors in the automated vehicle innovation

Irvin & Stansbury (2004, p.56) name involving the public as a strategy to break gridlocks. Cuppen
(2012) explains that involvement of many actors helps to overcome wicked problems. As the impacts
of automated vehicles are wide, there are also many actors in the automated vehicle innovation
(Timmer & Kool 2014, chap.10). Manufacturers, government, the public but also insurance
companies or public transport companies play a role. To narrow the scope of this research only
actors with decision power (de Bruijn & ten Heuvelhof 2008, p.38) and the public as a whole are
taken into account. The actors with decision power are the government (as they are owner of the
roads and allow cars on the road), the manufacturers (as they design and produce the cars) and the
consumers (as they buy the cars). These are the direct involved actors. In another study on vehicle
automation these are also mentioned as the most important actors (Walta 2011). For the substantial,
instrumental and normative reasons mentioned earlier the non-consumer’ is also involved in this
research. In figure 1-4 an overview is sketched of the actors. The future consumer and the non-
consumer together form the public. Timmer and Kool (2014, p.32) explain that currently “... the
public barely plays a role in the development of a smart car [...]. Or even stronger, they are the
notable absence.”®

® Translation by the author from Dutch: “belanghebbende”

” The term non-consumer might need some explanation. This is the part of the public which does not have an automated
vehicle (yet), but is affected by automated vehicles. The effects they feel can both be positive or negative. Their travel time
can also be optimised and their cities more liveable, but they also might get an alienated feeling or distrust the safety.

® Translated by the author: “...burgers nog nauwelijks een rol van betekenis in de ontwikkeling naar de slimme auto (of dit
nu de codperatieve of de robotauto betreft). Sterker nog, zij zijn opvallend afwezig.”
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table 1-2: the four actors taken into account in this
research (table is based upon Timmer & Kool 2014, chap.10 and own insights)

Actor Role
The national Owns the road network and can allow which vehicles are allowed to drive on
Government it. They also can formulate policies or subsidise innovations. Important
parties are the ministry of 1&M, Rijkswaterstaat and the RDW. This research
focusses on them, nevertheless are provinces and municipalities getting
more and more interested in the innovation.

Manufacturers The manufacturers of automated vehicles are mainly traditional car
companies and a few newcomers. Around the car manufacturers are several
tiers of suppliers. Those are left out of the research scope as they do not
have final decision power about the design of a car.

Consumers The part of the public that will buy an automated vehicle in the future.

Non-consumer This is the part of the public that will not have an automated vehicle.
Gradually the two parts of the public will change in size, however, as the
transition is expected to take more than 40 years (Litman 2014;
Nieuwenhuijsen 2015) both groups are of interest.

A few players who are left out of this research are the interest groups, the research institutes and
universities. These players have a neutral role, or represent another actor (mostly a part of the public
for interest groups). Others, like public transport companies or insurance companies play a too small
role to take into account.

Schematic overview of all actors

Directly involved Indirectly involved

Government Manufacturers Universities

\
- / N\ o
E Research institutes
— €
\ / Interest groups

Consumer

| Indirectly involved, but affected "

| (and therefore included in this research)
Non-consumer

figure 1-4: The car manufacturers produce a car for the consumers, the government can make regulation for this car. These
actors are directly involved as they have decision power. The goal of this research is to also include the non-consumer into
the decision making.

Representing the public
Who or what is the public is a debatable topic (Dewey 1927). Dewey discusses that the public has

multiple forms. Depended upon the case the public forms groups. In this case the groups are formed
as consumers and non-consumers. Of course other groups can be formed, especially within the non-
consuming part: cyclists, parents of children, environmental aware people or old-timer owners. Some
of these groups are represented by an institution, such as environmental interest groups. In this
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research the people in the group are researched, instead of organisations representing them.
Organisations are not formed (yet) or too broad (ANWB) and the people are the ones having the
values and reasoning from emotion. So, especially substantially and instrumentally the people should
be involved in this phase instead of the organisations representing them.

The irresponsible dimensions of the automated vehicle innovation

The scientific and governance field of Responsible Research and Innovation aims to take all potential
impacts on the environment and society into account (Sutcliffe 2011, p.3). Stilgoe et al. (2013) define
4 criteria to determine whether an innovation is responsible. If the automated vehicle innovation is
seen in the light of these criteria, it can be argued that it cannot be called a responsible innovation.
Von Schomberg (2013) goes further, he defines 4 criteria to see if an innovation is irresponsible. It
can be concluded that the automated vehicle innovation shows signs of irresponsibility. An essay
with a longer discussion on all points can be found in appendix G. The five most striking points of
comparing the automated vehicle innovation to the criteria are explained here below:

1. The innovation shows signs of a policy-pull and a techno-push. Both named by von Schomberg
(2013, pp.14 & 17) as signs for irresponsible innovation. Governments (Schultz van Haegen 2014;
Timmer & Kool 2014) but surely the automotive industry is very enthusiastic about automated
vehicles (Timmer & Kool 2014; Bernhart et al. 2014). Especially the automotive industry has
invested millions (Timmer & Kool 2014), but the public is not unanimously enthusiastic. After
comparing 10 recent surveys studies Kyriakidis et al. (2015, p.3) conclude that “...people also
indicate a non-negligible level of reluctance” for automated vehicles.

2. Another irresponsible dimension von Schomberg (2013, p.16) names is the “neglectance of
fundamental ethical principles”. Fagnant and Kockelman (2015, p.1) address three concerns
which are not solved at this moment “[l]iability details remain undefined, security concerns
linger, and without new privacy standards, a default lack of privacy for personal travel may
become the norm.” All three concerns deal with fundamental ethical principles.

3. Responsible innovations require transparency (von Schomberg 2013, p.19; Stilgoe et al. 2013,
p.1570), as a starting point for reflexivity, inclusion and responsiveness (all dimensions of Stilgoe
et al). Currently car manufacturers share their visions and test publically, but in their
communication they only highlight advantages and lack communicating possible risks or
downsides. Besides that, some parts of the visions are missing, for instance the business models.
Leading example is Apple who has complete radio silence around its self-driving car program
(Harris 2015). In his literature review Aerts (2015, chap.2) explains that especially the
autonomous path is characterised by ‘competition” and ‘secrecy’.

4. Inthe light of precautionary measures (von Schomberg 2013, p.19) policies for automated
vehicles should be made rather sooner than later (Anderson et al. 2014, p.4; Fagnant &
Kockelman 2015, p.179). What now happens is what Owen & Goldberg (2010, chap.1) call:
“significant time lags between the development of novel innovations, understanding their wider
impacts and subsequent governance”. In order to make these responsible, the public should
have a voice in making these policies. This however, a public debate is currently lacking (Timmer
& Kool 2014).
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5. Inclusion of stakeholders (Stilgoe et al. 2013, p.1571), so let stakeholders participate in the
innovation process and do something with their inputs (responsiveness, Stilgoe et al. 2013.
p.1572), are done in some governmental policy making (internet participation), but there are no
car manufactures with programs like these, or at least not known.

Research scope

Focussing on all five points is too much for one thesis. The most striking points are point 2 and 5: the
non-inclusion of stakeholders and therefore the risk of harming their fundamental ethical principles.
This is strengthened by the advices Timmer&Kool (2014, p.35) have. They explain that the
government should “[g]uarantee the input of citizens and interest groups in the innovation process.
Their involvement is essential for the societal acceptance of the smart car”’.

This research focusses on these two aspects. A new method, based upon Value Sensitive Design will
be created and tested. If this method is performed on large scale by car manufactures or
policymakers the automated vehicle innovation can become more responsible. By improving upon
these points it “....allows options to be kept open, it is the antidote to lock in and path dependence.”
(Owen et al. 2013, p.35). It therefore helps to overcome a wicked problem.

Main problem

The automated vehicle is an innovation that can change the whole transportation system (Milakis et
al. 2015) and can have large impacts on society (Fagnant & Kockelman 2015; Litman 2014). The
impacts are expected to be positive, but, there is no scientific proof for this. Besides that, the
innovation can have downsides, which are not communicated widely at this moment. Because of
this, the public should be involved in the development, which is not happening at this moment. Non-
inclusion of important stakeholders entails the risk of neglecting fundamental ethical principles. For
these reasons, and others, this innovation shows signs of an irresponsible innovation.

In this research a method will be developed to set up a constructive dialogue between the 4
important actor groups (the government, the car manufacturers, the consumers and the non-
consumers). By involving these actors, their fundamental ethical principles can be used as starting
points for design. This dialogue thereby helps to form a socially accepted starting point for the design
of future automated vehicles. This dialogue is not meant as a method to change the publics’ opinion
in order to increase awareness or sales. This dialogue is meant to research opinions of all actors and
shape the outcome of the innovation.

® Translated by the autor from Dutch: Waarborg de inbreng van burgers en maatschappelijke organisaties in het
innovatieproces. Hun betrokkenheid is onmisbaar voor de maatschappelijke inbedding van de slimme auto
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1.5.

Goal and research question Communication (part B)
From this problem a research goal and question for part B can be formulated.

Goal Communication
The goal of this research is: to develop and test a constructive dialogue method with multiple actors

to give input for future designs of automated vehicles.

Question Communication
The main question of the research is:

To what extent can a constructive dialogue method be developed to give
input for future designs of automated vehicles?

This main questions is split up into five sub-questions. The sub-questions are:

Sub - question Chapter presenting
the results
1.  Which criteria from literature should the method meet to be a constructive 10

dialogue method?

2.  What values, of the relevant actors, are at play in the development of 121
automated vehicles?

What is the relative importance of the identified values per actor? 121
To what extent can one common value profile be created in a constructive 12.2
dialogue?

5. Which value tensions become clear when the values are specified to design 12.2
input?

The results of the first sub-question, which sets the criteria, is shown in chapter 10. In chapter 11 the
method is described. In chapter 12 the results of the method are discussed. Section 12.1 shows the
values at play (sub-question 2) and the relative importance of these values. In section 12.2 the results
of the constructive dialogue are shown. The results are a common value profile, and value tensions
between the actors.
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Short summary and reading guide

The goal of this study is to gain insight in the effects early forms of automated vehicles (level 1, 2 and
3) may have on the mobility in the Netherlands. This should give policymakers insights for
transportation and infrastructural policies. The study is performed to the two development paths
mentioned in literature: autonomous driving and cooperative driving.

In the first chapter of this part (chapter 2) an overview of the modelled system is showed. This
chapter explores which concepts need to be modelled. In chapter 3 criteria are set for the model.
The chapter explains that the model should be explorative; should model automated vehicle as
different user class; and the model should research both supply and demand. Complementary, the
preference for System Dynamics (SD) is presented.

Chapter 4 describes the structure of the SD-model. In this chapter the four steps of the model are
explained in detail. Chapter 5 clarifies how automated vehicles are modelled. Three vehicle classes
are modelled (level 0, level 1 & 2 and level 3) which differ on value of time, fuel consumption and
PCU value (capacity impact). Literature on microscopic studies is translated to model variables for the
high abstraction level used in this model. In chapter 6 the model is tested. Among other tests a
comparisons is made with other models simulating automated vehicles. These test show that the
model can be used for explorative research.

For both the autonomous and the cooperative development path experiments are done, these are

shown in chapter 7. In chapter 8 the results and model set-up are discussed. Chapter 9 contains the
conclusions and recommendations.
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2.1.

Mobility impacts of automated vehicles

In 1908 Henry Ford started the mass production of cars. The Ford model T and his successors from
Ford and competitors changed the transportation system radically: more people became mobile and
average traveling speeds rose (Baaijens et al. 1997). Since then the basic principles of the car stayed
the same: a driver in charge, steering with his hands and adjusting the speed with his feet.

10 years before the first mass production the Dutch minister Cornelis Lely announced in the paper
het Algemeen Dagblad a test with a car, to transport mail from Amsterdam to Leiden. It would go 15
km/h and could carry 1000 kg and “would be a proper shelter for rain and wind” (Nieuwe
Amsterdamsche Courant 1898, p.1). Recently, 120 years later) the current Dutch minister Schulz
announced tests, this time with automated vehicles (Schultz van Haegen 2014). This innovation could
again change the transportation system radically. This chapter elaborates on which factors in the
transportation system could be changed by early forms of automated vehicles.

The transportation system and impacts of automated vehicles

Before impacts automated vehicles have on mobility can be investigated, mobility has to be defined.
Literately mobility means movement, in this context it means the way people move themselves. Also
goods can be moved, but in this research the focus will be at passenger transport, therefore goods
will be researched less elaborately. Still, both interact, thus the transportation of goods cannot be
neglected.

The mobility system is often defined as a supply and demand side. The supply is the amount of
capacity a system has. For roads this is the capacity of a lane (for instance 2000 vehicles / hour). The
demand is how many trips are made, for instance per day or per hour.

Impacts of automated vehicles on this system

Milakis et al. (2015) give a good overview of which the elements of the transportation system are
influenced by the automation of the car fleet. The Milakis research and others (Snelder et al. 2015;
Fagnant & Kockelman 2015; Hoogendoorn et al. 2014) make clear that both the supply and the
demand are influenced by automated vehicles. Milakis et al. (2015, p.3) present a Ripple model,
shown in figure 2-1 which explains the impacts per SAE level. They explain that: “[....] we might
expect implications to extend up to the first ripple for level 3 (conditional automation; according to
SAE International, 2014) and up to the third ripple for level 5 (full automation).”

/17 /



Travel cost Location choices
implications

[munmn’ :rava| time, vnlue of time]
/M Employmen:

Vehicle use

Driving
automation

Cepecty (4 levels)

Traffic Trave{ choices  Recreation
implhications nplications
e location

Flow Public transport,
stability ‘ wuﬂ“nucvc

Vehicie.

figure 2-1: Ripple model shows the impacts of automated diving. Early forms (1, 2 and 3) have impact on the inner ripple,

later versions also on the outer ripples (Milakis, van Arem, et al. 2015).

Elements affected by automated driving
The elements, which Milakis et al. name level 1, 2 and 3 have impact on are’®

The “use of vehicles”, but also “public transport, walking, cycling”

Automated vehicles enable that ‘drivers’ can spend their time differently, travel faster or travel
cheaper. Therefore the preferences for modes can change. This is normally modelled as a change in
travel costs (monetary, travel time and value of time). Not only Milakis et al. name this aspect, also
other literature describes this (Snelder et al. 2015; Gucwa 2014; Litman 2014). From these papers we
conclude that there are three effects that are changed by automated vehicles: value of time'’, travel
time for cars and monetary costs (like fuel efficiency).The travel time is a second order effect of other
effects such as preference for mode or capacity effects. Another effect that is described to a lesser
extent is the comfort, sometimes this is meant as a change in value of time, sometimes as other
types of comfort. Often this stays ambiguous. In chapter 5 more information about the chosen
parameters for automated vehicles will be shown.

The “capacity” and traffic “flow stability”.

As automated vehicles can hold shorter headways than human drivers, the capacity of a road can
increase. Another theory is that due to safety reasons cars need to hold larger headways, which
decreases the capacity of a road. Besides capacity also related traffic flow effects can change.
Hoogendoorn et al. (2014) and Snelder et al. (2015) state that the automated vehicles can influence
the capacity drop, lead to a higher flow stability or a more efficient use of the network.

% For all effects holds that other sources name the effects, but Milakis et al. are the only ones linking the effects to the
levels of SAE international.

" Other research, for instance Snelder et al. (2016) do not speak of a change in value of time, but a change in the penalty
for the travel time. In this way multiple groups can be separated more easily. As other research speaks of the value of time
this term is used here.
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2.2.

The “Vehicle kilometres travelled”

Milakis et al. (2015) explain that because of enhanced accessibility in more distant locations the
amount of kilometres travelled per trip by car can be influenced. Also spatial changes can contribute
to this. If this is possible to model, this aspect has to be taken into account.

Both heavy goods vehicles and passenger cars

The focus of the model is passenger mobility. Nonetheless, trucks also influence the travel times of
passenger cars. As a significant percentage of the road traffic consists of heavy goods vehicles
(Goudappel 2014), therefore they should also be modelled. Only the demand of trucks is modelled,
the supply is set constant.

Peak hour travels

Automated vehicles can also influence the departure time choice. The decrease of congestion or the
possibility to work in the car might make traveling during peak hours more attractive (Gucwa 2014;
Snelder et al. 2015). As the Netherlands almost only encounters traffic problems during peak hours,
it is expected that the mobility effects of automated vehicles are mainly in the peak hours. Therefore
the number of travels in peak hours will be calculated, and not set as a fixed share as is done in other
investigations (Heyma et al. 1999c). The calculation of the speed will only be made for peak hours.

Model concepts which are influenced by automated vehicles

From this list the following aspects, which should be captured by the model, can be extracted. The
aspects on which normal vehicles differ from automated vehicles are: 1) the value of time, 2) the
capacity (and related effects) and linked travel time, and 3) the fuel costs. Next to this the trip
generation can also be influenced. If the model structure allows modelling trip generation, it is
desired to be modelled.

The mentioned changes will influence the modal split, the time of day choice and the assignment™.
This means that both the supply (how many trips from A to B) and the demand (how much capacity
the roads have) should be modelled, as well as the feedback between them. This feedback is
important as in this way the updated travel time (due to capacity or demand changes) can be taken
into account in the preference for a mode or departure time. It is desired that automated vehicles
are modelled as a separate mode. For this new vehicle type the value of time and preference can be
changed. In other research (Gucwa 2014, Tetraplan 2015 and Snelder et al. 2015) the average vehicle
is changed, instead of modelling a new mode.

Other variables with effects on mobility

The purpose of this study is to gain insight in effects of automated vehicles on mobility. However,
these effects should be modelled together with other effects influencing mobility to compare the
magnitude. As input for other factors influencing mobility (the exogenous inputs) the LMS starting
points document (Ministerie van Infrastructuur en Milieu 2015) is taken. In this document the Dutch

2 The assignment is the modelling step where supply and demand meet. Here the volume (how many trips) are related to
the capacity. Often the assignment is done in a network, where per road the ratio between intensities and capacities are
calculated.
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2.3.

Ministry of Transport explain what is taken into account in their countrywide model, the LMS. The
same starting points will be used in this research. The exogenously changing variables are: population
growth, new roads built, prices in public transport, travel time of trains and the car ownership. In
chapter 4.7 all exogenously changing variables will be discussed in more detail.

The nature of this research is strongly explorative, as the field of automated vehicles is still full of
uncertainties. As this research explores the impacts of automated vehicles, the uncertainties caused
by automated vehicles are the main interests. Of course, also other variables (demography or new
roads) influence mobility, but central in this thesis are the different development paths and their
uncertainties for automated driving.

Specification of the model

From this analysis the nature of the model can be specified:

e The focus should be on exploring impacts of automated vehicles on mobility, therefore other
factors influencing mobility have to be taken into account roughly.

e The model should focus on passenger transport and take freight transport into account in a
more simplistic way. The demand of freight transport can be set constant.

e Both supply and demand should be modelled.

e The model should focus on peak hours.

e The mode choice, time of day choice and the assignment should be modelled as these
concepts are influenced by automated vehicles. The trip generation should be modelled as
demographic changes then can be taken into account.

The next chapter (3) explains which method is most desirable to model this system, chapter 4
explains how the model is built up and chapter 5 specifies the settings for the two development
paths: cooperative and autonomous driving.

Reading guide of the rest of the report

In the next chapter (3) different models will be compared and one will be chosen. In chapter 4 the
set-up of the created model will be explained. Chapter 5 explains how in this model automated
vehicles are modelled. Tests with the model are shown in chapter 6. The next chapter (7)
experiments with the model are shown. Hereafter follows the discussion (8) and the conclusion (9).
In the conclusion also recommendations are presented.

Overview of the next chapters
Overview of the Simulating
System Choice of the method Set-up of the model automated vehicles

Experiments with the
Tests of the model model Discussion Conclusions

T . @ o

figure 2-2: Set of the part A of the report
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3

3.1.

Method to determine the impacts of automated vehicles

There are two main candidate methods to research the impacts of automated vehicles: Macroscopic
Models and System Dynamics. In this chapter first requirements are set followed by an explanation of
the two methods and some less probable methods. The chapter finishes with an explanation why
System Dynamics is the preferred method for this research and a short literature review on System
Dynamics.

Four requirements for the model

In order to make long term analysis to the effects of early forms of automated driving, a forecasting
approach needs to be chosen. Forecasting the impacts is hard as there are many linked effects.
Besides the complicating factors of many linked effects, the impacts also need to be quantified. A
computer model is most likely to be needed to simulate the effects. In this section the requirements
are set for the model. This answers the second sub-question: what are the requirements for the
method to assess the mobility impacts of early forms of automated driving?

Requirements for the model

&M D e [T

Explorative Demand & Endogenous  Available and
supply modelled AVs workable

figure 3-1: the four requirements for the model.

The requirements that are set for the model are that it should 1) have an exploratory set-up to test
policies and development paths, 2) model both the demand and supply, 3) model automated
vehicles endogenously and lastly should be 4) available and workable.

1) A model to exploratory research the impact of different paths (desired outcomes)
The impacts automated vehicles have on society are unknown and hard to quantify (Milakis, van

Arem, et al. 2015). The model should be a first step to research the combined effects. This means
that it should be more exploratory or reflective than exact. The model should try to be a first step to
quantify the inner circle of the ripple model (Milakis, van Arem, et al. 2015).

The research question, mobility effects of automated vehicles, is full of uncertainties. This makes a
detailed forecast impossible to make. As not only the impacts are uncertain, but also the design of
future automated vehicles are uncertain, both should be researched. Furthermore, the model should
be able to test different policies.

In order to assess how automated vehicles change mobility the model should at least calculate the
modal split, the number of trips made in an average peak hour, the travel time changes for cars and
the vehicle kilometres travelled by car. These variables give insights on a high abstraction level and
are also outcomes of the studies of Gucwa (2014) and Snelder (2015), which gives the possibility to
compare the results.
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3.2.

2) Demand and supply (desired inputs)
The second requirement is that the method should both incorporate the demand (how many trips

are made from where to where) and the supply side (how much capacity the network has). As is
explained in chapter 2, the model should take changes in value of time, travel time and monetary
costs for cars into account at the demand side. Both for the departure time choice and the mode
choice. In addition, for the supply side the changes in road capacity automated vehicles cause should
be modelled. Besides supply and demand, also the feedback between them should be researched,
because the current travel times influence the mode choice or departure choice.

3) Automated vehicles endogenously modelled
The third requirement is that the effects automated vehicles have should be modelled endogenously.

This means that the value of time, fuel costs or impact on capacity only changes for the cars which
are automated. Therefore should the different levels of automated vehicles be modelled as different
vehicle classes. In current automated vehicles studies the value of time is changed for all cars (Gucwa
2014; Snelder et al. 2015; Tetraplan 2015). In this way, the ‘average car’ is changed instead of a
change for a certain group. By modelling the effects endogenously also mixed traffic (different levels
on one road) can be simulated more precisely.

4) Available and workable
Lastly, not all models are available to work with, or are too large to handle in one investigation.

Therefore, the model that is used should be available and workable.

System Dynamics suits better than a Macroscopic approach

The high abstraction level and the requirement to model both demand and supply directly attract the
attention to two methods: Macroscopic models and System Dynamics. Macroscopic models are
traditionally used for this type of research. In the nineties TNO developed the ScenarioExplorer
(Heyma et al. 1999a) which is a System Dynamic approach to similar questions. Besides these two
methodssome other models are explained briefly.

Macroscopic simulation models

Macroscopic models simulate aggregated traffic. They do not model individual vehicles, which is
done by microscopic models, but average traffic streams. Mostly used relationships are between
densities, average speeds and traffic flows. The term Macroscopic deals with the type of assignment
that is performed. Still, also the demand (generation, distribution, mode choice) should be
researched. This is often based on person, household or zonal level.

Traditionally, long-term transportation forecasts are made with macroscopic transportation models.
In the Netherlands, the countrywide LMS (het Landelijk Model Systeem) and the regional NRM
(Nederlands Regionaal Model) from Rijkswaterstaat are the most commonly used tools by
governments. This makes this approach also the most logical way to model automated vehicles.

1) A model to exploratory research the impact of different paths (desired outcomes)
Macroscopic models are used nowadays to investigate the effect of different policy measures or
infrastructural changes. The models used in practice are complex and strongly disaggregated as they
consider many variables. This leads to long run times (LMS takes half a day to run), which makes it
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hard to do explorative research with the models. Besides, the models are detailed, which makes
them hard to change and less suited to handle questions with a large amount of uncertainties. So,
the Macroscopic models can research the impacts of different policies and scenarios, but cannot be
called exploratory.

2) Demand and supply
The LMS and NRM are the mostly used Dutch countrywide models taking both the demand and

supply into account. Other Macroscopic models start with an OD-matrix and only focus on the
assignment (or assighment and time of day choice). Advantage of macroscopic models is that they
make use of an explicit network. A combination of the LMS and a dynamic assignment model can be
used. However, the feedback between both is then hard to model. Inconsistencies with the origin-
destination matrix can also arise if two different models are used.

3) Automated vehicles endogenously modelled
To model the automated vehicles endogenously different vehicle classes have to be created. In

existing macroscopic models this is hard. Three macroscopic automated vehicles studies have been
done. One by the TU Delft and TNO with the LMS (Snelder et al. 2015), one by Tetraplan for the
Copenhagen region (Tetraplan 2015) and the last one in California by making use of the Metropolitan
Transit Commission’s: Travel Model One (Gucwa 2014). These studies do not model new modes or
car types, but change the attributes of the regular car. At the start of 2016 TNO investigated how the
LMS had to be changed in order to simulate different vehicle types (Snelder et al. 2016). The
suggested changes are hard and time consuming to model.

4) Available and workable
The LMS (and NRM) are complex models and therefore hard to make changes to. Especially because

a new mode has to be modelled (Snelder et al. 2016, pp.11-13). Alternative macroscopic models
have a smaller scope (regional models) or only simulate the assighnment. Feedback from the
assignment back to the mode and time of day choice becomes problematic as multiple models are
used.

FINDINGS ON MACROSCOPIC MODELS
Macroscopic models are currently the most logical approach to assess different development paths

and policies have. However, they have their downsides. As the models are complex and large, they
make modelling automated vehicles endogenously complex. This complexity of the models also
makes exploring hard as many parameters need to be changed. Therefore, the model could be used
for the task, but then substantial changes to current models have to be made.

System Dynamics

System Dynamics is a method to study behaviour of complex systems over time. Pruyt (2013, p.1)
explains that System Dynamics “is a method to describe, model, simulate and analyse dynamically
complex issues and/or systems in terms of the processes, information, organizational boundaries and
strategies”. The method deals with relations between system elements and feedback in the system.
It can show behaviour over time of different elements in a system (Sterman 2000). The System
Dynamics method can be applied to a wide range of fields (Pruyt 2013), but is rarely used to research
personal mobility (Shepherd 2014). Nevertheless, there are some examples (Heyma et al. 1999a) or
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papers arguing for more use of System Dynamics in transportation research (Abbas & Bell 1994;
Shepherd 2014).

1) A model to exploratory research the impact of different paths (desired outcomes)
Explorations of different policies and scenarios is the main application of System Dynamics (SD)

(Pruyt 2013; Sterman 2000; Abbas 1990). Abbas and Bell (1994, p.375) argue that SD can be used for
“exploration and analysis of complex systems”, and state that its therefore very suitable for
transportation purposes. SD has already proven to be a helpful modelling approach to explore
different scenarios in transportation in the ScenarioExplorer (Heyma et al. 1999a; Malone et al.
2001).

2) Demand and supply
The boundaries of a System Dynamics model can be as wide as desired, so both demand and supply

can be modelled, with the feedback in-between. This has been shown by the ScenarioExplorer
(Heyma et al. 1999a) and is suggested in the paper of Horvath (2012). Problems might arise in the
trip generation, since they are often strongly disaggregated. They could also arise during the
assignment, because of their need of an explicit network. (Horvath 2012). However, earlier studies
have already found a way to work around these problems (Heyma et al. 1999a).

3) Automated vehicles endogenously modelled
Automated vehicles can be modelled endogenously. System Dynamics makes it possible that new

modes can easily be added. Because there are still lots of uncertainties about the microscopic effects
of automated vehicles, SD is a suitable approach. SD makes it possible to take sensitivities of
parameters easily into account.

4) Available and workable
There is no System Dynamics model available to simulate mobility in the Netherlands. The in 1999

developed ScenarioExplorer (Heyma et al. 1999a) can be used as a basis, but the concept should be
changed in order to simulate automated vehicles. Furthermore, it is difficult to gather input data to
construct the base year and to calibrate the model.

Conclusion on System Dynamics models
System Dynamics is suitable to explore policies and scenarios. Also endogenously modelling both

supply and demand is possible. The downside of System Dynamics is that there is no model available,
so a new model should be made.

Other options for models

System Dynamics and Macroscopic models can be used and have been used to simulate countrywide
traffic (Heyma et al. 1999a; Snelder et al. 2015). Nevertheless, also other methods could be used.
Still, their geographical scale is often too small. Microscopic (simulating the individual vehicle) and
Mesoscopic (simulating characteristics of groups of vehicles) simulate smaller areas than are desired.
Still, the effects can be scaled up. Moreover, the demand side has to be modelled. If these models
are used, another demand model has to be run, then simulations in a microscopic model have to be
done, these results have to be scaled up and fed back to the micro simulations. This is quite time
consuming and circuitous.
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Thus, for other types of research (on smaller scale) microscopic and mesoscopic simulations have
their benefits, but in order to simulate both supply and demand for the whole of the Netherlands
other models such as the LMS or System Dynamics are more suitable.

The chosen method: System Dynamics

From the discussed methods the System Dynamics approach seems to be the most suited to the
requirements. System Dynamics (SD) has the advantages that different policies and scenarios can be
assessed in a short time. Besides this SD can model both demand and supply with a continuous
feedback between them. The possibility to model automated vehicles endogenously is a benefit,
which only can be found in SD. In table 3-1 SD and Macroscopic models are compared per criterion.

table 3-1: System Dynamics is the preferred approach to model mobility effects of automated vehicles as it is strongly
explorative, supply and demand can be modelled and the ease of modelling automated vehicles endogenously.

‘ Criteria Macroscopic models System Dynamic models

” More detailed than exploratory. Takes Strongly exploratory. Will never reach
. . long to run and therefore to assess details, but is meant to test the impact
different scenarios and sensitives. of different policies. With simple clicks

To explore different -
. scenarios can be changed.
scenarios

>< Yes. H r, tri neration an
Yes, with lots of detail. es. However, trip generation and

assignment can be a problem.
Research both demand

and supply

m Can be done. And sensitivities can be

Is hard but not impossible.

Automated vehicles taken into account.

endogenously modelled

Traditional models are large, complex
| v and hard to change. A new model should be made.

Available and workable

Aggregated strongly explorative
approach which can quickly
investigate impacts of endogenously
modelled automated vehicles in

Can do detailed investigations on an
explicit network, but has a long
running time. Hard to model
automated vehicles endogenously.

To sum up

different scenarios.

As there is currently no System Dynamics model available to assess transportation impacts in the
Netherlands a new model should be designed. In the next paragraph a background on SD and
transportation is given. The next chapter discusses the set-up of the model in detail.

A literature review on System Dynamics

As society gets more complex and more interconnected, a holistic, system-oriented approach is
needed to see the behaviour of systems (Repenning 2003, p.325). System Dynamics is such an
approach. System Dynamics makes use of causal relationships between the elements of a system. By
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guantifying these relations the behaviour of a system over time can be researched (Pruyt 2013).
System Dynamics can be applied in a variety of cases, from simple systems like companies to large
systems like the climate of the whole earth (Meadows et al. 1972; Sterman 2000). Or as in this case:
to model effects of automated vehicles.

System Dynamics and transportation
System Dynamics is not often applied in road passenger transportation. After the paper of Abbas &

Bell in 1994, who promoted the use of System Dynamics in transportation, Shepherd (2014) made a
list of all System Dynamic models used in the field of transportation in peer-reviewed papers from
1995 until 2013. Most studies investigate new fuel types, maintenance, goods or policies. However,
none of the papers Shepert finds describe the effects of automated vehicles or passenger
transportation in the way that is needed here.

Nevertheless, two papers Shepherd does not name elaborate upon calculating both supply and
demand for passenger transport in a country (based on a four-step-model). In the nineties the Dutch
research organisation TNO developed the ScenarioExplorer (ScenarioVerkenner in Dutch) (Heyma et
al. 1999a; Malone et al. 2001). This model was used to investigate the effects different policies would
have on mobility the coming 50 years.

System Dynamics and automated vehicles
The ScenarioExplorer was already used to forecast impacts of automated vehicles in the nineties by

van Arem and Smits (1997). This study indicates that System Dynamics is a useful tool to assess
automated vehicles. However, van Arem & Smits used data from experts (where currently literature
is available), model vehicles exogenously (which can be made endogenously) and evaluate policy
scenarios (where this thesis is interested in technical scenarios or development paths). Still, insights
from the study can be used. Unfortunately, the ScenarioExplorer is not up to date and written for 16-
bit processors in an old software language (Heyma et al. 1999b). Nevertheless, the model built up of
the model Heyma et al. (1999d) present can be used as inspiration for the to be created model.

Recently, the topics System Dynamics and automated vehicles have been combined in another
master thesis (Nieuwenhuijsen 2015). This thesis has to goal to investigate the market introduction
of automated vehicles, which differs from the objective in this thesis. The results of the
Nieuwenhuijsen research can be of input for this thesis.

System Dynamics will not replace Macroscopic models
The exploring character of System Dynamics suits the questions of this thesis. However, to answer all

future questions, more in depth studies and more in depth models are needed. System Dynamics is a
suitable approach to explore different policies or scenarios over a time span of 50 years. Although,
for detailed analysis macroscopic models stay the preferred option. Insights from modelling System
Dynamics nevertheless can be used in creating a macroscopic model for automated vehicles.
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Structure of the System Dynamics model

System Dynamics is the chosen method to model automated vehicles in this research. This chapter
explains how the system is modelled the next chapter (5: Automated vehicle model variables)
discusses how automated vehicles are modelled. In this chapter first, the general structure of the
model is described, with including the most important elements and feedback loops. The following
paragraphs present how the separate elements are modelled. Each paragraph starts with an
italicized summary. The model is called the System Dynamics-model or the SD-model.

General structure of the model

The goal of the System Dynamics model is to evaluate the mobility effects of early forms of
automated driving in the Netherlands from 2013 until 2050. For each year, the modal split, the
amount of people traveling in the peak hours, and the travel time of cars on a relation (a link
consisting of different roads between origin and destination) are calculated (see 3.1 Requirements).
As System Dynamics is an aggregated approach, the Netherlands is divided into 6 zones. Therefore,
the model does not make use of an explicit network, but makes use of characteristic relations. The
model takes the demand and the supply and feedback between them into account.

Scoping of the model: bull’s eye diagram

In System Dynamics bull’s eye diagrams are used to indicate what is endogenously modelled, what is
exogenously modelled, and what is left out of scope (Sterman 2000). In figure 4-1 the bull’s eye
diagram for the model is shown. It is based on the system description in chapter 2. Endogenously
modelled are: the amount of trips all people in a zone make on an average day, the mode choice of
these people, the amount of car trips made in a peak hour, the capacity changes due to automated
vehicle, the travel times of cars and the amount of vehicle loss hours of cars in peak hours.

The capacity and fuel economy is different for the two development paths for automated vehicles.
The value of time changes in relation to normal vehicles, but is not different in the two paths.
Exogenously modelled are the change travel time of the train, the growth of population, the
introduction of automated vehicles, the number of vehicles, changes in public transport and car costs
and economic growth. The choices about what is modelled endogenously or exogenously is made
upon the system description based upon Milakis et al. (2015), Snelder et al. (2015) and Gucwa (2014)
and is explained in chapter 2.
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Bulls eye diagram for the model

Out of scope
Exogenous

Car sharing
Electric vehicles

Capacity Fuel + Changes in social structures
due to AVs economy +  Parking infrastructure
AVs «  Environmental issues
*  Vehicle ownership
Endogenous *  Other demographic changes
Economy Travel time cars Tra\;el tin}e of than population growth
Vehicle loss hours the train
Trips on an average day
Capacity change due to AV’s
% cars in peak hour
Mode choice
Car Value of
ownership time for AVs

Amount of trips
/ population
growth

Introduction
of Avs

figure 4-1: This bulls-eye diagram shows which factors are endogenously modelled (in feedback loops, changed per time
step) and exogenously modelled (differ over time, but are not in feedback loops). In italics are exogenous variable that
differ in the cooperative and the autonomous development path. AVs is short for automated vehicles.

The 4 steps of the model, with feedback
The SD-model is based upon a traditional 4-step model (McNally 2000), or better, 5-step-model, as

also the time of day choice is taken into account. The first and second step of the 5-step-model, trip
distribution and generation are simplified to a constant OD pattern. This is used as starting point for
the model. This is roughly the same structure as is used in the ScenarioExplorer (1999d). A short
overview of the model can be seen in figure 4-2.

The 4 steps of the model

How many trips are Which mode is How many
made from where to chosen by the trips are in
where? travelers? peak hours?

How long does the
trip take?

LR @& =R o O,

figure 4-2: The model consists of four steps. 1) By extrapolating the base year the amount of trips for coming years are
calculated. 2) These trips are divided over the modes based on logit functions. 3) Next are the trips made in the peak hours
calculated based upon logit functions. 4) Via a speed-flow curve the travel time of a trip is calculated.

In the first step of the model (trip generation and distribution) the base year origin-destination
matrix is extrapolated based on demographics. Secondly, based upon simple utility functions in a
logit model, a mode choice is made. For all trips made by car it is calculated how many of the trips
are made during peak hours. The amount of trips made during peak hours is used to calculate the
travel time via a speed-flow curve. These travel times are fed back with a delay of half a year, as
people do not directly change modes after one longer or shorter trip. This perceived car travel time is
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fed back to the mode choice and the peak hour choice. So, if the automation of vehicles leads to
higher average speeds in the peak hours, the mode car gets more favourable due to higher utilities.

The Netherlands is aggregated into 6 zones, which lead to 42 OD-relations
System Dynamics is a strongly aggregated approach, therefore the Netherlands is split up in only 6

zones. More zones might be preferable, but we use the same approach as the ScenarioExplorer. This

makes checks easy and gives the possibility to take over parameters from the ScenarioExplorer.

These 6 zones make an origin-destination matrix of 36 cells. The zones are:

Large cities in the Randstad (LCR)

Satellite towns of large cities in the Randstad (ST-LCR)
Cities in the Randstad (CR)

Rest of the Randstad (RR) or Rural areas of the Randstad
Cities in the rest of the Netherlands (CRN)

Rest Netherlands (RN) or Rural areas of the Netherlands

The exact definitions of the zones and a list of all municipalities per zone can be found in Appendix B.

The Netherlands split up in 6 zones

Large cities In the Randstad
(LCR)

satellite towns of large cities
in the Randstad (ST-LCR)
Cities in the Randstad (CR)
Rest of the Randstad (RR)
Cities in the rest of the
Netherlands (CRN)

Rest Netherlands (RN)

figure 4-3: The Netherlands is split-up into 6 zones. Every municipality is assigned to a zone. Appendix B shows which

municipality (definitions of January 2015) is assigned to which zone.
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Besides these 36 relations, some extra relations are needed. These ‘shadow cells’, as they are called
(Heyma et al. 1999d), are used to make a difference between local traffic and traffic between cities.
Therefore, we added extra zones:

e Other large city in the Randstad (OLCR)

e Other satellite towns of large cities in the Randstad (OST-LCR)

e Other cities in the Randstad (OCR)

e Other cities in the rest of the Netherlands (OCRN)

In this way trips in Amsterdam (inner-city) are separated from trips from Amsterdam to Rotterdam
(from city to city). This leads to an origin destination matrix which has the form of table 4-1, with
6*6+6 = 42 cells. As there is no interaction between shadow cells they are only added as column in
the OD-matrix.

table 4-1: The empty form of the OD-matrix. The numbers in the table are the numbers corresponding to the relation. On
the left side of the matrix are traditional OD cells (1-36), on the right are the shadow relations (37-42). The grey cells are the

4 relations that will be investigated in this research.

LCR ST-LCR CR  RR CRN RN OLCR OST-LCR OCR

LCR 1 2 3 4 5 6 37 38
ST-LCR 7 8 9 10 11 12 39 40
CR 13 14 15 16 17 18 41
RR 19 20 21 22 23 24
CRN 25 26 27 28 29 30 42
) 31 32 33 34 35 36

Just as in the ScenarioExplorer, four categories are defined: urban roads, rural roads, provincial roads
and highways. With this distinction impacts of automated vehicles can be specified per road type. Per
road type the free-flow speeds are also the same. An overview of the road types per relation is
shown in table 4-2.

table 4-2: Road type per origin-destination relation. The trips are categorised per road type where most time is spend on. A

are urban roads, B are rural roads, C are provincial roads, D are highways.

LCR ST-LCR CR RR  CRN RN OLCR OST-LCR OCR

LCR A A D C D C D D
ST-LCR A A D C D c D D
CR D D A C D c D)
RR C C C B C D
CRN D D D C A C D
RN C C C D C B

For this research four relations are tested: 1, 21, 36 and 37
The ScenarioExplorer runs the model for all 42 origin-destination relations simultaneous. The SD-

model is built for the same 42 relations, but is only simulated for 4 characteristic relations. This is

/ 30/



4.2.

done to limit the amount of work which has to be done. The four relations are chosen such that from
each of the road types one relation is present.

The relations which are chosen are:

Zone Road type Reason to use

Rest Netherlands to B Because of its magnitude. Between '10-'13 at least 40% of all

rest Netherlands (36) trips is made on this relation.

Between the 4 large D This relations is very insightful as it consists of a limited

cities (37) amount of highways, but still has quite some volume. This is
also a relation where impacts of automated vehicles are
expected.

In the 4 large A The results of this relation are also easy to interpret as the

cities (1) results cover only 4 cities.

Between a city in the C The ScenarioExplorer defines 4 types of relations, of each type

Randstad and the rest one relation is chosen. The relation provincial roads is missing,

of the Randstad (21) 21 is such a relation. The other provincial relations are all from

or to Rest Netherlands, which is already present in relation 36.

To limit the amount of work only simulations are done for these four relations. Nonetheless, for all
42 relations the input parameters are determined. This makes that in the future for these relations
the simulations easily can be performed. What is not done for all relations is the calibration of the
assignment, tests and checks and of course, the simulation®.

Step 1: Trip generation

The base year of the model is 2013. Input data for the model is gathered from the mobility survey
OViN (CBS 2014). The trips of 2013 year are extrapolated based on demographic forecasts until 2050.
The SD- model makes no use of user or age classes, the only distinction in persons which is made are
where they live (the 6 zones) and the availability of a car.

Trip generation
Amount of trips
2013 Legend
Population growth Amount of trips ——>

Per relation

figure 4-4: The number of trips per year is calculated by extrapolating the number of trips of 2013 based on population
growth. Other factors are not taken into account.

" The calibration of the mode choice, time of day choice and the input data are generated for all zones. The free-flow
speed and capacities per zone are not calibrated. The ScenarioExplorer uses the same free-flow speeds per trip type (all 4
trip types are used), but this is disputed by this research as OViN indicates very different average speeds (max difference 22
km/u) which is probably too large to have one free-flow speed. Most exogenous changes are also available for all zones.
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Trip generation and distribution based on extrapolation
In a traditional four step model the first two steps generate trips and distribute these. In this model

these two steps are simplified and combined into a single step. The number of trips are extrapolated
based on demographic forecasts of PBL (2013). The only aspect taken into account is the
demographic growth, which directly correlates to the number of trips'*. So, 1% extra people in a
zone, leads to 1% extra trips. Other demographic or social aspects such as an ageing society or
change in labour force are not taken into account. These impacts can nevertheless be significant (PBL
2013), but taking these factors into account would make the model much more heavy and
complicated. As the focus of the model is to research the impacts of automated vehicles, these
factors are left out of the current research.

The growth figures of PBL (demographic developments 2010-2040) are converted into growth figures
per zone. As trips are present per OD-relation and growth figures are per zone, the average of two
zones is taken as the growth for an OD-relation.

OViN is used as data source for the number of trips
The OViN survey is used as the data source for the base year. 2013 is chosen as base year. OViN data

is gathered via a questionnaire of the Central Bureau of Statistics of the Netherlands (Cbs 2011). Data
from questionnaires has downsides, as it is data reported by the travellers themselves, which can
contain biases and errors. The CBS filters and checks the data, but still the data is not perfect. There
are two other options, which are less favourable than using OViN as base. Count data from the roads
or floating car data presents real trips made, but are not available for all modes and all regions of the
Netherlands, and cannot be aggregated in zones as origins and destinations cannot be traced back.
Second option is to use modelled data, such as outputs of the LMS. An advantage of LMS data is that
the outcomes could be easier to compare with the study of Snelder et al. (2015). Downside is that
the LMS presents simulated data based upon MON data (a predecessor of OViN), so older survey
data than is available right now would be used.

Processing of the data
The data OViN shows travel patterns on a detailed level. The trip data is first aggregated per zone

and then again aggregated according to the 42 OD relations and the different modes. In order to get
data for an average working day, the weekends and vacations are filtered out. The total number of
trips between 2010 until 2013 show smooth and logical patterns. However, some of the figures per
zone show large variations in the number of trips, especially the small zones. More on the quality of
the OVIN data is explained in textbox 1, in the next section.

In order to check if the zone and mode definitions are used correctly, the outcomes are compared
with the ScenarioExplorer base matrix. The base year of the ScenarioExplorer is 1990 (Heyma et al.
19993, p.42). The script used to translate OViN data into a model input is used on MON data of 1990
(the OVIiN of 1990). The two show great overlap and only differ 0.4%-point of the total amount of

“The model only makes a distinction in where people live and if they have a drivers licence and a car in their household. So,
for the model a wealthy retired man with 3 cars living in Amsterdam-Zuid, is the same person as 18 year old in de
Schilderswijk in Den Haag who just got his driver’s licence whose parents have a car. They both have the same average trip
generation and distribution pattern.
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trips on average per zone. As the ScenarioExplorer does not give full insight in how the data is
processed a 100% match cannot be reached.

Another aspect which shows that the data processing works is that the 1990, 2010,2011,2012 and
2013 matrix are almost symmetrical. Corresponding cells differ 0,03% point at maximum. More
explanation on the data processing is given in Appendix A: Processing of OViN and MON data.

Step 2: Mode choice

To calculate how many people travel with a certain mode a utility based mode choice is performed.
The people making trips are divided into trips where a car is available and where no car is available.
The utility functions are calibrated based on OViN data of 2010-2013.

Mode choice

ICE

. PN

Y=
)

No car availble

—>< Amount of trips Level O

Car availble Level 1/2 - Y E
l —
fgly L)
Level 3
Legend
% Car users Introduction AV’s Logit function

Endogenous
Exogenous

figure 4-5: Two separate mode choices are made. One for trips where no car is available and one for where a car is
available. The ‘car available’ trips are split per level and distributed over the modes via a logit function. The same is done
with the ‘no car available’ trips. This makes a total of 4 different mode choices.

Modes available: car, passengers, train, BTM and slow modes
The model districts 5 different modes: car, car passengers, train, BTM and slow modes. If multimodal

trips are made people are categorised per main mode (defined by OViN, where most distance is
travelled with).

In the model the trips people make are dived into two groups: trips where a car is available and
where no car is available. Availability of a car is defined in the same way as in the LMS (Willigers & de
Bok 2011): people who have a drivers licence (every car should have one driver) and a car in their
household. The percentage of people having a car available for a trip is variable over the years.
Automated vehicles can have an effect on car sharing, however, it is assumed that this feedback loop
is non-existent for early forms of automated vehicles. For level 4 and 5 this will exist. This does not
mean there will not be a rise in car sharing until level 4 hits the market, but not as an effect of level 3
automation. Section 0 elaborates on this topic.
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The people who have a car available for their trip are again divided into three categories: a level 0
vehicle available (current vehicles), a level 1 & 2 vehicle available, or level a 3 vehicle available. The
percentage of vehicles from the different levels is given exogenously. The outcomes of the research
of Nieuwenhuijsen (2015) are used. Chapter 5.2 discusses why and how this research is used. After
this categorisation in level 0, level 1 & 2 and level 3 availability a distribution is made over car, car
passenger, train, BTM and slow modes by a logit. The people who have no car available can choose
between the remaining four modes. This choice is also made based upon a logit.

Logit based on travel time costs, distance costs and constant costs
The 4 groups (no car, level 0, level 1 & 2 and 3) have their own discrete choice model. Each of the

alternatives has its own utility function. In all car availability functions the non-car alternatives have
the same utility functions. This means that for level 1 & 2 owners and level 3 owners the train has the
same utility.

The distribution between the alternatives is made via a simple logit function, with three aspects: the
costs of the travelled time, the distance dependent costs and a mode specific constant. This is the
same set-up as the ScenarioExplorer (1999c) uses. A few factors are somewhat simplified. The
parking costs, fixed costs and preference are in one constant, instead of in different constants.
Besides that, all people have the same perception of costs and value of time. Equations 1 and 2 here
below show the utility functions. These functions are updated every time step of the model.

Ve = =W (TTpr ¥ Vol + Vary,y * dpy + Cr) (1)
|72
e m,r
—-p 2
Ty = P Vo (2)
Where:

v = Utility [-] VoT = Value of time [€/hour]
u = Scale factor [1/€] C = Constant [€]
T = Travel time [hour] d = Distance [km]
Var = Variable costs [€/km] T = Trips [#]
P = Production [# trips]

m means the value differs per mode, r means the value differs per relation

Parameter Source of the values

Value of time  Literature  The value of time figures are taken over from KiM research. The

(VoT) average values per mode are used (KiM 2013, pp.22-23). For slow
modes KiM does not state value of time, therefore the figure for car
drivers is used.

Distance (d), OViIN These three figures are derived from the OViN research of 2010-2013

travel time 10-13 (CBS 2014). This means that the figures are reported travel times and

(TT) and reported distances. As in small zones variations are high the sum of

production (P) the 4 years is used. Appendix A explains how these figures are derived
from OVIiN.
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Variable costs Literature  The variable costs are hard to find in literature. Therefore an old
(Var) report is used (AGV 1994, p.40). The units are converted from guilders
into euro’s and corrected for inflation (1I1SG 2015).

Constant (C) Estimated  The 210 (42 OD relations * 5 modes) constants and 5 scale factors are
Scale based on estimated from OViN '10-'13. The four years are summed as in small

parameter (u) OViN ’10-
113

zones there is high variation in the data. Via a least square method
and the Frontline-solver plug-in in Excel the parameters are fit to the
sum of the trips of the four years.

The car trips (level 0, 1&2 and 3) all use the same constants and scale
factors, the differences are in the value of time and variable costs. In
trips where cars are not available different constants and scale
parameters are fit and used.

The number of trips for passengers, BTM, train and slow modes are not used in next calculations, but
form an output of the model. The number of trips for cars is used in the next steps: the time of day
choice and assignment. Over time the public transport and car costs (Var and C) and train travel
times (TT) are updated based upon governmental policies and forecasts (Ministerie van
Infrastructuur en Milieu 2015; Mansveld 2014).

Limitations of the mode choice

In System Dynamics the use of logit functions is rarely found in literature. Normally stocks and flows
are used. If a stock and flows approach was used, the amount of trips per mode would probably be
modelled as a stock and changes in mode choice as flows between the stocks. Input data for these
kind of structures are rarely found in literature, therefore it is not used.

Another point of discussion is the nature of discrete choice models. A discrete choice function
describes a choice between alternatives. However, the choices that are made are no real
alternatives. Due to aggregation all trips per mode are the same (no different purposes, one average
distance). If people change modes they automatically end up in another average distance category,
as the average trips of a train can be longer or shorter than one of a car. This effect can lead to small
errors in the outcomes.
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4.4,

Text box 1

Step 3: Time of day choice model

A logit model is used for the time of day choice. The model has 2 alternatives: driving during peak
hours and driving outside peak (off-peak). The logit model uses the value of time, the travel time in
and off-peak and a constant. The constants and travel times are estimated based on OViN data from
2010-2013.

Time of day choice

Trips level 0 Level O, in peak hours
Trips level 1/2 Level 1/2, in peak hours
Legend Trips level 3 Level 3, in peak hours

—>
(per level)

Off-peak trips

Exogenous

Model output Logit function

figure 4-6: Per level of automation the number of trips during peak hours are calculated.
This is done based on logit functions.

Automated vehicles influence only peak hour traffic
The peak hours are the only hours the Dutch road network is at its capacity and congestion arises.

Assumed is that this stays the same when level 3 automated vehicles are introduced. Therefore the
assignment is only performed for traffic during peak hours. The ScenarioExplorer uses a constant
factor of 7,35%" (Heyma et al. 1999d) of traffic which drives in an average peak hour. As automated
vehicles might influence the number of trips during peak (Snelder et al. 2015) a simple binary logit

' The factor is the same for each relation. The ScenarioExplorer documentation does not explain how this factor is
calculated or how it is derived.
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4.5.

choice model is used in this research. It is assumed that the travel time and a preference for the peak
are the only factors influencing the utility for the peak.

In this study a peak hour trip is defined as follows: every trip in which at least a part of the trip is
made between 7:00 and 9:00 or 16:00 and 18:00. Exploration of OViN data from 2010 until 2013
shows that the percentage of traffic in a peak hour trips differs from 7% until 20% per relation. As the
differences are large, each relation has a different utility function and a different constant. The same
scaling factor for the sensitivity is used for all functions. The utility is calculated as follows:

Vor =1 (TTp,r *VoT + (;) (3)
Where:
v = Utility [-] VoT = Value of time [€/hour]
u = Scale factor [1/€] C = Constant™® [€]
T = Travel time [hour]

p means the value differs in peak and off-peak, r means the value differs per relation

Calibration of the constant (C) and scale factor (u) in the model
The travel times during peak hours are gathered from OViN. The off-peak values can also be gathered

from OVIiN data. However, as off-peak a different type of trips are made than during peak hours
(sometimes with lower average speeds) the free-flow speeds of the relation are used. Next chapter
discusses how the free-flow speeds are derived.

The years 2010 until 2013 of OViN are used to calibrate the constant and the scale factor. This can be
done with values which fit on all years. This leads to a result of only 4%-miscalculated trips (in-sample
performance). This is quite good, however, to be consistent with the mode choice, the four years are
used summed to calibrate the constants and the scale factors (0% miscalculated trips, in-sample
performance).

The constant includes the preference for the peak. The p covers the sensitivity for changes, the closer
to zero, the less sensitive. A least square estimator in Excel has calculated the 42 constants and the p
on the basis of the trips made during peak hours of the 4 years ("10-'13).

Step 4: Assignment

In the assignment, the travel time for cars is calculated based on the flows during peak hours for the
three car groups. This is done by combining the number of trips from the different cars groups (level
0, 1 & 2 and 3) and the trucks on one relation. Due to the lack of an explicit network an overlap factor
needs to be used, as two different relations interact on one physical road. Via a speed-flow function
the travel times are calculated. This travel time is fed back to the mode choice and time of day choice
to update the utilities.

® For the off-peak trips the value of the constant is zero
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Assignment

Trips level 0in
peak hour Flows per level of
automation
Trips level 1&2 in z X .| Flowontherelation | | speed flowcurve | .| Speedonthe
peak hour PCU.utomation relation
X
Trips level 3 in PCU¢ucks
peak hour

For car and truck Overlap factor

Penetration rate
AV’s

Legend

Endogenous

Exogenous

figure 4-7: The flow is calculated by summing up the flows per level for trucks and cars. These flows are multiplied by an
optional PCU factor for trucks and another for automation. The outcomes are multiplied by the overlap factor to get the
flow on the relation. Via the speed-flow curve the speed is calculated based on the flow and capacity.

Automated vehicles do not influence capacity, but influence the flow

Due to automation the capacity of a road can change. Most studies indicate higher capacities, but
also lower capacities could be an effect (Snelder et al. 2015; Hoogendoorn et al. 2014). In most
studies the capacity of a road is changed in order to simulate these effects (Snelder et al. 2015;
Gucwa 2014). In this research however, a different approach is used. Not the capacity, but the flow
of automated vehicles is changed. This is a similar approach as using a PCU"’ for trucks. Where a
normal car ‘consumes’ one unit of capacity, this amount is made variable for automated vehicles. An
automated vehicle can ‘consume’ therefore only 0,8 units of the capacity. This is called the PCU
factor for automation. For normal cars this factor is 1, for automated vehicles this can be somewhat
more or less than one. Using a PCU value has several advantages:

e The speed-flow curve and capacity of a road can stay the same as in current simulations.

e Mixed traffic can more easily and explicitly taken into account. Mixed can mean different
levels or trucks and cars, but in enables also that cooperative and autonomous vehicles can
be mixed.

e Not for all penetration rates of automated vehicles new microscopic simulations have to be
done, as this factor makes it easy relate impacts to penetration rates.

e It makes capacity impacts of automated vehicles more explicit, insightful and therefore
discussions on the factors are more easily to have.

The next chapter (5.4) discusses the values for the PCU.

Different relations using the same road: overlap factor

Performing an assignment in System Dynamics models is complicated, as an explicit network is hard
to model. Complicating aspect is that multiple origin-destination relations interact with each other in
a network. To give an example: traffic from Den Haag to Utrecht (Large Randstad city to Large
Randstad city), interacts with traffic from Gouda to Nieuwegein (Other city Randstad to Satellite
town large city). This traffic uses the same roads and therefore ‘consumes’ the same capacity. In

YpcUisa passenger car unit. As heavy goods vehicles and passenger cars both use a different space on the road (different
length, different distance to predecessor), capacities are expressed in PCU values. Cars consume one PCU, trucks mostly
between 1,8 and 2. In this way the capacity of a road stays the same with different shares of cars.
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normal traffic models the relations interact with each other in a network, which is very hard to model
in System Dynamics. The ScenarioExplorer (Heyma et al. 1999d) has found a way to work around this:
the overlap factor.

The flow in a peak hour of a relation is multiplied by the overlap factor. This factor represents the
amount of other traffic on the roads of that relation. Trips between the four large cities of the
Randstad use the same roads as from satellite town to satellite town. If on the roads 50% is between
large cities and 50% between satellite towns the overlap factor for the trips between large cities is 2.
In the ScenarioExplorer this factor is made dynamic. This means that if a related relation grows the
investigated relation is influenced. As in this research not all relations are investigated a static
overlap factor is used. The overlap factor is derived from the source code from the ScenarioExplorer
(Heyma et al. 1999b) and modified to make it static.

Using the overlap factor is full of assumptions
The use of the overlap factor has three main assumptions. These are also explained by Heyma et al.

(1999b).

The overlap factors found by the ScenarioExplorer in 1999 are a good representation for the overlap
factors the coming yeatrs.

The developers of the ScenarioExplorer have made an “manual and rough estimation” (Heyma et al.
1999d, p.21) of the factors and suggest this can be improved with an analytical model. This, however,
is never done and is a very time consuming effort that improves the model only slightly. Therefore is
assumed that the overlap factor from 1999 until 2050 does not change. This assumption holds as the
core characteristics of the Dutch road network are already older than 1999. In addition, if new roads
are build (for instance the A4 between Delft and Schiedam) the same OD-shares will drive on that
road, which means that the overlap factor can stay the same.

Automation influences all zones in the same way

If car traffic in different zones is influenced the same way the overlap factor stays the same. As
automated vehicles are introduced at the same time, the impacts will roughly and relatively be the
same. Small changes can occur as automated vehicles have larger impacts in some zones than in
others.

No change in route choice over the time

No change in overlap factors assumes that if new routes arise, the interacting relations also make use
of this road. “As long as aggregated networks links are used, will the number of alternative routes
stay limited, and is this assumption justifiable”*®(Heyma et al. 1999d, p.21).

Assignment via a speed-flow curve
The assignment is made with a BPR function®, which is a particular form of a speed-flow function.

The ScenarioExplorer (Heyma et al. 1999d, p.22) makes use of the same approach. The input of the

'8 Authors translation from Dutch: “Zolang van geaggregeerde hoofdnetwerken en hoofdverbindingen wordt uitgegaan, zal
het aantal alternatieve routes beperkt blijven en lijkt deze aanname gerechtvaardigd.”
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function is the volume corrected by the PCU’s and the overlap factor. This function calculates with
the capacity and free-flow speed the average speed of cars during peak hour on the relation.

We use the same speed-flow curve as Heyma et al. use. The formula for the assignment function for
one relation is:

So
S(t)_1+b*1C4 (4)
(X (Pas int; * PCU;) + (HGV int = PCU, * PCU;) * OF s
Ic = Car (5)
Where:
So = Free-flow speed [km/hour] b = Urbanisation factor [-]
S(t) = Average speed on the relation IC = Intensity or flow — capacity ratio [-]
[km/hour]
Pasint, = Amount of trips per level HGVint = Amount of trips of trucks [trucks/hour]
[cars/hour]
PCU, = Passenger car unit for pcU, = Passenger car unit for trucks
automation [cars/veh] [trucks/veh]
Cap = Capacity of the relation OF = Overlap Factor
[veh/hour]

| means the value differs per level of automation (SAE)

Capacity, free-flow speed and urbanisation factor
As discussed in 4.1 there are four road types: urban roads, rural roads, provincial roads, and

highways. For each of these road types a free-flow speed (Sy) and urbanisation factor (b) are defined.
The capacity (cap) differs per relation. The three factors influence the speed-flow (SF) curve in a
different way, in figure 4-8 is shown how.

The free-flow speed (S,) can be derived in two ways, both leading to a different result. The first way
is to use the same values as in the ScenarioExplorer. The second is to derive the values from the
average speeds of nightly trips from OViN "10-‘13. Both methods are compared. Sometimes the
ScenarioExplorer values seem more logical, sometimes the OViN nightly travel times. Therefore an
assumption” is made, based on the ScenarioExplorer values and the OViN nightly data compared to
the travel times during the day. The values used for the four investigated relations can be found in
table 4-3.

19 BPR stands for Bureau of Public Roads (of the US), they defined a simple function to describe the relation between flows,
travel times and capacities on a road.

2% |1 this study 4 characteristic relations are tested (relation 1, 21, 36 and 37). The assumptions on the free-flow speed are
mainly made based on these four relations. As the speeds during day in the four categories still differ a lot (max 22 km/h in
one category) a general free-flow speed cannot be derived per road type. Doing this would lead to very high impacts of
automated vehicles on some relations, and very low on others. The assumptions on the speeds are fine for the largest share
of the relations, for the other relations other values are needed. Especially in the C and D relation is the variation high. For
future research it might be good to use more or different categories as the variation in speeds in a category is high.
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Speed-flow curve and how different factors influence it

Speed X N
Tkm/h] Change in S, \

Intensity
[veh/h]

figure 4-8: Speed-flow curve and how the capacity (cap), urbanisation factor (b)
and the free-flow speed (S,) influence the curve.

Calibration of the capacity

The urbanisation factor (b) and the capacity (cap) influence the shape of the speed-flow curve in the
same way. The urbanisation factor is directly taken over from the ScenarioExplorer. The capacity of a
relation, the network between the zones, is hard to determine as this consist of numerous roads. The
ScenarioExplorer does not explain how they determine capacities and do not state values for
capacities in their documentation. In the available part of the source code the capacities are also
unfindable. Therefore, a different approach is needed. As the form of the speed-flow curve is known,
and the free-flow speed, with one other point the curve is fully determined. A point on the graph
that is known is the speed and corresponding volume in 2013 on the relation. With this speed the
capacity is calibrated.

By using the approach, the capacity has no one-on-one relation with the real world capacity. It is
calibrated with the model and OViN data. Attempts are done to calculate the capacity on a relation
(for instance between large cities in the Randstad), by summing up all the highways lanes and
multiplying them with 2000 veh/h per lane. This approach seems logical, but leads to way too high
average speeds. This is probably because other factors as the start and end of the trip in urban areas,
weaving areas, internal overlap, spillback from other routes, detours, searching for parking spots also
influence the travel time.

What is obtained with the calibration is the capacity of a network on the relation. The capacity of for
instance relation 37 is the capacity of the network between the four large cities of the Randstad. The
capacities, urbanisation factors and free-flow speed of the four characteristic relations are shown in
table 4-3.

table 4-3: Free-flow speed, urbanisation factor and the estimated capacity of the network for the four relations.

Road type b[-] So[km/h] Capacity [veh/h] Overlap factor [-] ‘
(1) Urban roads (A) 3 35 315000 1.64
(21) Provincialroads (C) 2 50 324000 10.92
(36) Rural roads (B) 3 50 1838000 1.16
(37) Highways (D) 1 65 118240 9.27
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4.6.

Feedback loops

For the mode choice and the departure time choice the travel time is needed as an input. Every time
step (a week) the travel time is fed back from the assignment to the mode and time of day choice. In
the feedback a ‘first order information delay’, or “first order exponential smoothing’ is used (Sterman
2000). A delay of half a year is used in the exponential smoothing. This means that every week the
weighted travel times of the past half year together form the perceived travel time. The initial value
in the delay is the travel speed from OViN on the relation. As automated vehicles are not expected to
have impact in off-peak hours the travel time off-peak is set as the free-flow speed.

Feedback in the model Averages of a half year are fed back every week

l l |

How many trips are Which mode is How many

How long does the
trip take?

made from where to chosen by the trips are in
where? travelers? peak hours?

R @& F e O

figure 4-9: The four steps of the model and the feedback between them. The travel time is fed back to the time of day and
mode choice.

Trucks

In the model heavy goods vehicles are taken into account as they have a significant impact on the
transportation system. The number of trucks traveling in the base year is calculated from amount of
the passenger car trips in 2013, this number is extrapolated over the years based on information the
LMS also uses. The automation of trucks is taken into account the same way as is done with
passenger cars.

Trucks Level 0, in peak Flows per level of

automation

X
ger cars Amount of truck trips Level 1&2, in peak Z PCU¢rycks
X

Trips

PCUautomation

Level 3, in peak

Legend
Economic growth Introduction AV's PCU

Endogenous

Exogenous PCU,

‘ % trucks in peak hours ‘ ‘

automation ‘

)

‘ Penetration rate ‘

figure 4-10: The mode choice and time of day choice are fixed for trucks. Automation of the fleet in taken into account the
same way as is done with cars.
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Fixed values are used for the mode choice and time of day choice for trucks
Heavy goods vehicles influence the travel time of passenger cars, and vice versa. The trips of heavy

goods vehicles are also taken into account in the model, however, more simplistic. The same 42
relations are used, but the mode and time of day choice are set as fixed percentages. The amount of
trucks on a road is 8% of the passenger cars (Goudappel 2014; NDW 2016). This value is set for the
base year. This is extrapolated based upon the same figures as the LMS uses. A fixed percentage of
6% is travel during peak hours. Both the mode and time of day choice percentages are derived from
INWEVA data (NDW 2016).

There are other possible methods to determine the amount of truck trips. However, these are quite
cumbersome. The CBS survey for goods can be used (the OViN for goods), however, they use
overlapping zones and present the number of goods instead of the number of trips. Empty trips,
different driving routes and different truck sizes make estimating the number of trips almost
impossible. Using data from LMS OD matrices via BasGoed is also taken in consideration, but lead to
lots of calculation work for only a small improvement of the model. Therefore the simple approach of
using 8% of the normal traffic is used. This figure is used for all relations. That automation of trucks
can lead to more trucks is not taken into account.

The automation of heavy goods vehicles
Besides passenger cars also heavy goods vehicles can be equipped with technology to automate the

vehicle. The percentage of automated trucks is the same as with passenger cars. So, three categories
are made: level 0, level 1/2 and level 3. As for trucks only the assignment is made. Impacts on value
of time or fuel economy are not taken into account. The only aspect which is used is the impact on
capacity. This is done in a similar way as with passenger cars: automated trucks ‘consume’ less
capacity than a non-automated truck. Just as with the passenger cars this is overcome by taking an
Passenger Car Unit (PCU) for automation into account.

Heavy goods vehicles already ‘consume’ more capacity than normal vehicles, so there are two PCU
factors in the formula. The PCU value is set at 1,9, which is also the value in the LMS (Rijkswaterstaat
2012) and the outcome of microsimulation studies®* (Minderhoud 2011). The volume of trucks is
calculated via the following formula:

HGVInt=ZHGVIntl*PCUl*PCU (6)
Where:
HGVint = Intensity or flow of HGV int= Intensity or flow of trucks
trucks [veh/hour] per level [trucks/hour]
PCU, = Passenger car unit for PCU = Passenger car units [-]

automation [1/veh]
| means the value differs per level of automation (SAE)

?! Minderhoud states that when capacity is reached values between 1,9 and 2,1 can be used. Per extra percentage trucks
the CPU value rises with 0.01. As the number of trucks only differs mildly this elasticity is not taken into account.
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4.7.

Model set-up for exogenously changing variables

Besides the automation of vehicles also other variables influence mobility in the Netherlands. The
SD-model assumes the same growth figures as the LMS. Most inputs are based upon the starting
points document of the Ministry of Infrastructure and Environment (2015). Information not explained
in this document is derived from other governmental documents. Eight factors change exogenously
in the model, table 4-4 lists them.

table 4-4: Overview of the exogenous changing parameters per year with their source.

What Change per year Source
Population growth Between 0.1% and 0.4% PBL (2013)
More car ownership 0.2 %-point extra cars available
: LMS assumption (Ministerie
Higher PT costs /km 0.5% extra €/km van Infrastructuur en Milieu
Decrease car costs / km 0.7% less €/km 2015)
More trucks 1.4% extra trucks
Faster trains 0.3 minutes Program High Frequency Rail
(between ‘17 and '30) (Mansveld 2014)
Extra road capacity Between 0.8% and 1.3% extra Assumed based upon highway

expansion between '14-'17
(Rijksoverheid 2015)

Introduction of Will be discussed in chapter 5.2 Nieuwenhuijsen (2015)
Automated vehicles

Population growth
The current version of the LMS is based upon figures from 2006. The SD-model uses updated figures

for growths from PBL (2013). In the report they forecast demographic growth from 2010 until 2040.
As there are no growth figures for 2050 the same figures for 2050 as for 2040 are used. PBL uses
other zone definitions, so a translation has to be made. PBL explains that the whole of the
Netherlands grows by 7% until 2040. The cities and neighbouring areas are expected to grow the
most (12%) and rural areas only a 2%. In some areas a decrease in population is expected, but these
regions are grouped with faster growing areas (in RR) in the SD-model. The average growth weighted
to the amount of trips (derived from OViN) comes down to the same 7% as the PBL expects.

table 4-5: The demographic figures of the PBL translated into growth figures per zone for the SD-model.

Zone Growth Based upon
2010-2050
LCR (large cities Randstad) 12% Cities
ST-LCR (satellite towns of large cities) 12% Cities
CR (cities in the Randstad 12% Cities
RR (rest of the Randstad) 7% Average of the Netherlands.
CRN (cities rest Netherlands) 12% Cities
RN (rest Netherlands) 2% Only a few percent

/ 44/




The growth of the population is not linear, but to simplify the SD-model it is modelled linear. As the
SD-model calculates trips based on 42 relations and not on the 6 zones the average growth of the
origin and destination zone are used. For the shadow zones the growth figures of related zones are
used.

More car ownership
The car ownership is expected to rise the coming years. The planning bureaus of the ministry assume

a growth of 0,2% per year until 2040 (Ministerie van Infrastructuur en Milieu 2015). It is assumed
that this trend continues until 2050.

Automated vehicles or for instance car sharing can influence the ownership of cars (KiM 2015). Both
factors are not taken into account. The effect of early forms of automated vehicles on car sharing is
assumed to be small, and the influence of car ownership is out of scope for this research. Differences
per zone are also not taken into account.

Higher public transport costs

In the starting points document (2015) is described that prices of public transport will rise from 2004
until 2030. They explain that the prices in this period will rise with 16% above the consumer index.
This makes that 0.5% extra per year. The prices per kilometre per year for the train and BTM rise with
the same percentage per year, until 2030.

Lower car costs
Where the costs of the public transport rise, the costs for a car decrease. Fuel, maintenance and cars

themselves get cheaper. The LMS assumes the costs per kilometre will drop by 15% the coming 20
years. In the SD-model the assumption is used.

More trucks
The amount of heavy goods vehicles on the road is expected to rise. The LMS expects a quite large

growth of 1.4% per year. The same figure is used by the SD-model. No differentiation per zone is
made.

More trains

The government has a program to invest in high frequency rail (Mansveld 2014, program high
frequency rail). This is not named in the starting point document, but still is taken into account. The
investments will not lead to faster trains, but to more trains. This will decrease the waiting time. The
average time between trains is expected to decrease from 15 to 7.5 minutes. This means that the
average waiting time (half of the time between trains) decreases 3.25 minutes when no one plans a
trip. As the program high frequency rail is only introduced at one some relations and passengers time
their arrival, the average travel time is expected to drop with 0.3 minutes per year from 2017 until
2030.

New roads built

Extra roads or lanes are directly related to the travel time of cars, therefore changes in the network
should be taken into account. As the capacity is very abstract in this research (estimated with the
free-flow speed and speed during peak hours), projects related to extra roads are hard to translate to
capacity in the model. Extra difficulty is that the capacity in the model is the “bottleneck capacity” of
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4.8.

this relation. Therefore, the percentage by which the bottleneck capacity grows per year is used in
the model.

This percentage is derived by comparing the actual amount of lane kilometres highway?® to the plans
of the Dutch government. The current road network consists of 16240 lane kilometres highway?®,
and from 2013 until 2017 it is expected to grow with 143.4 km per year (Rijksoverheid 2015), which is
0.88% per year. As Rijkswaterstaat is expanding tactically and this standard growth is enlarged with a
tactical factor. These factors are shown in table 4-6. These highway estimations are also used for
other road types than highways. For these roads there is no or incomplete information. For traffic in
cities lower tactical factor are used as there it is sometimes impossible to expand the road network.

table 4-6: The growth of the road network per year consist of the growth and a factor who tactical this is done. As in urban
areas infrastructure is dense roads cannot always be enlarged on the ideal places.

Road type Standard growth [%] Tactical factor [-]  Growth per year [%]
Urban roads (A) 0.88 0.5 0.44

Rural roads (B) 0.88 1.25 1.1

Provincial roads (C) 0.88 1.25 1.1

Highways (D) 0.88 1.25 1.1

Not taken into account
Besides these 8 changing variables different other aspects can also influence mobility. E-bikes, new

cycling paths, traffic management, a different home and working locations or an aging population are
all not taken into account. As this model assess the impacts of automated vehicles, the focus is on
these developments and not on other changes.

Software

For the SD-model System Dynamic simulation software is used. The professional edition of Vensim
6.3 is used to create the model. The time step for the model is 0.0625 year. This means that the
model has time steps of three weeks. This is the largest time step where no changes in solutions
were found. The integration method is set to Euler, as there are discrete elements in the exogenously
modelled variables. The whole model is deterministic; this means the model uses no stochastics.
Therefore every run of the model with the same settings gives the same outcomes.

The model can do 100 simulations in 2 seconds (Intel i5 with 4GB ram). This makes it that it almost
instantaneous input can be changed and exploring becomes very easy. The size of the model and its
input sheets vary per type of run but are always less than 500 kb.

2 Lane kilometres are the amount of kilometres road times the amount of lanes per road section. 2 kilometres with 3 lanes
means 6 lane kilometres. This unit is used because the government expresses themselves in this number on the expansion
of the road network.

2 This number is derived from information from Rijkswaterstaat their e-mail and telephone service. Only main carriageways
are used for this calculation. On, off-ramps and connecting roads are not used in this estimation.
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5.1.

Automated vehicle model variables

The previous chapter discussed the model structure. This chapter elaborates upon the differences
between the two development paths and how they are modelled. The development paths do not
differ in structure of the model. The only aspects which are changed for autonomous and
cooperative cars are: the value of time, the PCU (capacity) and the fuel economy.

table 5-1: Overview of the diffusion and the 3 aspects which are changed for automated vehicles. Cooperative vehicles have
extra benefits above 40% penetration rate as they have the ability to platoon.

Road type Autonomous Cooperative

Diffusion of automated vehicles

All levels [ Graph from research Nieuwenhuijsen (2015)

Value of time

Level O all 100%
Level1&2 all 100%
Level 3 Inner city 100%
Rural / provincial 90%
Between cities 80%
PCU (capacity)
Level O all 1 1
Level 1 & 2 Inner city 1 1
Rural 1 1
Provincial 1 1
Between cities 1 [0-40%] 1
[40-100%] Decrease till 0.95
Level 3 Inner city 0.95 0.95
Rural / provincial 1 [0-40%)] 1
[40-100%] Decrease till 0.95
Between cities 1 [0-40%] 1

[40-100%] Decrease till 0.9

Fuel economy

Level O 1 1

Level 1 & 2 [0-40%] 0.95
0.95 [40-100%] Decrease till 0.85

Level 3 Inner city 0.95 [0-40%] 0.95
[40-100%] Decrease till 0.85

Rural & 0.95 [0-40%] 0.95
provincial [40-100%] Decrease till 0.85

Between cities 0.95 [0-40%] 0.95
[40-100%] Decrease till 0.85

Not taken into account in the model

Besides these three factors which are taken into account, there are also several effects not taken into
account. Literature names lots of other factors which are simulated by automated vehicles. Many
effects named in literature start playing a role with level 4 and 5, such as empty trips, drunken driving
or kids alone in the car. Especially the literature review of Snelder et al. (2015), the work of Gucwa
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(2014) and the work of Litman (2014) state effects which could arise when a fleet is automated. The
effects that could arise in level 3, but are not modelled are summed up in this section.

Longer trips
Automated vehicles can lead to longer trips, as people might change houses or working location. This

can happen for two reasons: people can work in the vehicles (lower value of time) or due to faster
travel times. Both effects can arise for level 3 vehicles. Still, the effects are not modelled as they are
hard to model. Almost no literature is available on this topic and the effects are expected to be small.
In section 6.4 this assumption is discussed.

Transportation of goods
If trucks are automated, transportation via the road might become more attractive. There are two

reasons for that. Firstly, the travel time can be shorter, which probably will have a small effect.
Secondly, the tachymeter, which controls how many hours the driver has driven, can stop counting if
the driver can do something else while driving. The second can have larger impacts on the travel time
of longer trips for trucks. Still, a mode choice for goods is out of scope for this research, but is advised
to take into account in future research. The automation of the current fleet is taken into account
when the supply is modelled.

Parking
Highly automated vehicles can park themselves, but also for level 3 vehicles new parking options

could arise. Designated areas such as a car park can have a drop off zone for level 3 vehicles which
can park themselves. This could decrease the parking time drastically. As there is few research on this
topic, it is hard to model this aspect. Therefore it is not taken into account

Reliability of a trip
The reliability of trips is named by Snelder et al. (2015). This could go up as more information is

present, less congestion arises and searching a parking place gets easier. Therefore car trips might
become more attractive. As this topic is hard to model and has relations with many different other
variables, it is not taken into account. The impacts are not expected to be high, Snelder et al. also
gives this aspect a low priority.

Safety
Fewer accidents can be a positive effect of automation. A welcome side effect is less congestion due

to accidents. This effect is hard to quantify for an average day, and therefore not taken into account.
Other models like the LMS also do not take this aspect into account. Secondly, due to higher safety
other effects could arise: the preference for the car can increase, cars can become smaller (as
crumple zones are less needed) or larger (as working in a car gets more convenient). These effects
are expected to be small and hard to quantify, and therefore not taken into account.

Infrastructure
Besides the effects on vehicles, also infrastructure can change. More narrow roads or other type of

junctions could influence the capacity, however, in mixed traffic these measures will not be taken. A
dedicated lane for automated vehicles is also not taken into account as research does not show
benefits and the ministry of I&M or Rijkswaterstaat do not state this in their policy notes.
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5.2. Diffusion of automated vehicles on the road

On the current roads we see mainly level 0 vehicles, with a small percentage of level 1 and 2. That
level 1 and 2 vehicles will be the future, is evident. Almost all new luxury cars have ACC and a form of
lane keeping. These functions become more and more available for middle class vehicles. The
innovation of higher levels of automation is debatable. Some argue that level 5 vehicles will never
make it to market as software will never be able to handle the complex traffic environments in all
situations. Whereas other (for instance Google) argue that the human-machine interaction of level 2
and 3 can lead to very unsafe situations®*.

This research takes level 0, 1, 2 and 3 vehicles into account. That level 1 and 2 are sold already.
However, the introduction of level 3 vehicles is questionable, but in this research they can also be
seen as a first version of automated vehicles where a driver can do something else while driving. This
can be level 3, but also an early form of level 4, which is not allowed on all roads. The two
development paths, mentioned in the introduction, are based upon research of Timmer and Kool
(2014), Wilmink et al (2014), Bhat (2014) and Milakis et al. (2015). The definitions of SAE (2014) are
used for the levels. More explanation about the two development paths can be found in the
introduction. A definition of each level for the two development paths is presented here below in
table 5-2.

table 5-2: For the two development paths (autonomous and cooperative) a definition is presented per level of automation.

Autonomous Cooperative

Level 0 Full time operated by a human driver, can be assisted by warning systems
Example: a regular car

Level 1 Driver is assisted by a system in the Driver is assisted by a system in the

acceleration and deceleration task® acceleration and deceleration task. The
vehicle communicates with other vehicles.

Example: adaptive cruise control Example: cooperative adaptive cruise control

Level 2 Driver monitors the environment, but the Driver monitors the environment, but the
system can take over the steering and system can take over the steering and
control the speed. The vehicle observes control of the speed. System communicates
other vehicles. with other vehicles.
Example: adaptive cruise control + lane keeping Example: cooperative adaptive cruise control +
(Tesla model S) lane keeping

Level 3 The system monitors the environmentand The system monitors the environment and
operates the vehicle. However, the system  operates the vehicle. However, the system
can ask the driver to take over the wheel. can ask the driver to take over the wheel.
The car only observes to other road users,  The car observes and communicates with
but does not communicate with them. other road users.
Example: the Volvo commercial.”® Example: the goal of DAVI

** ANWB and to a lesser extent Rijkswaterstaat question the desirability of level 3 vehicles in the interviews done (see
appendix ..), as they see troubles with the human-computer interaction. Drivers would have a lower workload and start
doing other things while driving, and will not react in time.
% Definition of level 1 is that the driver is assisted in “either steering or acceleration/deceleration”, this is changed to only
acceleration/deceleration. This definition without a choice is needed to create the model. Level 2 is defined as having both.
26 s . .. . . .

Commercial is called: Drive Me -- Autonomous driving pilot project and can be viewed here:
https://www.youtube.com/watch?v=MxGE6FrGj7c
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5.3.

As the levels 1 and 2 only differ in the lateral movement (lane keeping), the same effects are
expected for capacities, value of time and fuel consumption. Therefore they are treated as one single
group in the model. Snelder et al. (2016) also names the option of simulation level 1 and 2 as one
mode.

Percentage of automated vehicles on the road
The diffusion of automated vehicles is an exogenous variable in the model. Academia, car

manufacturers and government officials heavily speculate about this topic. In some research expert
opinions are used (Milakis et al. 2015; Shladover 2015), others compare it to other vehicle
innovations (Litman 2014), but only one research uses a quantitative model to calculate the diffusion
of automated vehicles (Nieuwenhuijsen 2015). His model relies on assumptions, but is however
underpinned with expert opinions and literature. Unique aspect of this research is that the forecasts
are per SAE level, where most studies do not differentiate the type of automated vehicles they mean.

There are two downsides of using the research of Nieuwenhuijsen. The first is that the forecasts of
Nieuwenhuijsen’s model do not correspondent with percentage of automated vehicles on the roads
nowadays. The model presents a too optimistic view for 2015, namely 30% level 2 vehicles, where
this is currently less than 1%”’. To compensate for this effect the outcomes of the model of
Nieuwenhuijsen are shifted 10 years in time, as there is enough evidence to trust the curves, but not
to trust the starting point.

Second point is that Nieuwenhuijsen’s model estimates the percentage of automated vehicles owned
in the Netherlands and not the percentage of trips made with automated vehicles. Litman (2014,
p.11) describes that new vehicles drive more kilometres than old vehicles. The first 10 years of the
lifespan of a vehicle more double the amount of kilometres is driven than the years after the 10™.
This effect can lead to a steeper introduction curve. The effect however, is not taken into account in
the model as this would lead to much more complexity because vehicle should be divided in age
classes as well. The forecasts of Nieuwenhuijsen are for passenger cars. We use the same
introduction graphs for trucks, as there is no other literature available.

Value of time

The value of time is the opportunity costs for traveling a traveller spends on the journey. Due to
automation, time in the vehicle can be spend differently, namely on working or relaxing (Snelder et
al. 2015). This phenomenon is called ‘travel time-‘ or ‘journey time enrichment’ (KiM 2013, p.29;
Milakis, van Arem, et al. 2015, p.3).

Level 3 is the only level where the value of time changes

Level 1 and 2 will not have an effect on the value of time as in both development paths the driver has
to pay attention while driving. As no other tasks can be performed, the travel time is not enriched.
For level 3 vehicle we expect changes in value of time (Milakis, van Arem, et al. 2015), but figures on

7 The only level 2 on the Dutch roads is the Tesla model S. In June 2015 only 3.541 of these models are sold in the
Netherlands, on a total of 8 million cars on the road.
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this topic are scarce. Cyganski et al. (2014) have asked people what they would do in the car if their
car had a “highway pilot” (comparable with level 3). Only a few people stated they would work in the
car. Most of them would relax. Gardner and Abraham (2007, p.109) state that “Participants tended
to neglect the potential for journey time to be used productively”. They explain that in trains this is
also often the case.

So, the value of time probably will change. However, as in level 3 the vehicle cannot drive whole trips
on its own and drivers might not use the time productively, the reduction of the value of time will
not be extreme. As value of time is a quite abstract concept, some references are needed. Gucwa
(2014) has four scenarios for value of time: no change, the same as public transport, half of what it is
now and zero. Snelder et al. (2015) lower the value of time of commuters with 10% in one of their
scenarios. Other references can be the value of time in public transport. However, average values of
time per mode are hard to compare as different types of people use these modes. Sometimes the
relation between car drivers and passengers are made. Car passengers are given 80% of the value of
time of the driver (Snelder et al. 2015). The source of this figure is doubtful as it is derived in an old
expert meeting.

FINDINGS ON CHANGES IN VALUE OF TIME
For level 1 and 2 no changes are expected as doing something else while driving is not allowed. For

level 3 both development paths are equal. Inner city traffic is expected to be too busy to work, so
there is no value of time decrease there. For rural and provincial traffic the value of time of 90% of
the current value is expected, bandwidths from 80 until 100% are also researched. For highway
traffic 80% is expected, with bandwidths from 70-90%. For both scenarios the same values are
assumed.

table 5-3: Only in level 3 automation on rural, provincial and between cities will lead to a change in value of time.

Changes in value Road type Autonomous and Cooperative
of time
Expected [%] Upper and lower bound
Level 0 all 100
Level 1 & 2 all 100
Level 3 Inner city 100
Rural 90 80-100
Provincial 90 80-100
Between cities 80 70-90
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5.4.

Capacity effects

Automated vehicles can influence the capacity of the road (Hoogendoorn et al. 2014; Snelder et al.
2015). The influences on capacity can be divided into four factors which together influence the
modelled capacity: the capacity of a road stretch, the capacity drop, shockwaves and network
effects. As this research investigates mixed traffic, impacts like a higher free-flow speed are not taken
into account.

All impacts summarized into one parameter in the model: the capacity of a relation
The capacity in this model is not the capacity of a single road stretch, but the capacity of a relation.

This consists of different roads, bottlenecks, intersections and roundabouts together having a
capacity. All impacts automated vehicles have on traffic flow need to be summarized in one
parameter: the PCU for automated driving. PCU stands for Passenger Car Equivalent and is normally
used to model trucks. The volume of a specific user class is multiplied with the PCU to get the actual
volume. Where the PCU for trucks is mostly between 1.8 and 2, the PCU value for automated
vehicles will probably be lower than 1, for instance 0,9. This means that automated vehicles take less
space on the road than normal vehicles.

Changes in capacity of a road stretch

There are many studies done to capacity effects of automated vehicles on a single road stretch
(Snelder et al. 2015). All studies are microsimulations which simulate a road (often 2 lanes) without
bottlenecks. Data from field tests are scarce, which makes that many simulations are not validated.
Still, as field tests are scarce, microsimulations are the only source to rely on. These simulations point
out that theoretically the capacity can double due to automation (Shladover et al. 2012). However,
studies with more bottlenecks show way lower figures. Outcomes of the simulations are ambiguous,
however a few outcomes can be derived:

For cooperative driving capacity benefits only arise after 40% penetration of communicating vehicles
In many studies to cooperative automated cruise control (CACC) impacts only visible arise after a
penetration rate of 40% (van Arem et al. 2006; Wilmink et al. 2014; Arnaout & Bowling 2011;
Ngoduy et al. 2009).

In a cooperative development path on a road with bottlenecks the capacity rises around 5%

The impact on roads with bottlenecks is low. Wang (2014) finds a capacity rise of 10% in a
simulation of a bottleneck on a road of 14 kilometres. Van Arem et al. (2006) find only 5%. Both
studies use rather simple bottlenecks (a lane drop and a speed drop), in real world traffic more
complicated bottlenecks are present. Therefore, a 5% improvement (at maximum penetration rate)
is possible due to connection in automated vehicles.

Impacts of autonomous systems (not cooperative) are slightly positive or slightly negative
Simulations studies of ACC show almost no capacity changes (Shladover et al. 2012; Van Arem et al.
1996). This holds for all autonomous levels.

ACC and CACC only have a positive effect if the headways are smaller than a human driver would do
In research many different following times are used. Positive effects of automation can only be seen
if shorter headways are used (Snelder et al. 2015).
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Almost all studies to capacity effects for automated vehicles are done on highways. The impact on
provincial roads are assumed to be comparable (maybe slightly lower due to more intersections).
Capacity studies in urban environments are scarce. In this study it is assumed that automated
vehicles do not influence the capacity of a single road in an urban environment positively, as here the
capacity is determined by the capacity of traffic lights (which are discussed in the a coming
paragraph). However, automated vehicles could also have negative effects on capacity. Current test
vehicles are now programmed to be very safe and therefore keep longer distances than normal cars
do. A blogger living in Silicon Valley even explained the self-driving Google Lexus drives ‘like your
grandma’ (Hackett 2015). Therefore, also negative effects on capacity will be investigated.

Capacity drop has a small effect on highways, the same effects occur in cities
The capacity drop arises because drivers tend to keep longer distances to their predecessors, the

moments after congestion. There are a few studies done to capacity drops and automated vehicles
(Van Driel & Van Arem 2010; Kesting et al. 2010; Kesting et al. 2007). Theoretically, and shown in
microsimulations, ACC or CACC could overcome the capacity drop, but how much it changes capacity
is not clear. What is known is that the effect is positive. Still it is hard to relate the capacity drop to
the capacity in the model. As this is hard to make and not expected to be much, this is not taken into
account.

The same effects as the capacity drop occurs in inner city traffic when driving away from a traffic
light. Automation has a very short reaction time and therefore the saturation flows could go up. This
can have a significant effect on traffic flows as traffic lights determine the capacity of urban
networks. Therefore, we expect that the relation capacity will increase by 5% (at full penetration
rate) due to this effect. Both for autonomous and cooperative driving, for level 1, 2 and 3.

Shockwaves are decreased by ACC and CACC

The phenomenon of cars braking and speeding up again is called a shockwave, or a stop and go
wave. These effects mostly happen on highways. These shockwaves lead to more unsafety, but also
influence congestion, as they are a trigger for congestion. Therefore, they influence the capacity on a
relation. Research on shockwaves points out that both ACC or CACC can reduce shockwaves (van
Arem et al. 2006; Calvert et al. 2011; Schakel et al. 2010). Just as with the capacity drop this effect is
hard to translate to the PCU for automation. What is expected is that this effect only occurs on
highways in both development paths, and will not be large in relation to the capacity of a road.

Cooperative driving can distribute traffic over network
If a traffic manager knows where cars are, travel times can be predicted more accurately and

improved traffic management becomes possible. New ways to distribute traffic become possible with
more and more reliable information. The case that vehicles are not only informed, but that also
explicit route choices are made by a traffic manager are not taken into account.

On the topic of steering automated vehicles over a network, no studies can be found which give
guantitative insights. This makes the translation to capacity on a relation (which consist of multiple
roads over which traffic can be distributed) hard. What can be concluded is that the effect will be
positive and occurs for all levels of cooperative driving.
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FINDINGS ON CAPACITY PARAMETERS

From the literature it can be concluded that the capacity benefits from early forms of automated
vehicles are in the range of + and — 10%. In urban environments small capacity advantages arise due
to higher saturation flows. Bandwidths of also 10% less capacity in cities is taken into account, since
automated vehicles can be too careful with cyclists and pedestrians. For other roads small
improvements and small deteriorations are taken into account. For level 3 cooperative vehicles
extra benefits arise after a 40% penetration rate. These effects arise the strongest on highways, and
to a lesser extent on rural and provincial roads.

Modelling capcity for autonomous and cooprerative vehicles
Last section made clear which capacity effects can arise, this section explains how they can be
modelled.

Some effects only arise after a penetration rate higher than 40%

In the case of autonomous driving the effects directly arise with the first vehicle. In that case the PCU
of this vehicle becomes 0.95 instead of 1. This is shown in the left graph of figure 5-1. For cooperative
driving some extra effects arise after 40% penetration rate (middle graph in figure 5-1). This
penetration rate is the sum of all communicating vehicles, so the level 1, 2 and 3 vehicles together
make the penetration rate. This assumes that the vehicles are equipped such that level 1 and 2
vehicles can be followed by level 3 vehicles. For autonomous driving only the first mechanism plays a
role, for cooperative driving both mechanisms play a role. This leads to the right graph. The exact
figures for the PCUs are shown in table 5-4.

The PCU factors plotted against the penetration rate for the two development paths

Autonomous driving Cooperative driving

Capacity
consumed
Capacity
consumed

Penetration rate  40% 100% Penetration rate  40% 100%

figure 5-1: Two capacity effects are modelled: autonomous driving effects (left) and cooperative driving effects (right). The
starting point of the graph is the shown in table 5-4, just as the amount of extra decrease due to cooperative driving.
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table 5-4: The PCUs (PCU,) for the two development paths. The figures are how much one vehicle ‘consumes’ of the
capacity. As well the expected figures as the upper and low bound are shown.

Autonomous (A,) ‘ Cooperative (C,)
Expected [-] Upper and Expected [-] Upper and
lower bound lower bound
Level0 all 1 1

Level Inner city 1 1.1-09 1 1.1-0.9
1&2  Ruyral 1 1.05-0.95 1 1.05-0.95
Provincial 1 1.05 - 0.95 1 1.05 - 0.95

Between 1 1.05-0.95 | [0-40%] 1
cities [40-100%] Decreases till 0.95 1-0.8
Level 3  Inner city 0.95 1.1-09 | 0.95 1.1-09

Rural 1 1.05-0.95 | [0-40%] 1
[40-100%] Decreases till 0.95 1-09

Provincial 1 1.05-0.95 | [0-40%] 1
[40-100%] Decreases till 0.95 1-09

Between 1 1.05-0.95 | [0-40%] 1
cities [40-100%] Decreases till 0.9 1-07

Incorporating these values in the model
All these aforementioned aspects on capacity influence two factors described in section 4.5: the PCU

for level 1&2 and PCU for level 3 vehicles. These PCUs are calculated with the following formula:

(7)

% comm. veh. —neutral
PCU, = A; — (CCy, * MAX(OAND )
1 — neutral

Where:
PCU, PCU factor for automation  comm. veh [-] The percentage of
[1/veh] communicating vehicles
(2 level 1, 2 and 3)
A Autonomous factor [-] Neutral [-] The neutral fraction
(o] Corrected communication
factor [-]

| means the value differs per level of automation (SAE)

In this research the neutral fraction is set to 40% and the autonomous factor is set as is shown in
table 5-4. This formula is the mathematical expression of the graph shown on the right in figure 5-1.
The communication factor is calculated in a slightly different way, which is explained in the next
paragraph.

Simulating a mix of cooperative and autonomous vehicles
The SD-model makes it possible to simulate a mix of cooperative and autonomous vehicles. As shown

in table 5-4, the cooperative vehicles have an extra benefit after 40% penetration rate. Below this
penetration rate the model assumes no difference in autonomous or cooperative vehicles. The
model can simulate a mix of autonomous and cooperative vehicles by calculating the percentage of
communicated vehicles and the communication factor from equation 7. They are determined the
following way:
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5.5.

comm.veh.= (Level 1 &2 + Level 3) * % cooperative (8)

CC, = C; * % cooperative (9)
Where:
cC Corrected communication  Level 1&2 % of level 1 & 2 and 3
factor [-] Or3 vehicles on the relation
% % of cooperative vehicles

cooperative on the relation
| means the value differs per level of automation (SAE)

In mixed traffic the effect of communication is decreased in two ways: it gets harder to reach the
40% threshold (see equation 8) and the impact of cooperative driving gets less (see equation 9).

Fuel economy

Two fuel economy effects play a role when the fleet is automated. The first is that automated
vehicles accelerate and decelerate smoother than normal drivers and therefore fuel is saved (Snelder
et al. 2015). Another effect is that cars can drive closer to each other and that air resistance can drop
(Litman 2014). The first effect happens directly with the first introduction of an automated vehicle.
The second effect only happens in the cooperative development path and only arises after there is a
certain percentage of cooperative vehicles on the road. This is the same method as is used for the
capacity effects. A schematic overview of this method can be found in figure 5-1.

Gucwa (2014) assumes that the sum of both effects is 15%. This research assumes that automated
vehicles have a 5% gain and connection can lead to a 10% extra gain. This 10% only arises at 100%

penetration rate of cooperative vehicles. From 40% on, these platoons can be formed and benefits
start to grow. Table 5-5 shows an overview for the exact benefits relation type.

Table 5-5: For autonomous and cooperative directly some benefits arise due to more efficient driving. For cooperative

driving the air resistance benefits arises after 40% penetration. This benefit is small in cities and larger on highways.

Fuel economy Autonomous & Extra benefit for cooperative
benefits cooperative (arise after 40% penetration)
Level 0 all 0 0
Level 1 & 2 all -5% 0
Level 3 Inner city -5% 0

Rural -5% -5%

Provincial -5% -5%

Between cities -5% -10%

Simulating a mix of cooperative and autonomous vehicles
Just as with capacity, cooperative vehicles have an extra benefit after 40% penetration rate. In mixed

traffic it gets harder to reach the 40% threshold and the impact is lower. A similar approach as with
capacity is chosen to take these effects into account. The set up with a PCU for capacity is used at the
fuel consumption with an efficiency factor. This factor is calculated the same way as the PCU (see
equation 7).
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5.6. Modelling automated trucks

Just as passenger cars, also heavy goods vehicles can be automated. This model only takes the
influence of automated trucks on capacity into account. The same method for passenger cars as for
trucks are used. Therefore trucks have two PCUs. One to calculate a normal truck to normal car
(traditional PCU: 1,8) and a second to make them automated (the new PCU: around 0,9). Fuel
economy and value of time are not taken into account, as they would only influence the mode choice
and time of day choice which are left out of the model.

It is assumed that heavy goods vehicles only platoon with other heavy goods vehicles, as being
followed by a truck can be quite scary for a passenger car. The other way around is not taken into
account to make the model not too complicated. Furthermore, it is assumed that automated trucks
can find each other more easily in traffic to form platoons, as they now already do so without
automation. Therefore, the 40% threshold is set to 20%. As a result, from 20% penetration rate
connection effects can arise.
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Testing the model

Chapter 4 and 5 explain the model structure. These chapters present the results of the third and
fourth sub-question: what is the best way to model the impacts of automated vehicles and what are
the mobility impacts of early forms of automated driving on the isolated elements of the
transportation system? This chapter explains in which situations and under which circumstances the
SD model can be used. This means that in the end the results of the fifth sub-question can are shown:
what are the results of a validation test?

The goal of the model, an explorative model to study the impacts of level 1,2 and 3 of automated
vehicles, should be kept in mind. The model does not have to be able to simulate all details of
automated vehicles, but only the most important dynamics.

The model consists of three constructs:

1. Simulating the base year

2. Simulating changes in mobility due to automated vehicles (level 1, 2 and 3)

3. Simulating other exogenous changes affecting mobility
The first and second point are the core of the model, therefore more attention is payed to testing
these points.

First static tests of the model are performed, followed by dynamic testing of the model. This dynamic
testing of the model is done in two environments as is summarised in figure 6-1. The experimental
phase uses the same simulation environments.

Lab environment ‘Real world’ environment

¢ The world stays as it was in 2013 ¢ Introduction of automated vehicles,

* No exogenous changes, only and changes in exogenous factors
introduction of automated vehicles

* Only simulating aspect 1 and 2 * Simulating aspect 1, 2 and 3

figure 6-1: The two experimental set-ups for the model.

The most relevant tests from the book Business Dynamics of Sterman (2000, p.852) are performed
on the model. In table 6-1 an overview is given of the tests of this research. The tests and its results
are described in more detail in the next sections.
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6.1.

table 6-1: Overview of all tests performed on the model.

6.1 Static tests Goal and Is the structure of the model adequate to meet the goal?
structure test
Boundary Are the boundaries of the model set right?
Adequacy Test
Units check Are the units modelled right?

6.2 Robustness Extreme value How does the model perform under extreme values?

and sensitivity test
Sensitivity test Is the model sensitive to changes in the inputs?
Comparing Do the LMS and the SD-model have similar sensitivities for
sensitivities the mode choice?
Impact of What happens when the sensitivities are 10% higher or
sensitivities lower?

6.3 Base case Explanation of Can the behaviour of the base case of automated vehicles
the base case be explained?

6.4 Assumptions  Assumption Do the assumptions the model is based on hold under
check normal circumstances?

6.5 Comparison Back cast & Can the model back-cast 2000 correctly?

for exogenous start point Does the modelled data of 2010-2013 similar to OViN

data data?
Comparison Do the LMS and the SD-model show similar results for
LMS 2030 exogenous changes?

6.6 Comparison LMS (Dutch) Do the LMS and SD-model show similar results for

with other AV simulating automated vehicles

models OTM (Danish) Do the OTM and SD-model show similar results for

simulating automated vehicles?

TMO (USA) Do Travel Model One and SD-model show similar results

for simulating automated vehicles?

Static tests

For the static tests, there is not model run performed, but the structure of the model is investigated.
The model is investigated by several experts and the model’s structure is compared to literature.

Goal and structure test

The goal of the model is to simulate the impacts of early forms of automated vehicles on mobility in
the Netherlands in an explorative way. To test if this goal is met, the model is compared to other
models and literature. Furthermore, several experts® are asked to review the model is given.

Simulating mobility in the Netherlands

As is described in the requirements (section 3.1) both supply and demand have to be simulated in
order to simulate all effects on mobility. The model captures both. The model is built according to
same principles as the ScenarioExplorer (1999a). Some aspects are modelled more elaborate than in

% The expert judgement consist of meetings with the committee members Rob van Nes (TU Delft) and Maaike Snelder
(TNO / TU Delft), and one of the developers of the ScenarioExplorer and top advisor at Rijkswaterstaat Erik Verroen. First
the model is discussed without showing them the model. Next step is to show the model and investigate with them the
structure. Next the model is run.
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the ScenarioExplorer (time of day choice), others are modelled more briefly (trip generation, overlap
factor). This is done as the purpose of both models differ. In this study the emphasis is on the steps
where automated vehicles will have most influence. In contrast to other models the level of
aggregation is higher. Where models like the LMS simulate on household level, the SD-model
simulates on relation level. As the goal of the model is explorative this abstraction level is considered
to be permissible.

Due to this aggregation not all factors which play a role in mobility are simulated. Some play a larger
role than others. The most important are discussed here:

e Inthe current set-up a constant overlap factor is used. This means that all overlapping
relations change in the same way over time as the investigated relation. If, for example,
demographic growth differs per zone, this is now not taken into account. A dynamic overlap
factor and simultaneous simulations would be the solution to overcome this.

e The assignment is too simplistic to grasp all traffic flow characteristics. The BPR-function is a
good way to project what will happen on average, but an explicit network has the possibility
to simulate more effects. Downside is that an explicit network harms the explorative nature.
In the future work ways to work around this are presented.

Equation test
To check if no errors are made in the SD-model, a check is performed. The first time step of the

model is re-calculated in Excel. A small difference is found as Vensim uses 4 digits per number in its
calculation. Also the concept of ‘conservation of people’ is checked. This means that the input of
people should be the same as the output. The sum of the mode choices are summed up and indeed
have the same number as the amount of trips generated for all tested years.

Simulating automated vehicles
Three effects of automated vehicles are modelled:

e Capacity changes (via PCU)

e Fuel economy changes

e Value of time changes.
In other literature these three effects are most often modelled (Snelder et al. 2015; Gucwa 2014;
Tetraplan 2015). However, these models simulate the effects for all vehicles, instead of for a share of
the vehicles. This model is unique since it simulates on a large scale effects of mixed® forms of
automation. The concept of an PCU factor per level which varies over the penetration rate is novel.

Nevertheless, not all effects of automated vehicles are simulated. The capacity effects are simulated
more elaborately than in other macroscopic studies. Nevertheless, an explicit network opens even
more doors to simulate the same effects more accurate and also other effects. Due to the use of a
speed-flow diagram relations from literature are hard to translate into parameters for the model.

» With mixed forms of automations two types of mixes are meant: mixed in levels, so no automation, level 1 & 2 and level
3 automation, but also the possibility to communicate. The SD-model can also simulate different shares of communicating
and autonomous vehicles.
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The main point of criticism in the expert judgement is that longer trips due to automated vehicles are
not modelled. Other less important aspects which are not modelled are changes in parking
environment, a mode choice for trucks and spatial changes due to the automation of the fleet.

The time horizon, modelling until 2050 seems valid, as than level 4 and 5 are expect to have a share
of 5% and from then on significant impacts.

Simulating exogenous changes
Besides automated vehicles also other aspects influence mobility, for example demographic growth.

These aspects are not the core of the study and are less elaborately taken into account. Only the
points mentioned in the starting point document, the demographic growth and the increase of the
road network are modelled. These aspects are the most important, however, not an exhaustive list.
The most important aspect which is missing is a division of the population in age or income classes
and a way to take extra roads build more accurate into account. With this division on population
segments and ageing population could be taken into account, with different travel patterns. With a
network, changes in the road infrastructure could be taken more accurately into account.

FINDINGS ON THE GOAL AND STRUCTURE
The structure of the model seems adequate to simulate the effects of automated vehicles in the

Netherlands® on an explorative level. Main points of criticism are that not all effects of automated
vehicles are captured, the model simplifies aspects in modelling transportation and not all exogenous
changes can be taken into account due to the set-up of the model. However, the goal of the model is
to capture the most important aspects, which it does.

Boundary Adequacy Test

The boundaries of the model are checked. For all values should hold that they are not influenced by
automated vehicles. All exogenous variables are presented in appendix C. For most variables holds
that they are not influenced by automated vehicles, a few are discussed here:

e Travelled distances by car. In the model a change in destination choice is not taken into
account. The travelled distance can change if the value of time of cars or the average speed
on a relation changes. The LMS (Snelder et al. 2015) and Gucwa (2014) take this into account.
In the assumptions part of the test chapter is elaborated upon this aspect.

e Number of trips. The trips made per person could change if the value of time changes. This
effect is expected to be small until level 3, but for level 4 and 5 this could arise.

e % of car owners. If automated vehicles are a huge success, it could be that more people buy
an automated vehicle. The same could be true for the amount of level 1 & 2 and 3 vehicles
on the road. This however, is taken into account by Niewenhuijsen (2015) in his model.

e Number of HGV trips. In the SD-model no mode choice is made for trucks. If the costs of
transporting or the travel time decrease due to automation, the mode choice could change.
For more elaborate models this should be taken into account.

30 Due to time limitations not all relations are simulated, however, the model is able to simulate all 42 relations, therefore
the whole of the Netherlands could be simulated with the SD-model.
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Besides these ‘missing’ or neglected feedback loops the most important ones are taken into account:
from travel time back to the utility functions for the mode choice and the time of day choice.

Units check

For the model a units check is performed. All variables are given units. Vensim has the ability to
check the units. No inconsistencies are found. Important to note is that the value of time and travel
time are in minutes, as OViN reports the travel time in minutes. For the speeds this is converted to
kilometres / hour.

Robustness and sensitivity

This section presents the first dynamic tests of the model. The behaviour of the model under
extreme inputs and the sensitivities of the model are tested.

Extreme value test

The goal of this test is to check if the model holds for basic physical laws and checks if all equations
also hold under extreme conditions. For all tests the lab environment is used. This means that the
world stays like it is in 2013, except for one aspect: the introduction of automated vehicles. The
complete results are shown in appendix D.

The model shows logical behaviour for almost all parameters. There are a few striking points which
are highlighted. These points give no problems for the normal functioning of the model, but show in
which extreme cases the model is not applicable anymore.

Striking points from the analysis
Passengers can travel when there are no cars — or with too many passengers per car

Car drivers and car passengers are separate modes in the model, without a connection. The only link
is that their travel times and distances are the same. So if cars get unattractive and passengers
attractive, the model simulates too many passengers per car (more than 4) or even passengers
without any cars. The case that this would happen is rare, as the main reason for cars to get
unattractive is due to high travel times, which also make being a passenger unattractive. Very high
fuel costs or an extreme change in value of time for one of both can lead to impossible situations. In
the LMS, and many other macroscopic models, the modes are also not linked, so this problem might
also arise.

With extreme population growths the model starts oscillating

When the population grows with more than 15% per year, the speeds and the amount of people
traveling during peak hours start oscillating. Due to the rise in population, roads start to congest and
speeds drop. As a result no car trips are made and the average speed on the road rises immediately.
This flip-flopping effect does not occur in normal behaviour as the growth is normally around 0.3
until 0,8% per year. If a smaller time step is chosen this effect arises with higher percentages of
growth. With a time step of 0.0078125 (3 days) this effect arises at doubling in population (100%
growth) per year. A smaller time step is not used in the model as the cases in which it is needed are
very rare, and it has an effect on the calculation time.
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With extreme inputs the model needs 5 years to stabilise

When the input parameters in the year 2000 (the start of simulation, warm-up until 2013)*! are
extreme the model takes 5 years to stabilise. As the modal split in 2000 is calculated with exogenous
road speed (road speed from OViN, on which the capacity is also calibrated), a change in capacity,
free-flow speed or utility changes the output after one time step considerably. Within 5 years this
unbalance is stable again. It is unlikely that effect occurs within normal simulations, since all
exogenous changes are spread out over time and not at the start of the modelling. Still, if one would
like to simulate the effects of an instant population doubling, the model would show extreme results.
For less extreme cases the model stabilises more quickly. The time step has no influence on the
amount of years to stabilise. This has to do with the delay of the feedback.

When the peak gets very unattractive car usage rises

When the peak is very unattractive (not due to low speeds, but due to a high constant, for instance
by road pricing), less cars drive during peak hours. Due to this rise in speeds during peak hours, and
as cars move to the shoulders of the peak, speeds will probably drop outside of the peak. However,
the utility of the car is calculated based upon speeds during peak hours, which result in more
attractive cars. Thus, the model only holds if the speeds during peak hours are lower than (or
around) the speeds outside the peak. In the Netherlands almost all models are peak hour models,
which use this assumption.

Sensitivity test

In this sensitivity analysis is tested if the model behaves logical for small changes in the inputs
(Sterman 2000, p.861). Input changes of +10% and -10% are compared with the normal behaviour.
This analysis is performed on 12 parameters:

1. Demographic growth & 5. Utility of the train 9. Utility of level 0
growth of trips HGV 6. Utility of BTM 10. Utility of level 1 & 2
2. Free-flow speed 7. Utility of slow 11. Utility of level 3
3. Capacity of the road 8. Utility of passenger 12. The time of day constant

4, PCClevell,2and3

Some of these are groups of variables, such as the utility, which is calculated from several
parameters. In this case a multiplier is added, which normally is 1, but varies from 0.9 until 1.1.

For almost all simulations the results are logical. If the inputs are varied 10%, the outputs roughly do
the same. A few points are discussed in this section. They all can be explained and do not lead to less
appropriate use of the model. The total results are shown in appendix E.

*I The base year of the model is 2013. However, as in the tests the input parameters vary and different scenarios are tested
a warm-up period is introduced. From 2000 on the model can stabilise. This is done to prevent small errors if input differs.
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Striking points from the analysis
The first 5 years the model needs to stabilize

Just as is shown in the extreme value analysis, the model needs to stabilize the first five years. As the
modal split in 2000 is calculated with an exogenous road speed (road speed from OViN, on which the
capacity is also calibrated), a change in capacity, free-flows peed or utility of a mode bring the start in
unbalance. Also with an input change of +/-10% , some years are needed to stabilize. This is not
harmful for the model as analysis are performed from the year 2013, and the model starts running in
2000. However, in the experimentation the first years might show to some oscillation.

Time of day choice is less sensitive than the mode choice

When the road speed or utilities change + or — 10%, the mode choice reacts accordingly. The time of
day choice however, only changes 5%. It seems that the mode choice is most sensitive. One could
argue that changing the preference for traveling in- or off-peak is not that hard as changing modes.
However, also the opposite can be defended: a change in departure time (peak is 2 hours, so you
would have to change your departure time on average 30 min), can be hard as offices or schools
often have rigid starting times.

Symmetric changes in utilities show asymmetric outputs in speeds and mode choice

When for instance utilities are changed + and — 10% the speeds and mode choice show a asymmetric
pattern. This seems strange, but can be explained, both with different reasons. The form of the
speed-flow curve makes that less car traffic leads to a slightly higher speeds, but more car traffic
leads to a lot lower speeds. For the preference in mode choice a same pattern can be seen, however
this has another reason. Here the exponential term in the utility function leads to asymmetrical
behaviour.

Sensitivities compared to LMS

The sensitivities of the model can be compared with other models. There are many elasticities of the
LMS available (Willigers & de Bok 2011), however, only a few are comparable to the SD-model. As
the LMS only reports on elasticities per trip purpose and the SD-model only gives outputs per
relation, which makes a comparison hard to make. However, there is one variable which can be
compared: the sensitivity for a change in mode choice as the travel time differs.
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Results
The elasticities of the LMS and the SD-model are compared in figure 6-2. The elasticities of the LMS
are derived from a significance report on elasticities (Willigers & de Bok 2011, p.116).

Comparison sensitivities LMS and SD-model for travel times

0,4

0,2
=~ 0 B LMS: commuters
E -0,2 Car sen Train BTM Cycling Waking LMS: business
2 0 501
= 06 m SD-37

-0,8

-1

figure 6-2: The sensitivities for a longer car travel times on the mode choice of the LMS (Willigers & de Bok 2011, p.116)
compared to the SD-model. If the car travel times rise with 1% the mode choice changes with the projected percentage.

What can be seen is that the elasticities for both models have the same directions and are in the
same range. It is also logical that for the SD-model holds that relation 37 is more sensitive than 1, as
relation 37 is a typical car relation. What can be seen is that the average of both relations is relatively
more sensitive than the LMS. However, other more car oriented relations (such as relation 36,
accounts for 40% of the trips) will have sensitivities like relation 37. Therefore, it was found that the
SD-model is more sensitive in the mode choice than the LMS. Textbox 2 explains why the SD-model is
more sensitive.

For the time of day choice and the assignment no good comparison can be made with the available
LMS elasticities.
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Text box 2

Sensitivity of the scale parameter

From the other analysis in this chapter can be concluded that the mode choice of the SD-model
probably is too sensitive, or at least more sensitive than the LMS. Therefore will be checked what this
means for the simulations.

Set-up of the experiment
The total set of constants and scale factors is a complicated construct. If the scale parameter (u) of

one mode is changed the total mode choice for the start year will differ. This can be compensated by
adapting the constant (C) in the formula. First the total mode choice is tried to recalibrate, however,
this was more time consuming than expected. Therefore only the effect of one scale parameter is
researched.

Two simulations are performed with a different scale parameter for the car (p.): +10% and -10%.
These are compared to the base case. Furthermore, to make the runs comparable the constants are
also changed. These constants are calibrated in the model. For the +10% case, the constant is
multiplied with 0.7012 and for the -10% case the constant is multiplied with 1.365. In both cases the
utility of all modes stays the same, only the sensitivity differs. With these values the mode choice in
the base year is thus equal to the base case.

Results
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The amount of car trips for the three cases is shown in figure 6-3. For the amount of car trips, the
differences are quite small. For the speed on the road and the amount of travel time loss hours the
differences are in the same range. On the loss hours the sensitivity has the most impact, here 10%
higher sensitivity parameters leads to a 1.88% difference, see figure 6-4.

Trips car

80,000

75,000

E
70,000
& 10% up +0.57 %
10% down -0.35%
65,000
60.000
2000 2005 2010 2015 2020 2025 2030 2035 2040 2045 2050
Time (Year)
Tripscar: 10% down —— Trips car : Normal

Trips car: 10% up
figure 6-3: The amount of car trips for the three cases: base, 10% up and 10% down. This leads to 0.57% extra traffic or
0,35% less.

The analysis shows that the sensitivity of one scale-parameter has no large effect on the amount of
car trips made over time, and related effects as average speed or lost hours in traffic. However, this
analysis is performed for one scale parameter with a difference of 10%. A more elaborate

investigation will show more insights.

Average speed in peak of a trip (car traffic) Traffic loss hours in a peak (VOT corrected)
33 15.000
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figure 6-4: The average speed and loss hours shown for the three simulations.
The precentral differences for the two simulations are: Speed (up): -0.27 (down): +0.29. Loss hours (Up/down): +/-1.88.
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The behaviour of the base case explained

In the SD-model automated vehicles differ in three ways from normal vehicles: their value of time is
less for level 3 and equal for 1&2, their PCU is lower (capacity) and they consume less fuel. In this
section the behaviour of the two development paths (autonomous and cooperative) will be
explained by the three individual impacts. After the base runs it is investigated how strong the effect
of feedback in the model is. All simulations are performed for relation 37 (trips between the four
large cities in the Randstad).

The results for cooperative driving are shown in figure 6-5. The results for autonomous driving are
shown in figure 6-6. A run with and without feedback is shown in figure 6-7. All these figures show
simulations in a lab-environment. The inputs used for the simulations are shown in table 6-2.

table 6-2: The input values for the base case scenario for relation 37. (summary of table 5-1)

Autonomous Cooperative

Value of time
Level 0 100%
Level 1 & 2 100%
Level 3 80%
PCU (capacity)
Level 0 1 1
Level 1 & 2 [0-40%] 1
[40-100%] Decrease till
0.95
Level 3 1 [0-40%] 1
[40-100%] Decrease till 0.9
Fuel economy
Level 0 1 1
Level 1 & 2 0.95 [0-40%)] 0.95
[40-100%] Decrease till
0.85
Level 3 0.95 [0-40%)] 0.95
[40-100%] Decrease till
0.85

In the simulations 187464 trips are made on the relation, which has a capacity of 118240 vehicles per
hour and an overlap factor of 9.27.
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Cooperative driving

Average speed in peak on the road
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figure 6-5: At first speeds drop due to fuel economy advantages. Followed by capacity advantages which arise after 40%
penetration rate (2021). When level 3 vehicles start to dominate (2045) the speeds drop again due more cars on the road as

a result of the personal benefits they entail.

With the behaviour of the different impacts the behaviour of the cooperative path can be explained.
Before 2010, there are no AV’s in the model, so there is no change in speed. From 2010 it can be
seen that the speed drops, due to the fact that to fuel advantages stimulate people to choose a car
as favourite mode of transportation. These fuel economy advantages lead to more vehicles and
lower speeds over the whole time horizon of the model. The same is true for the value of time. A
lower value of time makes the car more attractive and decreases the speed on the road. This effect
starts around 2020 when the first level 3 vehicles are introduced. The lower PCU leads to a higher
speed. When the sum of level 1, 2 and 3 cars becomes higher than 40% (in 2021) the cooperative
benefits arise and capacity effects grow. When around 2045 the amount of level 1 & 2 vehicles starts
decreasing the value of time gains rise and become stronger than the capacity improvements. This

will lead to a decrease in speeds.
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Autonomous driving

Average speed in peak on the road
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figure 6-6: In autonomous development path the amount of cars rises due to personal benefits. These benefits are a little
lower than in cooperative path as fuel savings are lower. Automated vehicles have minimal capacity benefits, therefore the
speeds are lower than in the cooperative simulations.

In the autonomous development path it is not possible to platoon with several vehicles. Therefore,
capacity benefits do not arise. Fuel economy improvements are smaller than in the cooperative path.
Due to this the speeds drop not as much as in the cooperative path (from '10-'25). However, as there
are no capacity improvements the average speed during peak hours between the four cities in the
Randstad will not rise anymore. Where after 40% penetration rate the speeds go up in the
cooperative path this is not the case in the autonomous path.

The model without feedback
By turning the feedback loop from travel times back to the utility functions off, it can be seen if a

feedback loop is needed in the model. In the simulation without feedback the perceived travel time
on the road (from OViN) stays the same over the years. However, the actual speed on the road still

changes.

/ 70/



Average speed in peak on the road

km/Hour
o
L 14
3 in

n
in

31
2000 2005 2010 2015 2020 2025 2030 2035 2040 2045 2050
Time (Year)

Average speed in peak on the road : With feedback
Average speed in peak on the road - Without feedback

figure 6-7: Run with and without feedback for cooperative driving on relation 37. The run without feedback leads to more
extreme outcomes as there are no compensating second order effects.

What can be seen is that in the run without feedback reacts more extreme to changes. In the run
with feedback there is a compensating effect: due to lower travel times, more people change modes
or travel during peak hours. Without feedback there is no compensation. The only reason why
people in this development path change modes, is due to another value of time or lower fuel costs.

Not taking the feedback loop into account can be explained with an analogy of not telling anyone
that a road is extended with an extra lane. The people on the road will get a higher average speed
and no extra traffic will be attracted by the road. With a feedback loop the road will attract extra

traffic. The opposite effect happens in this simulation: no one perceives a higher travel time,

although there is more congestion.
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figure 6-8: Run with and without feedback on relation 37 for an extreme case of cooperative driving (VoT = 70%, PCU =
0.85). The case without feedback is not compensated by second order effects and therefore reacts more extreme.

From the simulation in figure 6-7 can be seen that the feedback loop has no large influence on the
results. The speeds differ 0.32 km/h (0.6%) at maximum. In more extreme cases the differences are
larger, such as in figure 6-8, where the most extreme cooperative case is modelled with and without
feedback. Here it is 1.47 km/h (2.8%) at maximum. This is unneglectable, but still small. Modelling
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without feedback can be used for explorative research, but not all dynamics can be understood. In
System Dynamics feedback is not hard to model, but it can be an advantage if multiple models are
used. However, downside is that it is hard to defend to a client that you do not model the feedback.
Modelling feedback is therefore advised.

FINDINGS SIMULATIONS OF INDIVIDUAL EFFECTS
The behaviour of the cooperative and autonomous path are logical and can be explained by the

behaviour of the individual effects. Just as in literature expects (Timmer & Kool 2014; Wilmink et al.
2014; Shladover 2015) the cooperative scenario will lead to higher speeds. However, a compensating
effect of fuel economy becomes clear in this simulation. The only striking outcome of the simulations
is that impact of the fuel economy might be overestimated in this study. Besides that, it can be seen
that the feedback loop has an effect on the outcomes.

Assumptions check

In chapter 4 and 5 several assumption on the modelling are made. These assumptions are checked in
this section. The assumptions are:

1. The introduction of automated vehicles is not influenced by mobility effects of automated
vehicles.

2. Spatial effects of automated vehicles can be neglected

3. The overlap factor can be set as a constant

Assumption 1: Introduction of automated vehicles
If automated vehicles are a success and lead to shorter travel times for cars, more people will buy an

automated vehicle. In the research of Nieuwenhuijzen (2015) many factors, like price or technology
maturity are taken into account. However, a feedback loop from travel time to the introduction is not
taken into account. Both the cooperative run as the autonomous run show only mildly changing
travel times. With the most extreme inputs the travel time differs 8% (see chapter 7.1). This probably
will not lead to many people buying a new vehicle. Therefore this assumption holds.

Assumption 2: Spatial effects

In the model spatial effects are not taken into account. However, literature suggests that automated
vehicles can lead to spatial changes (Milakis et al. 2015; Snelder et al. 2015). The most important
change in spatial planning is that people may change their working or home locations due to shorter
travel times or a different value of time. The travel time does not differ that much (as can be seen in
chapter 7.1) the value of time still differs, however, this is only 20%. This still could lead to a change,
however, a small one. It is preferred to take spatial effects into account. However, the effort of
building the spatial relations in the model is not in proportion to the extra accuracy.

Assumption 3: Overlap factor

In this research a constant overlap factor is used. This means that the change in trips of the
investigated relation is equal to the growth of relations with which it interacts in a network. This
assumption would be correct if the growths are equal for all zones due to external factors
(demography, change in car ownership) and due to automated vehicles. In figure 6-11 (page 75) the
growths of the different zones, due to external factors (here the GE scenario of the LMS is used) can
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be compared. It seems that the growths differ per zone, but are roughly the same (at maximum 10%
point difference per zone). The highways and inner cities differ the most. A difference of 10%
between two zones does not mean that there will be 10% extra traffic on a relation. As only a part of
the traffic uses the same relation, for instance 30%. This makes that a 10% difference would lead to
3% extra traffic. This 3% might look small, but is not negligible. For new models is advised to make
use of a dynamic overlap factor, especially if spatial difference between regions are taken into
account.

Comparing the SD-model for exogenously changing data

To evaluate how accurately the model takes changes of exogenous factors into account, we did two
tests. These tests check concept 1 (simulation of the base year) and 3 (exogenous changes) of the SD-
model. In the first test the results of the model are compared with historic data with a back-cast. This
is done with OViN data of 2000, 2010, 2011, 2012 and 2013. Secondly, it is compared with the LMS,
the model that is used by the Dutch government to make forecasts. Both models are compared for
the year 2030.

Back-cast for 2000 and comparison with 2010, 2011, 2012 and 2013
The model is calibrated with the summed years 2010-2013 of the OViN movement survey (CBS 2014).
In this validation the model is compared to the individual years and a back-cast is made for 2000.

Set-up of the back-cast
For the back-cast 2010 is set as base year. The model runs back in time to 2000. The model is, so to

say, run backwards. Between 2010 and 2000 exogenous parameters changed. These are summed up

here below.

table 6-3: The exogenous parameters with the change from 2010 until 2000.
Back-casting 2000 Change per year Source
Population decrease -0.8 % per year (Groenemeijer 2014)
Less car ownership -0.66 %-point (Beuningen et al. 2011)
Lower PT costs /km - 1% per year (CBS 2009), (CBS 2015a)
Car costs/km Stays the same (CBS 2009), (CBS 2015a)
Amount of trucks Stays the same (CBS 2015c)
Travel time train Stays the same (Cbs 2011)
Less road capacity -0.98% (Wegenwiki 2015)

The simulations are done for one relation: from and to the four large cities in the Randstad, because
this relation easily can be imagined.

Results of the back-cast
The results of the back-cast and comparison to the ‘10-‘13 data are shown in figure 6-9 and figure

6-10. What becomes clear is that the OViN data differs a lot per year and the calibrated data fits in it
for all 5 modes (more on the quality of OViN data is in section 4.3). As the years of ’10-"13 from OViN
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differ much and the data for 2000 is collected with a roughly the same method, the data possibly has
its downsides too. However, as far as it can be seen from this single data point, the modelled data of
2000 seems to be in line with the survey data. Especially the three modes with the largest shares
(car, train, passenger), fit nicely.

That the back-cast for the BTM and slow modes is different from the survey data can be explained by
the quality of the survey, but also by the quality of the model. The quality of the survey seems to
lack. The amount of BTM trips on relation 37 in 2012 for instance doubles in comparison to 2011.
Especially for the smaller modes the variation is high. On the other hand does the model not take
aspects such as new bus routes or cycling lanes into account. These inputs are is too detailed for the
model.

Comparison amount of OViN trips and SD-model trips on zone 37 (car and
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figure 6-9: The line represents the modelled back-cast with the SD-model. The dots are OViN and MON data from a travel
survey. This graph only shows the car and train movements for zone 37 (from and to large cities in the Randstad).

Comparison OViN trips and SD-model trips on zone 37 (BTM, passenger and

slow)
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figure 6-10: The line represents the modelled back-cast with the SD-model. The dots are OViN and MON data from a travel
survey. This graph only shows the car and train movements for zone 37 (from and to large cities in the Randstad).

Comparison with the LMS without automated vehicles
To compare if the exogenous factors have plausible effects, the SD-model is compared with a run of
the model the Dutch government uses for planning: het Landelijk Model Systeem or the LMS.
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Set-up of comparison LMS
In this run automated vehicles are left out of the SD-model. By doing this the impact of exogenously

modelled variables can be compared to LMS. To compare runs the inputs of Rijkswaterstaat’s Global
Economy scenario created in 2006° are used. This scenario assumes extreme growth. For 2040 19,7
million inhabitants are expected in the Netherlands (an increase of 0.6% where this was 0.3% last
years).

To make a good comparison the same parameters are used in the SD-model as in the LMS. The
‘uitganspuntendocument’ (Ministerie van Infrastructuur en Milieu 2015) and the PBL scenarios from
2006 are used (Janssen et al. 2006). Downside of these documents is that they do not describe all
changes between '10-'30 the LMS takes into account. New roads are for instance not mentioned in
the document. Still, the most important ones are captured.

Comparing the LMS with the SD-model is hard as the LMS covers the whole of the Netherlands and
for the SD-model only 4 of the 42 relations are simulated. In order to make a good comparison the
same pattern as the LMS base year is tried to construct. This is done by multiplying the 4 relations
with different factors, so the mode choice of both base years would match. This is done with a least
square solver. However, the best fit of these 4 relations still leads to 16% mismatched trips. This
difference is too large for a good comparison.

Therefore a second method is chosen to come to a good comparison. Here not the base years, but
the growths are equalised. The amount of trips per zone are multiplied such that the growth of each
relation has the same growth as the LMS. To give an example, if the LMS grows 1 million trips and
zone 36 10.000, the trips for zone 36 are multiplied by 100. By normalising the growths the
sensitivities of the different models can be compared on magnitude.

Results of comparison LMS
The results of the runs of Rijkswaterstaat for the whole of the Netherlands and the Randstad are

compared to the trips of the 4 zones in the SD-model. The results are shown in figure 6-11 and figure
6-12.

0% - Growth between '10-'30 for the LMS compared to 4 relations of the SD-model

mLMS NL

40%

LMS Randstad
30% -

1 (inner city)
20% -

21 (provincal roads
10% - (provi )
0% . — I_- 36 (rural roads)

BTM Slow Train Passenger Car driver m 37 (highways)

figure 6-11: The growths between '10-'30 per zone in percentages for the LMS (Dutch national model) and the SD-model (4
zones).

*2 This is a different scenario than is used in the planned LMS study in 2016, although this scenario is also called Global
Economy (GE). This updated, more mildly, scenario is used as starting point for the experimental runs of the model.
However, as the LMS is only run with the old scenario, the SD-model is initiated with different growth figures.
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Normalised growth between '10-'30 for LMS compared with the
zones of the SD-model

HLMS NL
LMS Randstad
1 (inner city)
21 (provincal roads)

36 (rural roads)

I m 37 (highways)
[ - -~

BTM Slow Train Passenger Car driver

figure 6-12: The growths between '10-'30 per zone are normalised to the same level. This graph shows how the growths are
divided over the different modes. Note that the sum of lengths of the bars for each zone are the same.

First, the zones of the SD-model will be compared with each other. The pattern for BTM is logical,
more population leads in large cities (where BTM is already popular) to a larger growth than in other
zones (both normalised as relative). For slow traffic the same pattern can be seen. BTM does not
grow as much as slow traffic. This is because public transport prices rise between ‘10 and '30
according to the starting points of the LMS. For trains the growth figures in percentages seem
strange, but the normalised figures show a logical pattern. In zones where trains are a common
mode the absolute growth is high. Where the growth is low the absolute growths are also low. For
car drivers both the absolute as the relative growths are logical.

If the SD-model is compared with the LMS it can be seen that the car driver and the passengers show
great overlap. The growth in BTM trips is in the LMS somewhat higher, but the in the SD-model only
one strong BTM relation is simulated (relation 1). The SD-model shows a higher growth in slow trips
than the LMS, the opposite is true for train trips. An explanation for this is that train traffic gets more
expensive in the LMS, but probably also a higher level of service. In the SD-model the same is taken
into account: higher prices for public transport and a shorter travel time, however, the LMS might
also takes new train lines into account. These are not simulated in the SD-model, because they are
not mentioned in the documentation.

Findings on comparison for exogenous data

With the two checks, the back-cast and the comparison with the LMS, a combination of aspects is
checked: the trip generation, mode choice and feedback with the assignment to the mode choice.
Elements such as the time of day choice or the total loss hours are hard to compare with the
available LMS data. The time of day choice is not reported on by the LMS. The amount loss hours are
calculated in a way different way*. Therefore, no good comparison can be made on these aspects.

What can be seen is that both the back-cast as the comparison with the LMS shown logical results.
Differences in the back-cast can be explained by taking less variables into account in the SD-model
and by inaccurate CBS data to compare with. For the comparison with the LMS also two reasons are

* |n the SD-model the loss hours are calculated based upon the difference in free-flow speed and actual speed times the
amount of trips by car in the peak. The LMS has a loss hour function in their assignment tool Q-BLOK, which makes a
forecast based upon the projected congestion. On average the LMS predicts a doubling of the loss hours, the SD-model
projects a 60% rise on average. As the two methods differ a lot no conclusions can be drawn upon them.
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6.6.

given for the differences: a difference in the simulated scope (less relation types) and less exogenous
variables taken into account.

As the model scores sufficient for both the analyses, the model can be used for making analyses for
the future on the level it is meant for: an explorative level. Certainly not all subtle changes are
simulated, but the main trends are in the model.

Comparing the SD-model with other automated vehicle models

Three other macroscopic studies for automated vehicles can be found: Snelder et al. explored how
the Dutch LMS would react on automated vehicles, in Denmark Tetraplan did a similar study for the
Copenhagen region and in California Micheal Gucwa is half way his PHD-thesis on simulations for the
San Francisco Bay area.

All three researchers highlight the explorative nature of the study. Micheal Gucwa and Chirstan
Wiirtz highlight this in e-mails and Snelder in her report. Still, it is insightful to compare the SD-model
to these models.

table 6-4: The SD-model (model created for this thesis, see bottom of the table) is compared with the three models shown
in this table. The first two models have a change in only capacity, the third in value of time and capacity. A good comparison

for only value of time could not be found in the studies.

LMS (Snelder et al) Macroscopic The Netherlands +10% / +15% Modal split
(main roads) capacity
OTM (Tetraplan) Macroscopic Copenhagen region + 30% capacity Modal split
Travel model one Activity Based / San Francisco Bay -50% VoT Amount of
(Gucwa) Macroscopic area + 10% capacity VKT for cars
- 15% fuel costs
SD-model System Dynamics 4 relations in the
Netherlands

To make a good comparison the models should have the same scopes. There are a aspects which
should be equal: the inputs, the modelled environment and the outputs. Not all inputs of the models
can directly be taken over. For instance value of time differences per user class are not able to model
in the SD-model.

The modelled environment cannot be changed, however a similar model can be used. Kopenhagen is
not in the SD-model, but can best be compared with large cities in the Netherlands, a same approach
can be used for San Francisco.

Furthermore, not all steps of the model can be validated. The modal split can be compared with

other studies. The time of day choice and change in speeds on the road cannot be related as the
other studies do not report on that aspect.
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The SD-model compared with LMS with automated vehicles (Snelder et al.)
Snelder et al. (2015) have done an explorative study to simulate the effects of automated vehicles by
using a macroscopic model of the Netherlands, the LMS.

Set-up

Snelder et al. use the LMS to simulate all highways, provincial and the main urban roads in the
Netherlands from 2010 until 2030. In total 5 different scenarios are researched, but for this study run
4 is compared, as the inputs can be best translated to SD-model inputs. In this run only the capacity is
changed, with +15% on the highways, and +10% on the other roads. For relation 1 (large cities) the
PCU is set at 0,.9 (+10%). For the others it is set at 0.88 (mix of +10 and +15%) as trips both pass
highways and other roads.

Results
Snelder et al. report on the difference in modal split compared to the base case. For the SD-model a

base case and an experimental run are compared, the growth percentages per mode are compared.
The results are shown in figure 6-13.

Change in mode choice for Snelder et al. and SD-model

8,0% M LMS Snelder et al

SD- 1 (inner city - in the 4 large

cities)

4,0%
SD-21 (provincial - between
cities in the Randstad and rural
areas)

M SD-36 (rural - between rural
areas outside the Randstad)

0,0%

Passenger Driver

m SD-37 (highways - between the
4 large cities)

-4,0%

figure 6-13: The percentage shows the difference in trips made per mode per
relation of the SD-model and the average of the study of Snelder et al (2015, p.30) between "10 and ‘30.

What can be found in figure 6-13 is that the SD relations show a logical pattern. On the relations
where literature expects most benefits (the highways), most benefits can be seen. If the SD-model is
compared to the LMS, can be seen that that both results are in the same direction, but the
magnitude differs. Especially the largest zone (zone 36, 44% of the trips in the Netherlands is in this
zone) does not differ that much from the LMS. That zone 37 shows a larger shift towards the car
modes (driver and passenger) is also logical as this is a relation, which is expected to benefit most
from automated vehicles.

However, two aspects are striking: the larger sensitivity and a stronger growth in passengers than in
drivers. The higher sensitivity has two reasons. First, due to the calibration method the model has
too low constants and too high sensitivity parameters (explanation in textbox 2). Secondly, the
capacity in inputs of the LMS are taken over directly. However, the capacity in the SD-model differs
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from the capacity in the LMS. In the LMS travel times are not only influenced by the capacity of a
road, but also by spillback of congestion or travel time losses at intersections.

The second point, the strong growth in passengers, can be explained by a higher sensitivity for
changes of the passengers. This can also be seen when the sensitivities of the LMS and the SD-model
are compared in chapter 6.2.

The SD-model compared with the Danish OTM 6.0 (Tetraplan)

Tetraplan is an independent consultant in the field of transport planning and modelling. They
perform modelling studies in Denmark and Sweden. An explorative study to the effects of
“Selvkgrerende biler” (automated vehicles) in the Copenhagen region was done by Chirstan Wiirtz
and his colleagues (Tetraplan 2015).

Set-up

Tetraplan preforms multiple runs in their research: a base run, a run with 30% extra capacity, a run
where travel costs decrease with 20%, a run with 50% less parking costs and a run for all effects
together. They also tried to perform a value of time run, which led to odd results. From these runs
the only run that can be compared is the 30% extra capacity.

Results
In figure 6-14 the SD-model is compared to the OTM. For the SD-model relation 1 is used, as these
are trips in the four large cities in the Randstad, so also inner city trips.

Difference in model-split in basecase and automated vehicles
case for OTM and the SD-model (both inner city)

5,0%

= OTM
3,0%

SD- 1 (inner city - in

1,0% cr
. the 4 large cities)
||

—-fM -ow .ain Passenger Driver

-1,0%

-3,0%

figure 6-14: comparison of the SD-model and the Danish OTM. For both a capacity growth of 30% is simulated.

What can be seen is that the SD-model has a larger change in modal split than the OTM. The ratio of
the different modes however is comparable. This mismatch in modal split has the same two reasons
as mentioned in the previous paragraph of the LMS: the model seems to be calibrated too sensitive
and the capacity effects are modelled different. The capacity effect is even stronger in this
comparison. In the OTM the capacity of the roads is enlarged with 30%, but the traffic lights are set
the same as in the base run (Vuk et al. 2009; Tetraplan 2015). In urban areas traffic lights however
mainly determine the capacity. Therefore, the results are hard to compare.
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The two models are be hard to compare due to the different capacity set-ups, but still a comparison
can be made. The comparison shows for that modelling urban environments the inputs of the SD-
model are more complicated than for highways. In urban environments more factors play are role,
such as loss time due to traffic lights.

Another difference is that in the OTM the amount of passengers rises almost double the amount of
the drivers, where the LMS predicts more drivers. Although the LMS simulates different relations it
seems that the world of modelling automated vehicles has no common view on this aspect.

The SD-model compared with Travel Model One (Gucwa)

Gucwa (2014) started his PHD-thesis, but unfortunately did not finish it yet. He has done simulations
of automated vehicles in different scenarios for the Bay Area of San Francisco. The results he
gathered so far, are useful to compare to the SD-model.

Set-up

The model study of Gucwa is performed with MTC’s Travel Model One. This model is used to simulate
the San Francisco Bay area. This area consist of a few large cities with San Francisco and San Jose as
most well-known. The area is comparable to the Randstad in the Netherlands, both the surface as
the amount of inhabitants roughly are the same. The model uses an Activity Based Approach and is
the main tool for simulation studies in the area (Gucwa 2014). Self-driving cars are modelled the
same way as is done by Snelder et al. (2015) and the Tetraplan (2015): by changing the capacity
or/and the value of time for all cars.

Gucwa simulates different scenarios. The scenario where the value of time is half of a normal car and
the capacity is 10% higher is best to compare with a run of the SD-model. In the SD-model 100% level
3 vehicles are simulated with a % value of time and a PCU of 0.9 (10% less than normal vehicles).

Results

The only output indicator Gucwa shows is the amount of vehicle kilometres driven (both cars and
trucks). The difference with the base case in percentage is compared with the same indicator for the
SD-model. The results are shown in figure 6-15.
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6.7.

Difference in VKT growth in base case and automated vehicles for
Gucwa and the SD-model

33%

0
14% - 13%

6,7%

Gucwa SD-1 SD-21 SD-36 SD-37
(inner city - in the 4 (provincial - (rural - between (highways - between
large cities) between cities in the rural areas outside the 4 large cities)
Randstad and rural the Randstad)
areas)

figure 6-15: The percentage shown is the extra amount of vehicle kilometres travelled (VKT) by car and truck for both the
model of Gucwa (2014, p.51) and the SD-model of this research.

The SD-model should be compared mostly to the first three relations, as these are most comparable
to the Bay Area (relation 37 is intercity). Just as in the study of the OTM and the LMS again the SD-
model is more sensitive in the mode choice. The reason for that is that the capacity is determined in
another way and the SD-model is too sensitive. However, also Gucwa explains his own results are
“rather mundane” (in an e-mail) With which means that his model was less sensitive than expected.

Findings on comparison SD-model and other automated vehicle models

First of all should be said that comparing two models is hard, especially as none of the models has
the same network, way of programming or way of simulating automated vehicles. As Snelder, Gucwa
and Tetraplan only report about the mode choice or related variables, only the mode choice can be
compared. From the tests it can be concluded that in the SD-model automated vehicles lead to larger
changes in mode choice than the other models. This has two reasons, first the mode choice is more
sensitive than in other models (see textbox 2 or chapter 6.2), Besides that, the capacity in the SD-
model has another input than the other models. In other models the travel time is not only based
upon capacity, but also on spillback or loss time of traffic lights. The SD-model only takes capacity
into account. Still it can be concluded that a rather simple model can simulate effects which are in
line with more complex models.

Is the model valid for its purpose

The goal of the model is to make an explorative model for the mobility impacts of level 1, 2 and 3 in
the Netherlands for 2050. The test in this chapter indicate what the strong points are of the model
and what can be improved.

Strong points of the model

The strong points of the model are that the structure of the model is grounded in literature and
meets the proposed goal. The boundaries and time horizon of the model are logical. The extreme
value tests shows that it meets basic physical laws and can be used under normal, but also mildly
extreme conditions. The sensitivity test shows normal sensitivities, but when the model is compared
to other models the mode choice of the model seems to be somewhat too sensitive. Nevertheless
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are the results of a back-cast and a forecast for exogenous data are quite similar to OViN data. In
addition, the comparison with other models for automated vehicles show logical results and indicate
that a simple model can give results which are in line with three more complex models

Improvements
There are a few improvements for the model, some which are quite easy to implement and others

which change the structure and nature of the model.

Most flaws of the model come down to the absence of an explicit network. That the model is not
able to simulate all capacity effects, has a too basic assignment and has to make use of an overlap
factor are all caused by this shortcoming. Still, it is not advised to make use of an explicit network as
that harms the explorative nature of the model. The run time and ease of exploring scenarios and
sensitivities would evaporate.

Less intrusive measure to overcome these problems are to make use of different BPR functions in
line. By doing this, capacity effects of different road types in line can be simulated more correctly.
With multiple BPR functions in the overlap factor becomes more explicit and can be determined with
multiple selected link analysis. In such an analysis characteristic roads are researched in another
model on different origin-destination pairs. These shares are translated to overlap functions. Using
subscripts in Vensim or the new tool Ventity (SD simulation tool specially designed for subscripts,
now in beta) for each relation makes it possible to simulate 42 relations at once. Then the overlap
factor can be made dynamic.

Another point of attention is the sensitivity of the mode choice. The model is somewhat more
sensitive than the LMS, but these effects will be small as a sensitivity analysis shows (see section 6.2).
This can be improved by recalibrating the model. Difficult aspect is that it is hard to say when the
sensitivities are right. The model can be calibrated to other models, but to what extend do these
models simulate reality. Calibrating to the separate years of OViN seems more preferable, however,
then many years are needed.

FINDINGS VALIDATION

There is room for improvements but it can be concluded that the model can be used to explore the
impacts of early forms of automated vehicles in the Netherlands.
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Experiments with the model

Previous chapters present the structure of the SD- and show that tests indicate the model is suitable
for explorative research. This chapter shows the setup and the results of experiments with the
model. The same two environments as in the test phase are used: the lab environment and the real
world environment. In the lab environment, the base year is only changed by the introduction of self-
driving vehicles. In the real world environment, also other factors influencing mobility are taken into
account. First, the lab environment simulations are shown, followed by the real world simulations.
Both are done for the two development paths: autonomous and cooperative driving. In the
autonomous development path cars only observe the driving environment, in the cooperative path
they also communicate with infrastructure and other cars. This gives the ability to platoon with other
vehicles. The exact model inputs are shown in table 7-1.

table 7-1: Overview of the diffusion and the 3 aspects which are changed for automated vehicles. Cooperative vehicles have
extra benefits above 40% penetration rate as they have the ability to platoon. Table is a copy of table 5-1.

Road pe A oNno 0 oope

Diffusion of automated vehicles

All levels Graph from research Nieuwenhuijsen (2015)

Value of time

Level O all 100%
Level1&2 all 100%
Level 3 Inner city 100%
Rural / provincial 90%
Between cities 80%
PCU (capacity)
Level O all 1 1
Level 1 & 2 Inner city 1 1
Rural 1 1
Provincial 1 1
Between cities 1 [0-40%] 1
[40-100%] Decrease till 0.95
Level 3 Inner city 0.95 0.95
Rural / provincial 1 [0-40%] 1
[40-100%] Decrease till 0.95
Between cities 1 [0-40%] 1

[40-100%] Decrease till 0.9

Fuel economy

Level 0 1 1
Level 1 &2 [0-40%)] 0.95
0.95 -
[40-100%] Decrease till 0.85
Level 3 Inner city 0.95 [0-40%] 0.95
’ [40-100%]  Decrease till 0.85
Rural & 0.95 [0-40%] 0.95
provincial [40-100%] Decrease till 0.85
Between cities 0.95 [0-40%] 0.95
[40-100%] Decrease till 0.85
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7.1.

Simulations for the lab environment

In the lab environment the external (exogenous) factors do not change over time. This means that
the world stays like 2013, except for the gradual introduction of automated vehicles. This is
simulated for two development paths: autonomous driving and cooperative driving.

In this chapter only the results of the simulation of the trips between the four large cities in the
Netherlands are shown (relation 37). This is done as the main interest of the national government is
on highways. In the appendix F the other three relations are shown.

Output indicators
For the simulations five output parameters are used. Most of them are also used in the test setting,
but two of them are new and will be discussed briefly:

1. Average speed of a trip by car (km/h)
The output of the BPR assignment function is an average speed on the road. This is presented
in this parameter. This is the average speed for the whole trip

2. Car trips during peak hours[%]
The result of the time of day choice logit is the amount of car trips that is made during peak
hours (7:00-9:00 & 16:00-18:00). This is shown as a percentage.

3. Modal split [# trips]
The amount of people that travel by a certain mode is the output of the mode choice.

4. Loss hours corrected for value of time [€]
The regular traffic loss hours are the difference between the free-flow speed and the actual
speed times the amount of vehicles driving during peak hours. For this indicator this is done
per vehicle category and multiplied with their value of time.

5. Average speed on a relation [km/h]
This is the average speeds of all modes on that relation. This indicator is a measure for the
mobility or accessibility of a region. This a similar indicator as is argued by Hoogendoorn-
Lanser et al. (2012) as new accessibility index.

Upper and lower bounds

For different variables upper and lower bounds are discussed in chapter 5 (the model structure for
automated vehicles). Not only the base case, but also these upper and lower bounds are simulated.
To do so, 2000 runs are simulated with a uniform distribution between the bounds. Also the base
case is simulated to be able to make a comparison. These bounds are only shown in graphs where
one variable is shown, as Vensim does not give the ability to simulate multiple sensitivity functions in
one graph.
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Autonomous driving in the lab environment

Set-up autonomous driving

For automated vehicles three parameters are changed: the value of time, the PCU (space a car uses
on the road) and the fuel consumption. A total overview of the input parameters for the simulations
are shown on in table 7-1 at the start of this chapter.

table 7-2: Inputs of the autonomous scenario. On highway relationships.

Diffusion of automated vehicles Input parameters trips
1 Trips 2013 187 000
Truck trips 2013 15 000
Input parameters autonomous driving
75
~ PCU 1
_ (]
E s -
- % Value of time 1
|
Fuel economy  95%
25
Up: 0.95
PCU 1
Low: 1.05
0 o
2013 2017 2021 2025 2029 2033 2037 2041 2045 2049 g ) Up: 70%
Time (Year) 3 Value of time 80%

"% level 0 vehicles" : Cooperative Low: 90%
"% level 1 and 2 vehicles" : Cooperative
"% level 3 vehicles" - Cooperative

Fuel economy  95%

Results autonomous driving
The simulations are performed on relation 37 which are trips between the 4 large cities of the
Netherlands.

table 7-3: Results of simulations for the autonomous development path. The percentages are the difference with 2013.

2013 2050 Bounds
Average speed cars [km/h] 53 51 [-4%] ng 4593[!;);’ }
Average speed on a relation (all o Up 49 [0%)]
modes) [km/h] 49 48 [-2%] Low 47 [-4%]
Trips during peak hours [%)] 50 49 [-1%] ng 4581[5;}
Car trips [#] 67510 71270 [6%] ng ;:1(2)8 {i‘ﬁ i
Passenger trips [#] 18910 18240 [-4%)] Léjz 117;20(?0[3‘?}
Train trips [#] 87830 85130 [-3%] ng Zzigg Boﬂ
BTM trips [#] 5480 5298 [-3%] ng iigg {i;}
Slow trips [#] 7726 7517 [-3%)] ng ;228 {i"fi
Loss hours on the road [h] 88730 107600 [21%] Up 122000 [39%)

Low 91000 [3%]
Loss h:“;; o the road (VOT 13240 14850 [12%] Up 16200 [22%]
correcte Low 13200 [0%]

/ 85/



table 7-4: the results of autonomous driving. The figures only show the outcomes of relation 37. Other relations are in

appendix F.
1. Average speed of a trip by car (km/h) 2. Car trips during peak hours[%]

60 "% ofll:rips in the peakhours”

335 75

30 -—— 5

45 23

40

2013 2022 2032 2041 2050 02013 2022 2032 2041 2050
Time (Year) Time (Year)

3. Modal split [# trips]

Modal Split
0000 {7 o —— — —— @ — m — |
| T
7000 2013 47% .
5 54,000 3% 4%
E
36,000
) 2050 45% l
18,000
3% 4%
0 M Car trips [#] M Passenger trips [#] = Train trips [#]

2000 2010 2020 2030 2040
Time (Year) = BTM trips [#] B Slow trips [#]

4. Average speed on a relation [km/h]

17.500 475

12,500 425

10,000 40
2013 2022 2032 2041 2050 2013 2022 2032 2041

Time (Year) Time (Year)

2050

The outcomes and figures of the other relations are shown in appendix F. On the next page the
average speeds and loss hours, corrected for value of time, are shown for all four relations.
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table 7-5: The average speeds [km/h] of car trips in peak hours on all 4 relations.

Average speed on relation 1 Average speed on relation 21

A ed in peak of a trip (car traffic)"
V;';ge speecinp atrip (car traffic) *Average speed in peak of a trip (car trafic)’

50
225

35

2000 2013 2025 2038 2050 2000 2013 2025 2038 2050
Time (Year) Time (Year)

Average speed on relation 36 Average speed on relation 37

"Average speed in peak of a trip (car traffic)"
"Average speed in peak of a trip (car traffic)" 60
50

475 55

45 50
125 .-—

45
10
2000 2013 2025 2038 2050 40
Time (Year) 2000 2013 2025 2038 205¢

Time (Year)

table 7-6: The loss hours of cars in one peak hour corrected for a lower value of time [€] for level 3 vehicles on all 4
relations.

Loss hours (VOT corrected) on relation 1 Loss hours (VOT corrected) on relation 21

"Traffic loss hours in a peak (VOT corrected)” "Traffic loss hours in a peak (VOT corrected)”

70,000 20,000
60,000 ‘ 17.500
50,000 ‘ 15.000
40,000 12,500 -
30000000 2013 2025 2038 2050 10.000, - 5 2025 2038 2050
Time (Year) Time (Year)
Loss hours (VOT corrected) on relation 36 Loss hours (VOT corrected) on relation 37
"Traffic loss hours in a peak (VOT corrected)” "Traffic loss hours in a peak (VOT corrected)’
300,000 20,000

275,000 17,500

l

250,000 15,000 —

|

225000

12,500
200,000
: 10,000
2000 2013 . 2023 208 2050 © 2000 2013 2025 2038 208
Time (Year)

Time (Year)
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A more attractive car, more vehicles on the road
In table 7-3 and table 7-4 the results of autonomous driving on relation 37 are shown. In this section

not only the results of this relation, but also of others are discussed. These are shown in appendix F.
For almost all relations the amount of trips made by car are rise in the base case. The effects are the
largest on the highways (relation 37) and the smallest in the large cities (relation 1). All other modes
lose share, also car passengers.

Speeds drop and more congestion arises
More vehicles on the road can be a sign of more mobility. In the cities, in rural areas and on

provincial roads the effects of automated driving are small. Especially as here the value of time
effects are smaller. On these three relations the average speed of a relation is expected to be the
same, or to stay the same.

On highways between the four large cities in the Randstad (relation 37) the effects are larger. Here
more vehicles do not lead to more mobility. On this relation the average speed (average of all
modes) decreases. Other indicators also show that due to more vehicles on the road more
congestion arises. Only in the most beneficial simulation the average speeds of car traffic in peak
hours will stay the same. In all other cases autonomous driving leads to lower average speeds of car
trips and therefore for to more congestion. The amount of loss hours will rise, also if this is corrected
for the change in value of time. Due to more vehicles and more congestion also the amount of CO,
emissions is likely to rise. Extra car traffic can be a sign of more mobility, but as the average speeds
on the relation (all modes) drop, this is not the case.

Both upside and downside potential in cities, on rural roads and provincial roads
The bandwidths of the relations in cities, rural roads and provincial roads have bandwidths with

positive effects or negative effects. The differences can be large, especially in the cities. From 2020
on the differences between these two scenarios (upper bound and lower bound) are large.

Almost only downside potential on highways
In the base case all mobility performance indicators of relation 37 (highways) show a negative

outcome. The only benefits on this relation are for automated vehicles users. They can work or relax
in the vehicle, where the total travel time of car trips increases. In addition, inspection of the
bandwidths shows mainly negative effects. In worst case scenario the speeds drop with 8%, which
leads to a 7 minute longer trip from Rotterdam to Amsterdam.

FINDINGS AUTOMATED DEVELOPMENT PATH

Simulations for the autonomous development path show that for trips in large cities, on rural roads
and provincial roads (relation 1, 21 and 36) in the base case no large changes are forecasted.
Bandwidths however show a positive and a negative scenario. Especially in cities this differences is
large.

On highways (relation 37) there is a different result. Here more congestion arises. Due to more

vehicles on the road, the CO, emissions and other greenhouse gasses are also likely to rise. The only
benefits the simulations of autonomous vehicles show are personal benefits for the owners.
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Cooperative driving in a lab environment

Cooperative vehicles have a different value of time, PCU and the fuel consumption than normal
vehicles. Difference with the autonomous vehicles is that they can form platoons, which leads to
extra capacity and fuel benefits, this can only be done after 40% penetration rate. This percentage is
reached in 2021. The inputs of the simulation can be seen in table 7-7.

table 7-7: Inputs of the cooperative scenario. On highway relationships.

Diffusion of automated vehicles Input parameters trips
Trips 2013 187 000
Truck trips 2013 15 000
. Input parameters cooperative driving
PCU [0-40%] 1
5 ;
Up: 0.8
= PCU [40-100%] 095 °©
= g Low: 1
g ° % Value of time 1
Fuel economy 95%
25
PCU [0-40%] 1
Up: 0.7
02013 2017 2021 2025 2029 2033 2037 2041 2045 2049 o PCU [40_100%] 09 Low: 1
Time (Year) E :
"% level 0 vehicles” - C > Up: 70%
e il i Coopes 9  Value of time 80% LopW: 90%
Fuel economy [0-40%] 95%
Fuel economy [40-100%] 85%

table 7-8: Results of simulations for the autonomous development path. The percentages are the difference with 2013.

2013 2050 Bounds
Up 57 [8%]
10,
Average speed cars [km/h] 53 52 [-1%] Low 49 [-8%]
Average speed on a relation (all o Up 52 [6%)]
modes) [km/h] 49 49 10%] Low 47 [-4%]
) ] Up 53 [6%]
0, 0,
Trips during peak hours [%)] 50 50 [0%] Low 48 [-4%]
0,
Car trips [#] 67510 73490 [9%] ng 7;2330[1[%, }
(o)
U _A9
Passenger trips [#] 18910 17850 [-6%] LO'Z 13188 { g;’%
- 0
R Up 85200 [-3%]
_Co,
Train trips [#] 87830 83550 [-5%] low 80100 [-9%]
. Up 5300 [-3%]
_Co,
BTM trips [#] 5480 5191 [-5%] low 4950 [-10%]
. Up 7520 [-3%]
_A0,
Slow trips [#] 7726 7394 [-4%] low 7150 [-7%]
Loss hours on the road [h] 88000 100000 [14%] Up 64000 [-27%]
Low 15700 [18%]
tg::e:::;; E’€’; the road (VOT 13250 13754 [4%] Up  9120[-31%]
Low 15700 [18%]
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Results: cooperative driving
table 7-9: the results of cooperative driving. The figures only show the outcomes of relation 37. Other relations are in

appendix F. In 2021 there is 40% penetration rate of cooperative vehicles.

1. Average speed of a trip by car (km/h) 2. Car trips during peak hours[%]

Average speed in peak on the road
60 "% of trips in the peakhours"
1
55 25
50 5 s
45 25
40 %013 2022 2032 2041 2050
2013 2022 2032 2041 2050 Time (Vear)
Time (Year) fme {rear
3. Modal split [# trips]
Modal Split

90000 7T T T ]

72000 |l e T
2013
B 54,000
% 0, 00
£ 36,000 2050

18,000 3% 4%
0 M Car trips [#] M Passenger trips [#]
2013 2018 2023 2028 2033 2038 2043 2048 = Train trips [#] m BTM trips [#]
Time (Year)
Trips car : Cooperative B Slow trips [#]

Trips passenger : Cooperative
Trips train : Cooperative

Trips BTM : Cooperative
Trips slow : Cooperative

4. Loss hours corrected for value of time [€] 4. Average speed on a relation [km/h]

"Traffic loss hours in a peak (VOT corrected)” Average speed on a relat
20,000 60

55

_._-—_ 50 __..-__

17,000

14,000

8000 40201 3 2022 2032 2041 2050
2013 2022 2032 2041 205 )
Time (Year)

Time (Year)
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table 7-10: The average speeds [km/h] of car trips in peak hours on all 4 relations.

Average speed on relation 1 Average speed on relation 21

"Average speed in peak of a trip (car traffic)"

"Average speed in peak of a trip (car traffic)" 50

30

|

45

o —

275 4‘_

é

® *——ﬂ
225 35
20 30
2000 2013 2025 2038 2050 2000 2013 2025 2038 2050
Time (Year) Time (Year)

Average speed on relation 36 Average speed on relation 37

"Average speed i peak of a trip (car traffic)" "Average speed in peak of a trip (car traffic)"

50 0
475 55 _‘_A
45 50 -T
425 I- 45
40 40,
2000 2013 2025 2038 2050 2000 2013 2025 2038 2050
Time (Year) Time (Year)

table 7-11: The loss hours of cars in one peak hour corrected for a lower value of time [€] for level 3 vehicles on all 4
relations.

Loss hours (VOT corrected) on relation 1 Loss hours (VOT corrected) on relation 21

"Traffic loss hours in a peak (VOT corrected)" "Traffic loss hours in a peak (VOT comrected)”

70.000 20,000 ‘
60.000 17,500
40,000 —‘ 12,500
30,000 10,000,
2000 2013 2025 2038 2050 2000 2013 2025 2038 2050
Time (Year) Time (Year)

Loss hours (VOT corrected) on relation 36 Loss hours (VOT corrected) on relation 37

"Traffic loss hours in a peak (VOT corrected)" "Traffic loss hours in a peak (VOT corrected)”
300,000 20,000

200.000 14,000
150,000 11,000
100,000 8000
2000 2013 2025 2038 2050 2000 2013 2025 2038 2050

Time (Year) Time (Year)
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More vehicles on the road
Not only the results of relation 37, but also the relations shown in appendix F are explained here. The

figures make clear that in the cooperative development path the car gets more attractive, just as in
the autonomous path. This holds for all relations. On the highway relation (37) this is the strongest
(9%) where the other three relations grow more mildly (1 or 2%). Not only a lower value of time, but
also fuel economy advantages lead to a higher utility for car users. All other modes lose share, also
car passengers. The amount of car trips made during peak hours roughly will be the same.

Average speed stays roughly the same
Due to more vehicles on the road the average speeds on the roads are likely to drop, however,

cooperative vehicles have extra capacity benefits above 40% penetration rate. Due to these benefits
the average speeds will roughly stay the same. As a result of more vehicles on the road the amount
of loss hours will rise. Because on highways the value of time benefits are the largest are here the
effects the biggest. If the loss hours are corrected for the lower value of time of level 3 vehicles the
economic loss of these hours will roughly stay the same over time. This holds for all relations. Due to
more car trips made and more congestion the amount of CO, emissions will rise. The same will hold
for other emissions, unless changes are made to vehicles to make them more sustainable.

Both upside and downside potential

For relation 1 (inner city trips in the 4 large cities) the bandwidths are large. Here the uncertainty of
impacts is the highest. Loss hours (corrected for VOT) differ 20% down or 30% up. In all other
relations this uncertainty is smaller. In most cases, and especially on the inner city and highway
relation the upside potential of cooperative vehicles is larger than the downside potential. Especially
the upside potential of level 1 and 2 vehicles is higher than their downside potential. For level 3
vehicles this is roughly the same. This means that in 2050 on average there is the same bandwidth up
and down. In the most beneficial case the speeds of car trips will rise with 8% on the investigated
highway relation. This means that a trip from Rotterdam to Amsterdam takes 7 minutes less in a peak
hour, which is a significant change. However, the downside potential is a 7 minute longer trip.

FINDINGS COOPERATIVE DEVELOPMENT PATH
The effect of automated vehicles in the inner city relation, the rural relation and the provincial

relation are small. Automated vehicles will lead to a small increase in car trips, and a decrease on all
other modes. Bandwidths are relatively small and mainly positive,. For inner city traffic the
bandwidths are somewhat greater, here the loss hours can differ at least 20% up or down.

On the highway relation 9% extra car trips are forecasted. The simulations indicate that cooperative
automated vehicles will lead to more car traffic and a little more congestion. Capacity advantages of
cooperative driving neutralise the effect of extra cars, but do not lead to less congestion. Due to
more vehicles on the road the emissions of CO,and other greenhouse gasses are likely to rise. The
average speed on the relation will on all investigated relations stay the same.
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7.2. Simulations for the real world environment

Besides the lab environment, where no other aspects change besides the introduction of automated
vehicles, also other changing variables are taken into account. In this set-up is aimed to model the
most important factors which influence mobility until 2050. The factors are shown in table 7-12.

table 7-12: Overview of the changing parameters for the real world scenario. This table is a copy of table 4-4.

What Change per year Source

Population growth Between 0,1% and 0,4% PBL (2013)

More car ownership 0,2 %-point extra cars available

Higher PT costs /km 0,5% extra €/km LMS assumption (Ministerie van
Infrastructuur en Milieu 2015)

Decrease car costs / km 0,7% less €/km

More trucks 1,4% extra trucks

Faster trains 0,3 minutes Program High Frequency Rail

(between ’17 and ’30) (Mansveld 2014)

Extra road capacity Between 0,8% and 1,3% extra Assumed based upon highway
expansion between '14-'17
(Rijksoverheid 2015)

Introduction of Automated Introduction graph Nieuwenhuijsen (2015)

vehicles

The simulations for the real world are done for a base case and the two experimental development
paths: cooperative and autonomous driving. Results simulations of the two development path and
the base case.

table 7-13: Inputs of the cooperative scenario. On highway relationships.

Diffusion of automated vehicles Input parameters trips
Trips 2013 187 000
Truck trips 2013 15 000
Input parameters Coopera Autono
. tive mous
PCU [0-40%] 1 1
75 ~
[}
. —' PCU [40-100%] 0.95
g7 %
= Value of time 1 1
2 Fuel economy 95% 95%
PCU [0-40%] 1 1
C;DB 2017 2021 2025 2029 2033 2037 2041 2045 2049
Time (Vear) o« PCU [40-100%] 0.9
"% level 0 vehicles" : Coop _
"% level 1 and 2 vehicles" : Coop Q
"% level 3 vehicles” : C >
% Vvalue of time 80% 80%
Fuel economy [0-40%] 95% 95%
Fuel economy [40-100%] 85%
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Average speed in peak of a trip (car traffic)
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figure 7-1: The three most interesting34 comparisons of the base case and the two development path. The complete mode
choice picture can be seen in figure 7-2. All simulations are done for relation 37.

* Time of day choice shows the same of only very mildly different results for the three development path.
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Amount of vehicles rises strongly

From the simulations where different factors influencing mobility are taken into account can be seen
that the amount of car traffic rises strongly. Where the population rises with only 16% the amount of
car traffic rises with 50%. This is also the case for other relations. In all three runs (the cooperative,
autonomous and without automated vehicles), this happens. The popularity of the car can thus not
only be explained by automated vehicles, but mainly by an increase in costs for other modes and a
decrease in car costs. Due to this increase in public transport costs, the share of BTM decreases in
percentage terms the most (see figure 7-2).

On the rural, provincial and inner city relation the same patter can be seen. Difference is that the
effects are somewhat smaller and the amount of passengers roughly stays the same or increases a
little. The figures of all simulations might be somewhat overestimated (see section 6.2) due to a too
sensitive mode choice. However, this will only be a few percentage points (see comparison with the
LMS or sensitivity runs).

Growth of trips per mode for the different scenarios

120000
(7]
S
£ 80000 =B
5 ase
e No automated vehicles
E]
g 40000 B Autonomous
< .

0 l - - [ — W Cooperative
Trips Car Trips Trips Train Trips BTM Trips slow
Passenger
Relative growths related to the base case

0,8
g 0,6
s N d vehicl
5 04 o automated vehicles
o
0 B Autonomous
[ 02 .
.E ’ H Cooperative
8
[
x 0 =gy | e

Trips Car Trips Trips Train Tri" Trips slow
0,2 Passenger

figure 7-2: Difference in mode choice between 2013 and the three scenarios for 2050. The top figure shows the absolutes,
the bottom the precentral differences between the base year and the simulated scenario. All simulations are done for
relation 37 (trips between the 4 large cities).

Only a slight difference between the scenarios

The three scenarios differ only a few percentage points, until 2025 the results are roughly the same.
In 2021 the 40% cooperative vehicle point is reached, therefore cooperative vehicles get more
benefits from there on. Still, the three scenarios do not differ much, which means that other factors
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7.3.

influence mobility stronger than automated vehicles do. In 2050 the average speeds of the three
different paths only differ 1,5 km/h at maximum.

The scenario without AVs leads to more mobility than autonomous driving

For the average speed of car trips in peak hours, the amount of loss hours and the average speed on
a relation the scenario without automated vehicles scores better than autonomous driving. The
simulations in the lab environment suggested this and the real world simulations confirm this. The
cooperative scenario and the scenario without automated vehicles do not differ that much. There are
only tiny differences between the two.

The explorative nature of the simulations

The simulations for the real world depend strongly on the input parameters. Especially the capacity
growth is hard to forecast and even harder to translate into parameters for this model. The results
therefore show a first insight, but should be seen as explorative. As in all three simulations the same
assumptions are made the three scenarios can be compared. Making judgements on the influence of
exogenous inputs is therefore not done.

Alternative expertiments

Besides the experiments in the lab environment and the real world environment some other
experiments are done. These experiments gain insights in alternative scenarios and indicate how the
model also can be used.

No level three vehicles, only level 1 and 2 vehicles

In this research level 3 vehicles are researched, however, the introduction of level 3 vehicles is
disputed. The ‘driver’ of such a vehicle should be able to take over the wheel within a few seconds,
which might lead to dangerous situations. Therefore a run is performed where only level 1 and 2
vehicles are on the road.

Set-up of the simulation

For the simulation the share of level 3 vehicles is added to the share of level 1 and 2 vehicles. This
means that in 2050 almost all vehicles will be level 1 and 2 vehicles. The simulation is done in the lab
environment, for both the cooperative and the autonomous scenario. Simulations are only
performed on relation 37, these are trips between the four large cities of the Netherlands.

Results of the simulation

In figure 7-3 the results of the simulation are shown. It can be seen that only level 1 and 2 vehicles
lead to higher average speeds of cars than in the case when level 3 vehicles also are on the roads.
This is because level 3 vehicles have a lower value of time, which makes the car more attractive.
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Average speed in peak on the road
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figure 7-3: The graph shows the difference in average speed for simulations for only level 1 and 2 vehicles and also level 3
vehicles.

Mix of cooperative and autonomous vehicles

All simulations done before were only with cooperative or only with autonomous vehicles. However,
a share of different vehicle types is most likely to be on future roads. Ten runs are performed with a
different share of cooperative vehicles. From these simulations we can obtain insight in the dynamics
of shares of vehicles.

Differences between cooperative and autonomous vehicles are that cooperative vehicles can form
platoons. This leads to extra capacity and fuel economy benefits after 40% penetration rate.

Results
In figure 7-4 the loss hours (VoT corrected) and average speed of car trips are shown per penetration

rate of cooperative vehicles. It can be seen that speeds only rise and loss hours only drop if there are
more than 40% cooperative vehicles. It can be seen that a small share of cooperative vehicles has no
effect on the speeds on the road.

Side note: 100% cooperative vehicles does not mean that of the total fleet is cooperative, but that

100% of the level 1, 2 and 3 vehicles in 2050 is cooperative. In 2050 the model assumes 4% level 0
vehicles, 60% level 1&2 and 36% level 3 vehicles.
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mix of cooperative and autonomous vehicles
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figure 7-4: The graph shows the speeds and loss hours in 2050. The graph shows that only after 40% penetration the effects
of cooperative vehicles will have an effect.

All vehicles can be followed by cooperative vehicles

From the simulations it can be concluded that cooperative vehicles lead to more benefits in terms of
mobility. In previous simulations cooperative vehicles can only follow other cooperative vehicles. In
this simulations is researched what would happen if cooperative vehicles can follow normal vehicles
with a smaller headway. This means that the level 0 vehicles also should be equipped with soft- and
hardware. Shladover et al. (2012) call these vehicles ‘Here | am’-vehicles. In the simulations this
means that the 40% threshold does not arise and cooperative benefits arise immediately.

Results

The results of the simulation are shown in figure 7-5. It can be seen that with ‘here | am’-vehicles the
amount of loss hours during peak is lower than without. Especially between 2015 and 2021 rise less
strongly. In these years the first level 3 vehicles are on the road, which lead to extra car traffic due to
personal benefits, but the 40% threshold is not reached. After 2021 when this threshold is reached
the amount of loss hours for the cooperative path decreases. The simulation with ‘here | am’-vehicles
does not have such a bump.
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Traffic loss hours in a peak (VOT corrected)
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figure 7-5: The red line indicates the amount of loss hours for the cooperative run. In the blue run all vehicles can be
followed. The non-automated vehicles are than equipped so they are ‘here | am’-vehicles. Both are compared for the lab
environment.

At the end of the simulation, in 2050, the difference is small, as there are almost no level 0 vehicles
left. The difference in 2050 might be small, but over time there is an mobility advantage due to the
‘here | am’-vehicles.

The economic benefits can be calculated with the model. The integral of the differences between the
lines times 250 working days times 4 peak hours a day leads for this relation to savings of around 3
million euro. This is a very small saving compared to the price of equipping all vehicles with such a
system. Nevertheless, relation 37 (trips between large cities in the Randstad) is only a 3% of all traffic
on highways. If on all highway relations the effect of ‘here | am’-vehicles was this large the savings
will be around 92 million euro. Probably is this amount of money is still not enough to invest in this
technology™.

Faster introduction of automated vehicles

The diffusion graph used in this research is quite pessimistic. Car manufacturers as Tesla or Google
state that in this decade they try to have self-driving cars in stores. Therefore, two other diffusion
graphs are investigated for the model. One first is the graph used in this research, the second is the
original outcome of Nieuwenhuijsen (2015) his model, the third is a twice as fast introduction. The
last graph is also based upon Nieuwenhuijsen his research. All level 4 and 5 vehicles are added to the
share of level 3 vehicles. All simulations are done for the cooperative scenario for relation 37.

* This cost benefit analysis is very simplistic, but gives a quick overview. Probably several billions are needed to equip all
vehicles in the Netherlands, to research the system and for all overhead costs which come along with them. As the amount
of 92 million is not in range with several billions it is not worth researching more in depth.
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Results
Table 7-14: On the left three different diffusion graphs. On the right three output indicators for the three diffusion graphs.

Diffusion graphs Different outputs of the model
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Table 7-14 shows the results of the three simulations. It can be seen that with a faster introduction of
the vehicles all effects arise same effects arise, only faster. We can see that if more vehicles are
automated more people choose the car as preferred mode of transport and therefore more
congestion arises. Especially when the introduction happens twice as fast it can be seen that the car
becomes increasingly popular and the average speed of car trips drop and the loss hours rise.
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What this simulation also makes clear are extremes when almost every car is a cooperative vehicle.
From the simulation where the introduction goes twice as fast can be seen that when 95% of the
vehicles is a level 3 cooperative vehicle the amount of vehicles has risen with 18%. Where in the
normal introduction graph the speeds roughly stay the same do they also drop in the cooperative
scenario.

Effects of capacity on different relations

The simulations performed in 7.1 show effects on different relations with different input parameters.
For this investigation the sensitivities of the four relations for the PCU are compared. As in 7.1 was
shown that the inner city relation was more sensitive to changes in PCU this will be investigated for
all relations.

Set-up of the simulations
In the simulations for different PCU values the loss hours are compared for 0% automation and 100%

automation. For the simulations the autonomous PCU is changed. This value is changed from 0.7
until 1.2.

Results
In table 7-15 the results of the simulations are shown. The table shows the sensitivities per PCU

value. The same is done, however than in precentral differences in figure 7-6. The graph shows the
sensitivities per PCU value. The sensitivities differ per PCU value and are therefore non-linear. This is
due to the non-linear shape of the speed-flow curve.

What can be seen is that relation 1, 21 and 36 are more sensitive, and increasingly sensitive. With a
20% PCU rise the loss hours of relation 1 (inner city) and 36 (rural) rise with more than 70%. The rises
of the other two relations are less extreme. The difference is explained by the ‘urbanisation factor’ in
the speed-flow curve, this sets the steepness of the curve.

table 7-15: The growths for a 20% higher PCU value and a 30% lower PCU value.

Change in Observed change in loss hours
PCU
Relation 1 Relation 21 Relation 36 Relation 37
In large cities Provincial roads Rural roads Highways
20% 87490 [177%] 19700 [159%)] 397800 [172%)] 17020 [129%]
0 49360 [100%] 12360 [100%] 230900 [100%] 13240 [100%]
-30% 17020 [34%] 4096 [33%] 74850 [32%] 6206 [47%]

The simulations show that the urban and rural relations are more vulnerable to automated vehicles
which have are harm the capacity. The opposite, if problems decrease fast if automated vehicles
have positive capacity effects is not true. From simulations this can be observed, however in urban
areas the capacity is determined by traffic lights, which are not simulated in the SD-model.
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figure 7-6: Sensitivities for different PCU values for the four relations. It can be seen that the sensitivities are non-linear for
differences in PCU value. A linear relation would lead to a horizontal graph. This is due to the form of the speed-flow curve.
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8.1.

Discussion of the analysis

This chapter will be used to zoom out and to oversee the modelling approach. We will discuss the
model in relation to other models, the use of the model and interpret the results from the
simulations. As a new model is built for this research and a less likely method is used both the model
and the method are discussed. After the discussion of the method the results are interpreted and
linked to literature and practice.

Discussion of the used method

The discussion of the model consists of four steps: the use of System Dynamics as a method, the use
of the chosen structure, how automated vehicles are modelled and which data is used.

The use of System Dynamics (SD)
The model makes use of System Dynamics. Especially the explorative nature of the model described

in literature was an advantage over macroscopic models. The method has proven itself as being
explorative: it gives quick insights for many different scenarios. Where a run of the LMS takes half a
day, the SD-model can do 200 runs in one second (for one relation). Compared to System Dynamics
literature and other SD models, the model barely makes use of stocks. Due to this, almost no
information of t-1 is used to forecast the next time step, only the speed on a relation is fed back. The
mode choice and time of day choice are modelled with causal relations, where a more System
Dynamic approach would make use of stocks.

The model is set-up similar to a traditional transport model in System Dynamics software, rather than
a SD-model for transportation. This makes that traditional transportation elements as a mode choice
based upon logits could be used, but that the model does not make use of basic SD constructs.

How the model is built up: all transport

The model is based upon literature from the ScenarioExplorer (Heyma et al. 1999c; Malone et al.
2001) and similar concepts proposed by Horvath (2012). The most important steps of modelling
supply and demand of transportation are captured in the model. However, the trip generation and
the assignment are simplistic. By doing so, less data is needed and the computational time of the
model stays short. However, not all aspects can be captured. The SD-model structure is very suited to
make a quick scan for automated vehicles, but for more detailed analysis the model a lot more
information is needed. Especially for the assignment more data and other modelling concepts are
needed if other policy questions are asked.

Due to the simplifications the model can be used to see the effect of changes in the transportation
system without having a high computation time. This makes analysis of many different alternatives
and policy scenarios possible.

How the model is built up: automated vehicles
In the model three new concepts for large scale modelling of automated vehicles are tested. First,

there are user classes for different levels of automation. These user classes make different choices in
the mode choice and time of day choice and have another effect on the capacity in the assignment.
For the time of day choice and mode choice the value of time and fuel economy are changed, but
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with small modifications more concepts can be added. This model is the only large scale model which
can simulate these different user classes for automation in the mode choice, time of day choice and
assignment.

Secondly, the way capacity effects of automated vehicles are simulated is new. Where in other
models (Gucwa 2014; Snelder et al. 2015; Tetraplan 2015) the capacity of roads is changed, in this
model the flows are changed. Especially making the PCU value dependent on the penetration rate is
novel. This makes that effects of cooperative driving can be taken into account more realistically, as
it is possible to model cooperative effects after 40% penetration rate. The main advantage of using
PCUs instead of adapting the capacity is that mixed traffic is easier to take into account, as different
types get other PCUs. Mixed traffic can a mix of trucks and cars, a mix of different SAE levels and a
mix of autonomous and cooperative vehicles.

Thirdly, with the same concept as the capacity the fuel economy is changed. If the penetration rate
of vehicles rises, the fuel economy per cooperative vehicle also rises. By doing this, the fuel
advantages of platoons can be simulated.

Nevertheless, not all concepts of early forms of automated vehicles are captured. Spatial effects or
effects on trip generation and distribution are not taken into account. Also the effect that people
might travel longer distances as their value of times are lower are not taken into account. Appendix
G gives suggestions how to model these, and other, new concepts for the model. All uncaptured
effects of automated vehicles will lead to more benefits for the car, but not to a higher capacity.
Therefore, the speeds on the road are most likely to drop a little more than is shown in the model.

Besides these concepts, not captured in the model, many assumptions were made. The effects
automated vehicles have are highly uncertain. Therefore, the outcomes of a single run are not the
most important outcome, but the insights in the bandwidths and different scenarios provide are the
largest contribution.

Data used as input for the model
For the model OViN data is used to calibrate the mode choice and time of day choice. The data from

OViN has its flaws, especially on small zones. Therefore, the data of four years is used summed. Still,
the calibration of the mode choice and time of day choice has errors: the mode choice seems to be
too sensitive, the time of day choice not sensitive enough. Investigations in show that the differences
are small, but present (see section 6.2). All 42 relations are calibrated, however only 4 relations are
used. It is expected that the other relations have the same flaws as they are calibrated in one fitting
session. For a new version of the model the calibration should be improved. More data sources are
needed to fit the data.

Besides OViN data also other data is used. Forecasts for the population growth, new travel times for
trains and for prices of car and public transport are used. The growth of the road network is
calculated based upon the realised extra roads of the last years. The most important concepts are
taken into account, however, several factors are missing. An ageing population for instance. The
exogenous parameters leave opportunities for improvement.
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8.2.

Interpretation of the results

In this research simulations are performed for the two identified development paths: autonomous
driving and cooperative driving. This is done for a lab-environment, where no exogenously changing
variables are not taken into account and a real world environment, where changing variables such as
demographic growth are taken into account. Simulations are performed until 2050.

Automated vehicles lead to more vehicles and more congestion
Where governmental papers (Schultz van Haegen 2014; Department of Transport 2015a),

microsimulations (Arnaout & Bowling 2011; van Arem et al. 2006; Shladover et al. 2012) and
scientific outlooks (Litman 2014; Snelder et al. 2015; Fagnant & Kockelman 2015) mainly present
positive effects of automated vehicles on mobility, this research presents an opposing force. The
simulations show that the personal benefits enabled by automated vehicles, such as a the ability to
do something else while driving and a reduced fuel consumption lead to an increased use of the car.
As there will still be mixed traffic of automated and traditional vehicles in the coming years the
capacity benefits will be small.

Due an increased amount of vehicles on the road and only small capacity benefits in early forms, the
amount of congestion rises. This holds especially for the autonomous scenario. In the cooperative
scenario the amount of congestion will roughly stay the same. The amount of loss hours due to
congestion will increase, even when they are corrected for a lower value of time for automated
vehicles. Economic losses of congestion will therefore rise, while accessibility (indicated by the
average speed of all modes) decreases. These effects are the largest for the highway’s, on the other
relations the forecasts are only mildly different.

The ‘real world’ environment
The lab environment shows that automated vehicles will lead to more car traffic and an equal

amount or more congestion. Only in the most beneficial simulations for cooperative driving positive
effects are found. In simulations which take other factors influencing mobility into account, the real
world environment, it can be seen that the effects are small compared to other factors. Due to a
rough estimation of external factors it is hard to make a clear forecast, however the simulations can
be compared. The simulations do not show large differences between the run with automated
vehicles and without automated vehicles. It can be seen that population growth or new roads have
more effect on average trip speeds and on the mode choice than automated vehicles.

Effects on different road types
The effects on highways, indicated by the simulations of relation 37, show the most extreme results.

Here the amount of car traffic rises strongly due to automated vehicles (9% in the cooperative lab
environment), whereas on other relations this is between the 0 and 2%. The effects on the highway
will be the largest as there the value of time advantages are the largest (80%). Also the fuel economy
advantages are the largest here.

In inner city traffic, indicated by relation 1, the average speed roughly stays the same. However, the

bandwidths are large. Here is shown that the uncertainty which automated driving enables is large
and should be investigated. An effect of a 10% higher PCU value can lead to 40% extra loss hours.
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Cooperative driving is most beneficial for mobility
From the two simulated development paths the cooperative path, where cars can form platoons, is

the most beneficial from a mobility point of view. In this path extra capacity effects arise after 40%
penetration rate. This makes that in the cooperative path average speeds of car trips roughly stay the
same, whereas in the autonomous path they are excepted to drop.

Early forms of automated vehicles may lead to a decrease in mobility, but highly or fully automated
vehicles (level 4 and 5) enable more benefits (Milakis et al. 2015), therefore the innovation should
not be stopped or decelerated, but the expectations at this moment are too high. This research
shows that new roads still need to be built investments in public transport should increase.

Besides investing in infrastructure it is can also be seen that the cooperative driving enables more

benefits than autonomous. Surely with a vision to higher forms of automation, it is advised to invest
in cooperative technology, or to create simulating policies for cooperative driving.
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9.1.

9.2.

Conclusions and recommendations

Impacts of automated vehicles are unknown by the Dutch government. Still, they are needed as a
basis for infrastructural and environmental policies. The main question of the research in part A is:
what are the expected mobility impacts of the different development paths of early forms (level 1, 2
and 3 of SAE) of automated driving in the Netherlands?

Based upon System Dynamics (SD) a model is developed. This SD-model aims to be the simplest
model by which the impacts of early forms of automated vehicles can be analysed. Both autonomous
driving (cars which only ‘look’ at the environment) and cooperative driving (cars which beside
monitor the environment also communicate with other cars and infrastructure) are simulated. In this
study per level of automation the value of time, PCU and fuel economy are changed. Base year of the
simulations is 2013, forecasts are made for every year until 2050. The research of Nieuwenhuijzen
(2015) forms the basis for the diffusion of automated vehicles. Comparisons with other models,
other tests and experiments show that the SD-model can be used to do a quick scan for policy
guestions around automated vehicles.

Conclusions from the method and tests

System Dynamics is a suitable method to explore impacts of automated vehicles
System Dynamics is not often used to simulate nationwide passenger traffic (Heyma et al. 1999a;

Shepherd 2014). The tests and experiments with the SD-model, made for this research, show that the
model is suited to give answer to basic policy questions. Compared to other models the results are
roughly the same. The strong point of the SD approach is its explorative nature. This makes that
different scenarios, bandwidths and uncertainties easily can be researched. For future research of
automated vehicles, or other transportation related assignments System Dynamics can be used.

The SD-model needs improvements to answer all policy questions
The tests show that the SD-model is suitable to do explorative research. However, improvements still

can be made. A recalibration of the mode and time of day choice is needed. Also exogenous inputs
need to be taken into account more carefully (was not the research aim) and more effects of
automated vehicles have to be modelled, e.g. change in trip distribution or route choice.

Conclusions from the simulations

Automation will lead to an increase of car traffic
From all simulations, we can conclude that early forms of automated vehicles will lead to extra car

traffic. This holds for all four investigated relations. For the inner city, the rural and the provincial
relation the impacts are mild, on the highway relation this is larger.

On the investigated highway relation the amount of trips in peak hours rises with 6% in the
autonomous path. In the cooperative path this is 9%. In the lower bound scenario still 2% extra trips
are made by car in the rush hours. In the upper bound scenario 15% extra trips are made by car. The
main drivers for this rise are personal benefits as a lower value of time and fuel economy advantages.
Especially the diffusion of level 3 vehicles enable such benefits. In the cooperative path the growth in
car trips is higher due to advantages which arise due to platooning (capacity benefits and a higher
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fuel economy). The extra car traffic leads to a decrease for all other modes. These extra trips will also
lead to higher CO, or other emissions.

On the other three relations the speeds decrease a little. The same holds for the loss hours, which
increase a little. On these inner city, rural and provincial relation the indicators point in the same
direction as on the highway relation, however, with smaller figures.

Only in the most beneficial scenario the average speeds of car trips will rise
Due to extra traffic on the roads more congestion will occur. Especially in the autonomous

development path, where average speeds between the four large cities during peak hours are
expected to drop by 4%. The economic loss of congestion is expected to rise by 12% on highways for
autonomous vehicles. On other relations smaller increases can be observed.

As cooperative vehicles will have extra capacity benefits, the congestion in the cooperative path is
not expected to drop as much as in the autonomous development path. Nevertheless, the average
speed drops with 1% for cooperative driving on highways. Loss hours are expected to increase with
4% (VOT corrected). Only in the most positive scenario cooperative driving will reduce congestion.
More vehicles can also lead to more mobility, still in both scenarios the average speed on the
relations averaged over all modes stays the same or decreases. On other relations speeds and loss
hours roughly stay the same.

It should be mentioned that not all effects of automated vehicles are taken into account, but the
missed effects (longer trips, spatial effects, more trucks) will probably lead to even more car traffic
and congestion. Still, this does not mean that automated vehicles have no benefits, benefits in terms
of spending time differently or an increase safety are not taken into account. However, the impact on
mobility is slightly only positive at best, but more likely to be negative.

Difference per road type
On highways the effects of automated vehicles are the largest. On the other road types the indicators

point in the same direction, however, with smaller figures. On all relations the amount of car traffic
increases. Due to the extra vehicles increases especially in the autonomous path the amount of
congestion.

The difference upper and lower bandwidths are the largest for inner city traffic. This relations
illustrates best that a small negative effect on capacity (10% less) can have large consequences on
the amount of loss hours (40% extra loss hours). This shows that already with a small share of
automated vehicles can have a significant impact.

Cooperative driving is the most beneficial development path

From the simulations it can be concluded that the cooperative development path is the most
beneficial in terms of congestion, loss hours and emissions. A very rough cost benefit analysis
indicates that investments in cooperative driving are at least worth researching more closely. If the
Dutch national government wants to invest in cooperative driving, they have to make sure that a
large share of the vehicles are equipped with cooperative functions. Under 40% penetration there
are no advantages, from there on the advantages will rise. Equipping non-automated vehicles with
hardware enabling cooperative vehicles to follow them does not seem to be beneficial.
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9.3.

9.4.

Recommendations to planners

The SD-model is suitable for analysis of different policies. Based upon the policies simulated in this
study the following recommendations can be given to policy makers.

Early forms of automated vehicles will not solve the congestion problem
Literature indicates many positive effects of automated vehicles: safety, different use of the time and

even more pronounced effects for full automation (level 4 and 5 of SAE). However, according to this
reserach (level 1, 2 and 3) automated vehicles are expected to lead to extra car traffic without the
desired capacity benefits. Extra car traffic can lead to extra mobility, but the average speed on the
relation (average of all modes) stays the same in the cooperative scenario, and decreases in the
autonomous scenario. Furthermore, will extra car traffic lead to more congestion and emissions.
Only investments in new roads or more attractive alternative modes of transport can change this.
Investments in infrastructure are required, and maybe even more investments than in a world
without automated vehicles.

Cooperative driving leads to more mobility advantages than autonomous driving
Both autonomous and cooperative driving will lead to extra congestion. However, is it probably still

worth investing in cooperative driving for the government. Main reason is that cooperative driving
leads to less congestion than autonomous driving and enhances opportunities for cooperative
vehicles of level 4 and 5. Still, more research is needed to see if it is worth investing in cooperative
driving. The SD-model can be a tool to make a rough indication of the benefits. If the model is
extended with a CO, module, is made suitable for all zones and recalibrated, an even better forecast
can be made. At this moment it can be seen that only strongly supporting policies are worth investing
in. Cooperative benefits only arise after 40% penetration rate.

A small negative effect on capacity can have a large effect on congestion
What can be seen from the simulations of different road types is that a small effect on capacity (a

slightly higher PCU value) can lead to a large increase of congestion. A 10% rise in PCU can cause 40%
extra loss hours, as can be concluded from the inner city simulations. Sensitivity analysis shows that
for a 20% rise this is already 70%. Regulation or other measures, not only upon safety, but also on
traffic flow characteristics is needed to make sure traffic efficiency is guaranteed. In the integration
of both parts in chapter 15 this will be discussed in more detail.

Future work

The future work section is split up into improvements for the SD-model, improvements for other
models based upon the insights of the SD-model and future research for automated vehicles.

Improvements for the SD-model

The SD-model certainly can be improved. In this section only improvements are mentioned with
respect to the explorative nature of the model. Aspects which change the nature of the model, for
instance the addition of an explicit network, are not discussed.
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Two types of improvements are mentioned in this section. Improvements on concepts which are
already in the model and extensions of the model to be able to simulate new features.

Improvements: recalibration and more accurate exogenous inputs
Almost all improvements come down to the use of data. A recalibration of the time of day and mode

choice is required in future versions. The way of calibrating and the use of OViN lead to an over-
sensitive mode choice and a too static time of day choice. Also the relation between the free-flow
speed and the capacity should be recalibrated. Currently this is estimated based upon OViN data, but
floating car data will improve the quality of the data. With floating car data, the speeds on a relation
can be calculated more accurately.

Not only the calibration data, but also the input data for exogenous changes of the model is a point
of improvement. Translating policy documents into inputs for the model is hard. Therefore this is
roughly done in this study, because the focus was on simulating the effects of automated vehicles
and not mobility changes due to other factors.

Extensions of the model
The extensions of the model are new modules or features which can be programmed in the SD-

model. Some hold for simulating automated vehicles, others also for traffic in the base run. A longer
explanation can be found in appendix G, but the highlights are summed up here:

More relation types

The 42 relations are characterised in 4 trip types according to their main road type. All types have
specific free-flow speeds. Investigation of these relations indicate that per type the average speeds
sometimes differ by as much as 20 km/h. This is too much to have one free-flow speed. In the SD-
model the free-flow speeds are therefore only based on one relation, making it not applicable for
roads of the same type. If the model is simulated for all relations, more trip types will have to be
created.

Different travel purposes and personal characteristics

In the SD-model all trips are aggregated per zone and distinguished in two categories: car available or
no car available. This is done to keep the model simple. The ScenarioExplorer works with age,
demographic category and trip purpose. When for instance Ventity (new System Dynamic software,
now in beta) is used, subscripts easier can be made with these variables in it. When this is done more
detailed simulations and analysis can be performed.

Longer trips due to automation of the fleet

The SD-model has a static destination choice over time. Due to a lower value of time or a faster travel
time the working or home location of people can differ if they buy an automated vehicle. Modelling
trip distribution can harm the explorative nature. However, a way to work around this is to work with
elasticities between travel time and the travelled distance. The travelled distance will rise if the value
of time or travel time decreases. Problems are that these relations are not present in literature and
longer trips ‘consume’ more capacity.

Assignment with different BPR functions
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At this moment one trip, which uses multiple road types, is summarised into one speed-flow
function. A better option might be to simulate a trip from Amsterdam to Den Haag with multiple BPR
functions. One for inner cities, one for ring roads, one for a highway, than another ring road and
inner city. The total travel times are summed up and fed back to the mode and time of day choice.

Assignment with more parameters than capacity

At this moment all effects which can cause delay in a network are summarised in the speed-flow
function. However, different effects could be modelled in different functions. For highways speed-
flow functions are suitable, but for traffic in cities a factor for traffic lights might be more suitable. If
trips are split up in multiple blocks (as is advised in the previous point), not all these blocks have to
be speed-flow curves.

A more related capacity and overlap factor

Another weakness of the assignment is the static overlap factor. In the current SD-model this factor
is derived from the ScenarioExplorer. For future models it is advised to make this factor dynamic; this
means that all relations have to be simulated simultaneous. If multiple BPR functions in line are used
also multiple overlap factors need to be used. These factors are easier to derive as they hold for one
link of a network or trip. With a selected link analysis they can be derived. This is another advantage
of using multiple BPR functions in line.

CO, and other environmental indicators as output

With the information generated by the model a rough CO, calculation can be made for the
Netherlands. The simplest set-up is to multiply the CO, per driven km per vehicle type with the
amount of vehicles and the driven distance. For more elaborate modelling also congestion can be
taken into account via the speed-flow curve, or even via the amount of loss hours. In the same way
the effects safety can be modelled. Then an estimation has to be made how many accidents there
are per level per road type.

A time dependent PCU factor

In the SD-model, the PCU for automation is dependent on the penetration rate. However, as
technology gets more mature the PCU can decrease over time. If this is done, a 3D function for the
PCU has to be constructed. This means that with the same penetration rate over time the PCU can
also differ.

Level 4 and 5 in the model

At this moment, the SD-model is not meant to simulate level 4 and 5 automated vehicles. As this will
become relevant in the coming years appendix G discusses briefly changes to the model for level 4
and 5.

Improvements for other models simulating automated vehicles
This model uses some new concepts for modelling of automated vehicles. Here some concepts that
can be used in other models are summed up.

Modelling different user classes
What Snelder et al. (2015) mention as a wish for macroscopic models is realised in this model: the
modelling of different used classes in the supply and demand. In the follow-up research, Snelder et
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al. (2016) also elaborate on simulating multiple classes in the assignment. This way of modelling
leads to a better representation of reality but also to more possibilities to simulate scenarios or
policies. Especially mixed traffic in levels, or cooperative and autonomous vehicles can be modelled
in this way. Besides that, the model can be explained more easily to the policymakers who interpret
the results of the model. Some microscopic models and models to simulate impacts of ITS already
incluide different user classes for cars.

Automation changes the flow instead of the capacity
One of the possibilities that the use of different user classes enables is that the assignment can be

performed with mixed traffic. In macroscopic models the capacity is changed to simulate automation
of the fleet. However, if in the assignment the flow is changed with a PCU per level, mixed traffic can
be simulated more accurately. This means that not the capacity rises, but the flow drops. A normal
vehicles still consumes 1 capacity unit, where an automated vehicle only consumes 0,9. This PCU can
also be made variable over time or dependent upon the penetration rate. Due to this, effects of
cooperative driving and autonomous driving can be simulated separately. With this modelling
concept different levels of automation can macroscopically be taken into account.

Future research
Besides the aspects on which the model itself can be improved also some future research can be
formulated.

Cost benefit analysis on cooperative driving
The government might be interested in investing in cooperative technology. However, they probably

will need a Cost-Benefit analysis on cooperative driving before investing. The SD-model can be used
as a basis for that, but additional sources are required. The amount of cooperative vehicles can be
included in the model as variable based upon the investments of the government. If the SD-model is
extended with an emission output and can simulate multiple relations the benefits can be calculated
roughly. The costs should come from other sources.

Microsimulations or field tests to calculate the PCU-penetration rate relation
Predicting impacts of automated vehicles is a game full of assumptions. The change in capacity on

the road (see chapter 5.4) due to automated vehicles is one of the most discussed topics in literature.
At this moment the available microsimulations almost exclusively simulate straight roads without
bottlenecks. A simulation study where a network is simulated with different penetration rates of
automated vehicles is desired. With this information the PCU-penetration rate function can be
constructed. Most desirable is if this is done for different network types (inner city, rural, highway)
and done per SAE level for cooperative and autonomous driving. Macroscopic simulations can build
on these insights. A step further and even better, is if these microsimulations can be validated with
field tests.

Vision on modelling automated vehicles
The use of the SD-model
At this moment the SD-model is the only model, so far known, that simulates the effects of

automated vehicles on a macroscopic scales as a separate mode. However, in a few years more
macroscopic models will have the ability to do this, probably on a more detailed level.
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At this moment the SD-model works both explorative for modelling concepts (as discussed earlier in
the future work section) and explorative for policies. Both advantages can still be used if other
models can simulate automated vehicles as well. The first, exploring concepts, can be used for other
constructs such as modelling multiple BPR functions or a feedback loop from travel time to the
amount of kilometres travelled. The second aspect, exploring mobility scenarios, will be of use to
base policies upon or to give input for more detailed simulations. Another way of using it is as a tool
to gain insight in the dynamics. The rough model structure is quite simple to understand and can be
communicated to policy makers. Graphs as the simulation of the separate effects can be insightful
for policy makers.

Other models simulating automated vehicles
To represent automated vehicles correctly automated vehicles should be modelled as a separate

mode. It is important that other macroscopic models make this shift and not stay with changing the
average car. This has two reasons; first that this concept represent traffic more correctly, and
different mixes of traffic (autonomous and cooperative, or different levels) can be investigated.
Second, it is easier to translate microscopic research to macroscopic research by doing this.
Microscopic research preferably has as outcome the capacity effect for different penetration rates,
which is easy to translate to macroscopic research when cars are modelled as spate mode.

When level 4 and 5 vehicles are on the road new difficulties arise. Then not the vehicles, but the
passengers themselves need to be modelled too. This brings new challenges for automated vehicles.
A option is to leave the current models as they are and start with a new generation models also able
to simulate the rigid differences level 4 and 5 have.
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Short summary and reading guide

The introduction chapter (1.4) explained that the automated vehicle innovation at this moment is no

responsible innovation. Five points of criticism where the innovation lacks responsibility were
addressed. The goal of this research is to develop and test a constructive dialogue method to reflect
with multiple actors on the automated vehicle innovation. This improves the current innovation on
two of the five points of criticism : the non-inclusion of important actors and the risk of neglecting
their fundamental ethical principles.

This research investigates to what extend multiple actors (consumers, non-consumers, government
and car manufacturers) together can reflect on scenarios for automated driving. First, in chapter 10 is
explained that the constructive dialogue should be based upon values. These values are the
fundamental ethical principles of the participants. In this chapter also criteria are set which the
method should meet and will be tested on. Secondly, chapter 11 presents the method developed for
this research. This method consists of two steps. First via interviews and a questionnaire (n=144) a
value profile per actor group is created. The second step of the method is a workshop. In this
workshop the constructive dialogue takes place. Chapter 12 shows the results of both steps. In
chapter 13 the results of both steps are discussed.

Chapter 14 sums up the conclusions and an outlook for future work. The tested method can be called

a constructive dialogue. Furthermore it can be concluded that the method can contribute to a more
responsible innovation.
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10

10.1.

A constructive dialogue about values

In the first chapter of the report, the problem and main questions of the research are introduced.
The introduction made clear automated vehicles can have large impacts on society. At this moment
the public is not or not enough involved in the development of the automated vehicles. Therefore a
constructive dialogue between the government, the manufacturers, the public (both users and non-
users) should be set-up. By involving all important actors, their fundamental ethical principles can be
used as starting points for design. The main question of this research is: to what extent can a
constructive dialogue method be developed to give input for future designs of automated vehicles?

This chapter first highlights that a debate with the public on automated vehicles is difficult. It is
explained that there is no collective language and the members of the public all have a different view
on automated vehicles. This is followed by the introduction of the concept values, which can be seen
as a collective language and can be translated to design input. These two aspects and the freedom of
a designer, meet each other in the method of Value Sensitive Design. This method is explained in the
third part of the chapter. This chapter finishes with criteria that the method should meet to be called
a constructive dialogue method.

Responsible innovation: focussing on a dialogue

As explained in the introduction (section 1.4) the automated vehicle innovation can’t be called a
responsible innovation. This research focusses on two of the five mentioned points of criticism : the
non-inclusion of important stakeholders and thereby the possibility of neglecting fundamental ethical
principles of these stakeholders. Both points overlap, as due to the inclusion of stakeholders they can
express their ethical principles. Next step is that a manufacturer or a government takes the principles
into account in policies or the final design. This last step is important, but out of scope of this
research.

Complicating factors for reflection

If would be great if all actors immediately could start with a constructive dialogue, but there are two
aspects missing in this dialogue. These are that 1) there is no collective image of the future
automated vehicle and 2) that there is no collective language that the actors speak. Next to these
missing aspects should the freedom of the designers be guaranteed. All three are explained in this
section.

What the future automated vehicle will look like is still uncertain
How level 1 and 2 automation will look is clear as the vehicles can be bought in stores. However, the

fog around level 3 and higher levels of automation has not lifted yet. Due to different technical
scenarios, different business models and different policies the final form of an automated vehicle
that will be on the road is still unclear. Caused by these uncertainties the car can be developed in
multiple ways.

As a result of all these factors the problem arises that there is no “kollektive Vorstellungsbasis”
around the automated vehicle (Fraedrich & Lenz 2014, p.47). This means that the public has no
collective view on the automated vehicle. Therefore, if people are asked on what they think of an
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automated vehicle, they all picture something else in their heads. Not only the public copes with this
problem, also governments had this problem and asked for scenario studies like “Chauffeur aan het
stuur?” of the KiM (2015) or scenario workshops of the TU Delft for the planning bureau PBL (Milakis
2015). In these studies different scenarios are explained to give more structure to the innovations.

Due to the different views of people on the vehicle surveys to automated vehicles are questionable.
Many surveys ask questions like: ‘do you like automated vehicles?' or ‘would you buy an automated
vehicle?’ (Kyriakidis et al. 2015; Casley et al. 2013; To Connect 2015; Schoettle & Sivak 2014). Most of
them do explain what type of automated vehicle they mean, but still many aspects remain unclear
(the effect on traffic flow, business model, privacy issues). What is mostly done is asking people to
reflect on something that is not clear. In this way an downstream method is used in a phase where
an upstream method is needed (Schuurbiers & Fisher 2009).

It is preferred not to ask ‘what do you think of an automated vehicle’, but to formulate it more
utopian: ‘what would an ideal automated vehicle look like?’ In this way the differences in image
become clear and all concerns and expected positive points can be used as input for design. The
research of Fraedrich & Lenz (2014) does this. They extract opinions from comments under news
articles on websites.

Experts and non-experts speak another language
Another complicating factor for a dialogue between manufacturers, researchers or government

officials with the public is the lack of a common language (Kerr et al. 2007). Where experts mainly
reason from ratio, the public often reasons from emotion (Roeser 2012). Examples of complicated
debates are genetically modified food, CO, storage under the ground or nuclear energy. Discussions
often end with discontent from both sides: the public blames the expert for not listing and the expert
grumbles the public does not understand the technology.

“If I had asked people what they wanted, they would have said: faster horses”
Tricky aspect of a dialogue is that experts feel that they have more knowledge and therefore more to

say in the innovation. For some of them involving the public does not make sense. Fords famous
qguote: “If | had asked people what they wanted, they would have said: faster horses” summarises
that view. Experts often think the public is conservative. Still, this does not mean that they cannot
bring valuable input to the design process (von Schomberg 2013; van de Poel 1999). Outsiders in
technology can bring new insights, can directly state their interests and can increase the support for
an innovation. These are the instrumental arguments Fiorino (1989) names (see chapter 1.4). Van de
Poel (1999, p.1) explains that “outsiders may be an interesting entry to recognize and exploit the
potential for more 'societally desirable' forms of technical development that, for example, take away
undesired effects of existing technologies”.

Still, the role of the expert should be valued. Important for designers is that they still need freedom
to design. The knowledge, creativity and capacity to link different subjects of the expert should be
used. However, experts can work with input of outsiders. The quote of Ford is often used as an
argument to eliminate all input from the public. It is preferred to change the quote of Ford to “If |
had asked people directly what they wanted, they would have said: faster horses”. Than indeed the
role of the expert is not valued. Asking input at the start (upstream) is preferable. This leaves the
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option open to research indirectly what people want. If Ford had asked how people ideally would be
transported they probably would have answered ‘with a higher speed and some shelter for the rain’.
This means that input can be given ‘upstream’ (Sutcliffe 2011, p.13).

IT's A UTTLE saFER,
CAUSES MORE CONGESTION
HARMS YOUR PRIVACY

BUT WE INVESTED BILLIONS INIT
SO YOU ARE GONNA BUY IT!

figure 10-1: Doom scenario of a techno-push of automated vehicles. Drawing by Ayelt van Veen.

10.2. Values as a basis for a dialogue

From section 10.1 it can be concluded that a common language is needed to give input to designers.
A method that meets these requirements is a dialogue based on values. What values are and how
this dialogue should look like is discussed in the following paragraphs.

Values are the basis of the choices of people and institutions
The concept of a value is often used in its economic sense: ‘this car has a value of 5000 euro’.

However, in this work, the value is seen in the intrinsic way. Examples of these kind of values are
privacy, speaking the truth or friendship.

Values form the guidance for behaviour and make it possible for people to make choices (Rokeach
1973). Values where already of interest since in the time of Plato (Frankena 1972), are culture
dependent (Hofstede 1992), change per context (Witesman & Walters 2014) and are learned in the
early childhood (Hofstede 1992; Rokeach 1973). Values are more or less stable for a person and only
change little over time (Abramson & Inglehar 1995).

Values are not only human, also institutions set their values. Ever since the ancient Greek society

values have been named and used to base governmental decisions on (Witesman & Walters 2014).
Also companies or NGQ'’s state their values in their mission statements or visions.

/117/



10.3.

Definition of value
Values are defined in many ways. The clearest definition found in literature is the one of

Oppenhuizen & Sikkel (2000). They use a short form of the definition by Rokeach (1973) which is
often used in literature. The definition reads as follows, “a value is a state or behavioural manner
which people find worth striving for.” The definition is extended with the fact that governments,
companies and other institutions that define their values in mission statements or political visions.
Therefore, our own definition is created. The used definition value in this thesis is:

Definition: A value is a state or behavioural manner people or institutions find worth striving for

Using values in design

Technical designs embody values (Winner 1980; van de Poel & Kroes 2014; Flanagan et al. 2008) .
Therefore a designer should always be aware of the fact that his or her design strengthens or maybe
even violates certain values (Roeser 2012). An example in the transport domain is intelligent speed
assist (ISA), which sets a maximum to the speed. This strengthens the value of safety, but has a
negative effect on the autonomy of the driver.

From value to boundary conditions
Technical products have functional boundary conditions, but can also have moral boundary

conditions (Van den Hoven et al. 2012; Flanagan et al. 2008). These moral boundary conditions is
what this research is investigating. Values of the different actors are the input for those moral
boundary conditions. The relation between moral values and design is described by Van de Poel
(2013) in his paper: Translating values into design requirements. He explains values can be specified
to norms (“Rules that prescribe what actions are required, permitted or forbidden”(van de Poel &
Royakkers 2011, p.175)). These norms can be specified to design requirements. For example: the
value ‘sustainability’ can be specified to the norm ‘less fuel consumption’ and the design
requirement ‘an engine of type Z'.

Literature also describes several levels of values. Sustainability can be seen as value on its own, but
sustainability can be seen as a form of caring for next generations. There are several attempts done
to find these ‘global’, ‘terminal’ or ‘basic values’ (Zimmerman 2004). Rokeach (1973) for instance
defined 18 ‘terminal’ values, for instance love, friendship or wisdom. These values are too vague for
this research and people find it very hard to answer questions at this level (Oppenhuisen & Sikkel
2000). In figure 10-2 is shown how values, norms and requirements fit together. Van de Poel (2013)
calls this a ‘value hierarchy’. From top to bottom values can be “specified”, from bottom to top there
are “for the sake of” relations, as Van de Poel calls them. In this research the context specific values
are researched.
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This research searches context specific values and aims to specify these to norms

Terminal values .
Equality

Vi Vi

Context specific values [ sustainability J [ J

N v
Norms Less fuel
consumption
|
] W Vi
Design requirements [ Engine of type Z ] [ ] [ J

figure 10-2: In this research the context specific values are researched, which are used to formulate norms for future
automated vehicles. The figure is based upon Rokeach (1973), Oppenhuisen & Sikkel (2000) and Van de Poel (2013).

Linking actors to the steps of the value hierarchy
Investigating the context specific values has to be done with a high diversity of actors (Cuppen 2012,

p.1), as these values are set by all actors. The next step, the specification of values to norms has to be
done with a combination of experts and non-experts (van de Poel 2013, p.261). This is needed as
both domain specific knowledge (information about automated vehicles) is required, and context
specific knowledge (what an actor wants). In this way ‘morality will be materialised’ (Verbeek 2006,
p.2), not only by engineers, but by the all relevant actors.

In order to guarantee freedom for designers the specification from norms to design requirements has
to be done by experts. Van de Poel (2013) also advises this. There are other methods in the design
step (midstream modulation or more downstream methods) to keep eye on values of the actors
involved. The intended values of a design do not have to be the realised values. These methods are
outside the scope of the research.

Who to involve in the dialogue
In the introduction (section 1.4) is explained that there are four important actor groups which need

to be involved: the manufacturers, the government, the user and the non-user. These groups are still
defined broadly. As in the proposed dialogue values need to be discussed, the involved participants
should have a connection with the values (Oppenhuisen & Sikkel 2000).

For the public (the non-user and consumer) there will be a diversity in the values, as there are many
diverse people. For these groups it is of importance that many and a diverse group are investigated
(Cuppen 2012, p.1). Representatives of the public, such as the government or interest groups, can be
involved, but represent and are not the source of the values. Still, the ANWB (interest group for road
users) can be asked for input of values, but won’t take place in the dialogue.

For the manufactures holds that we are searching for the values of the organisation. As automated

vehicles are rather novel and there is uncertainty, websites or press releases do not cover all values.
Therefore we will use other empirical investigations. As in car manufactures not everyone is working
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10.4.

with self-driving cars, we need to involve people working with automated vehicles. Preferable
managers or other employees with a more strategic vision. If that is not possible multiple people
should be investigated. With car manufacturers we should keep in mind that they are not one group,
but are different companies. A diversity of companies should be investigated.

For the last group, the government, holds that the investigated persons also should work with
automated vehicles. They are able to translate governmental principles to values related to
automated vehicles. The government of course has multiple levels, but as already is explained in the
introduction, we focus on the national government as they are now mostly working on automated
vehicles. In the ‘working group self-driving cars’ different institutions of the government work
together to start initiatives and work on policies. Members of this group are therefore good
representatives of the government.

This method in relation to Value Sensitive Design

Using values as input for design is not new. Both Value Sensitive Design (Friedman & Kahn 2002) and
Values at Play (Flanagan et al. 2008) argue for a design based upon values. However, in most cases,
one actor or one actor group is used to give input to the designs This is often the user of the
technology. As in the automated vehicle innovation multiple actors are influenced they should be
involved in the performed study. Therefore all values are used as input for the design.

Most Value Sensitive Design studies are done within the software domain (for example Meijdam
2015; Friedman et al. 2002 or examples in Flanagan et al. 2008 and Friedman & Kahn 2002). With this
research to automated vehicles, the context differs. Still, automated vehicles can be seen as an
innovation where software and cars meet. Therefore, this research is a small step outside of the
current research area. This is interesting as new values will be at play. Where traditionally privacy is
important in software (see for instance Privacy by Design), in this study safety and traffic flow will be
more of interest. Also new is that the innovation affects the non-user.

Criteria for a constructive dialogue for automated vehicles

The first sub-question of the research is: which criteria should the method meet to be a constructive
dialogue? The term constructive dialogue is used a few times in literature (Litz 2008; Jokinen 1995;
Nanopodium 2015), but never defined. Therefore, our own definition is created, together with some
criteria when a method can be called a constructive dialogue.

In this chapter several aspects are mentioned which set criteria for the method. These can be
categorised in three parts. Later we will zoom in on each of the parts. First, the method should be
constructive. Secondly, the method should be a dialogue. Third, the method should meet the
innovation specific boundary conditions. At the end of the section table 10-2 summarises all criteria.

The method should be constructive
The ‘constructive’ element in the method originates from the Constructive Technology Assessment

(CTA). Traditionally Technology Assessments (TA) investigate the possible consequences new
technologies have (Schot & Rip 1997). This is often done by experts, sometimes in cooperation with
the public. A variation of TA is the Constructive Technology Assessment (CTA). This CTA is developed
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in the Netherlands. CTA has not only the goal to assess, but also to influence the final design. Often
with together with the public. Schot and Rip (1997, p.154) call tis “aimed at influencing technological
choice and design processes”. This is similar what Stilgoe et al. (2013) or von Schombergen (2013)
have in mind with Responsible Research and Innovation. Especially the reflexivity element of Stilgoe
et al. links with the definition of the ‘constructive’ element.

The method should be a dialogue
A dialogue can be defined simple, as communication between two or more parties. However, also

requirements which a dialogue should meet can be set. Smaling (2008) explains in his work that a
dialogue should meet 5 criteria: equality, mutual trust and respect, openness, argumentative quality
and a reflective nature. In his work he also defines a critical dialogue, which should focus on
reflection and cooperation of the participants. For this thesis the method will be tested to the criteria
of the dialogue, for further research a critical dialogue might also be of interest.

Smalling (2008) has made definitions for these 5 criteria. They are shown in table 10-1 (the defintions
from Verhoeffen & Kupper 2014, p.9 are translated from Dutch).

table 10-1: overview of all aspects which make a dialogue a dialogue according to Smalling (2008). Definitions from
Verhoeffen & Kupper (2014). The words in italics are speciffic aspects which need to be checked upon in the method.

Equality Every participant should be able to set the topic, ask questions or have a
discussion.

Mutual trust From the behaviour and language it can be concluded that they respect each

and respect other, also in being different. They also believe that the other party is honest.

Openness All parties share relevant knowledge and emotions and try to interpret each other

as good as possible. They help each other in formulating arguments.

Argumentative  Statements from the participants are based upon acceptable arguments.

quality Discussion tricks or fallacies are not used.
Reflective The participants think about their role and see the dialogue as the four
nature aforementioned aspects.

Besides these positive criteria it is also good to analyze the dialogue on the opposite of the criteria.
This will be explained later on in chapter 11.1.

Davies et al. (2009, p.338) distinguish two types of dialogues: “policy informing dialogue events” and
“dialogue events that do not seek to inform public policy”. The type of dialogue needed here is a
policy informing dialogue. These kind of dialogues have much more success if they are embedded in
formal policy making (Joss 1998). Embedding the dialogue in a formal decisions making is of
importance for policy making around automated vehicles, but out of scope of this thesis. The
discussion (chapter 13) will highlight some options for using the method in practice.

Other criteria the method should meet

The automated vehicle innovation to cope with complex situations. These aspects here are a
summary of the aforementioned aspects in this chapter. First of all, there are multiple actors in the
innovation important stakeholders. Difference in the automated vehicle innovation is that the
government has a strong regulating role. Besides that has the innovation effect on non-users of the
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technology. Ipads for instance, barely have an effect on outsiders of the users and are not regulated
that much as automated vehicles. So, the method should include two expert groups (government
and car manufacturers), and two groups of lay-people (consumers and non-consumers). Second
point, which holds for more innovations, is that the designers need freedom (example of Ford’s
quote). Thirdly, the method should overcome two problems: there is no clear image of self-driving
cars at the public (Fraedrich & Lenz 2014) and their effects are still uncertain (Fagnant & Kockelman
2015). On all criteria the developed method should meet.

Criteria for the constructive dialogue method
The criteria per aspect are summarised in table 10-2. The used method should be tested on these

criteria. Some criteria should be tested in the method itself (for instance equality or openness),
whereas others are inherently connected to a certain method, such as freedom for designers.

table 10-2: Overview of the three types of criteria the constructive dialogue method should meet.
‘ Aspect Criteria
Constructive Aimed at influencing technological choice and design processes

Dialogue Equality
Mutual trust and respect
Openness

Argumentative quality

vkwbne

Reflective nature

Innovation specific Multiple actors
Freedom for designers

Overcome that there is no clear image of the self-driving cars

PWNR

Overcome that there is no common language experts and public

10.5. Structure of the report

The previous sections describe the approach that will be used in this research. The context of the
research is Responsible Research and Innovation (RRI). Comparing the automated vehicle innovation
to these the criteria from RRI five striking points are raised. From these 5 points this thesis focusses
on the two most important: the non-inclusion of important stakeholders (the public) and therefore
the possibility to neglect their ethical principles.

This research includes these stakeholders and aims to develop a dialogue about values. These values
are the aforementioned fundamental ethical principles. An approach linking values to design of

technical artefacts is Value Sensitive Design. This branch of research argues for doing multiple types
of investigations, in this research is focussed on the ‘empirical investigations’ (Friedman et al. 2013).
The traditional Value Sensitive Design approach will be enhanced with insights from other methods.
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How RRI and VSD are combined

Problem originates from

Responsible Research and innovation

Zoomed in on 2 aspects:
- Neglectance of ethical principles
- Non-incluision of important stakeholders

Method originates from

Empirical investigations T

figure 10-3: The analysis of the problem is done from a Responsible Research and Innovation perspective. The method
originates from Value Sensitive Design and mainly its empirical investigations. This is enriched with other methods (see
chapter 11)

The sub-questions this research aims to answer are:

1. Which criteria from literature should the method meet to be a constructive dialogue
method?
What values, of the relevant actors, are at play in the development of automated vehicles?
What is the relative importance of the identified values per actor?
To what extent can one common value profile be created in a constructive dialogue?
Which value tensions become clear when the values are specified to design input?

wvkwn

The results of the first sub-question are already shown in section 10.4. The results related to the
second question will be shown in the first part of the results, just as the third sub-question. The
results of the fourth question will be addressed in the second part of the results, just as the fifth.
These sub-question answer the main question of the research: to what extent can a constructive
dialogue method be developed to give input for future designs of automated vehicles?

What to expect in the rest of the thesis
In this chapter the literature on which the method is based is explained. The next chapter (11)

discusses the method in detail. The results of all investigations are shown in chapter 12. Chapter 13
discusses the method and the results. Conclusions are drawn in chapter 14.

Overview of the coming chapters

Explanation of the
Basis of the method method Results Discussion Conclusion

10 11 12 13 14

figure 10-4: Reading guide of the next chapters of part B.
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11

Method for a constructive dialogue

This chapter explains the performed method. The goal of this chapter is to explain the constructive
dialogue approach that is meant to reflect upon the two development paths for automated driving.
The two development paths are: autonomous driving, where the car only ‘looks’ to the driving

environment, and the cooperative driving where the vehicle also communicates with other vehicles
or infrastructure. This constructive dialogue method consists of two sequential steps, schematically
they are shown in figure 11-1. The next chapter contains the results of all the steps explained here.

The steps of the method

1 Creation of a value profile per actor

Interviews Clustering the Scoring the values in a
to find norms statements to values guestionnaire
One common value Specification from
profile values to norms

figure 11-1: The method starts with creating a value profile for each of the four actors. This is done by extracting different
value from interviews and let the actors score them in a questionnaire. In the next step a workshop is organised where one
common value profile has to be created and the values need to be specified to norms.

Short overview of the method
In the first step it is investigated what all actors find important. This is comparable to what in Value

Sensitive Design (VSD) and Values at Play (VAP) is called the ‘empirical investigation’ (Friedman et al.
2013; Flanagan et al. 2008). By interviewing the actors and clustering the values an ECHO-framework
created (Michalopoulos et al. 2013). The ECHO-framework is a framework where values are
guantified and relative importance of these values becomes clear. After the interviews are done and
the clusters are made the third sub-question can be answered: what values, of the relevant actors,
are at play in the development of automated vehicles?

The next step is that via a questionnaire different people per actor group are asked to score the
values. These are the actors named in the introduction. This step answers the second sub-question:
what is the relative importance of these values per actor? In traditional VSD studies this is not
common to do. Still, this is done to make clear where the differences in opinions are between the
actors. Thus, in this first phase of the method the actors form a utopian vision on automated vehicles
on their own.

In the second part the actors together try to form a common utopian vision in a workshop. This step
answers the fifth research question to what extent can one common value profile be created in a
constructive dialogue? In the second part the actors specify the values to norms (van de Poel 2013).
This is the step where the constructive dialogue takes place. This answers the sixth sub-question:
Which value tensions become clear when the values are specified to design input?

After these two steps are performed, will be tested if this method meets the requirements for a
constructive dialogue. This is done with the criteria set in 10.4 (the first sub-question). This answers
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the main question: to what extent can a constructive dialogue method be developed to give input for
future designs of automated vehicles?

table 11-1: Overview of the goals, the literature and the sub-question answered per step.

‘ Step Goal Based upon Question
1. Value profile Investigating what a single actor
per actor finds important. Finding conflicts
between values of actors
Interviews To create a longlist of moral boundary  (Oppenhuisen & Sikkel 2
conditions of different actors. 2000; Osterwalder et al.

2014; Friedman et al. 2013)

Clustering Clustering the statements to values (van de Poel 2013)

Scoring Insight in the relative importance of (Michalopoulos et al. 2013)
the values per actor

2. Specification from Having a constructive dialogue by
values to norms specifying the values to norms

Scoring together Warming-up and creating a common 4
value profile (if possible)

Specification Specifying the 8 values to norms in a (van de Poel 2013) 5
constructive dialogue

11.1. Step 1: finding the value profiles per actor

Creation of a value profile per actor

Interviews Clustering the Scoring the values in a
to find norms statements to values questionnaire

1

figure 11-2: Step one of the method.

Short overview of step 1
In the first step the actors (government, car manufactures, consumer, other road users) are

individually researched. The goal of this step is to find the value profile per actor group. This is done
based on the ECHO-framework. Michalopoulos et al. (2013, p.1) call this method “a public multi-
criteria assessment for societal concerns and gradual labelling”. In the first steps (interview and
clustering) the criteria are determined, in the following step (the scoring) the weights of the several
aspects are set by the actors. The method of Michalopoulos et al. can be used for products which are
not yet existed such as self-driving vehicles, or non-existing tomatoes spiecies in their case.

Michalopoulos et al. brainstormed with experts to set with values. In this research the actors are
interviewed to find their values. Interviewing is common in other literature to find values (Van de
Poel 2015; Oppenhuisen & Sikkel 2000; Meijdam 2015). The scoring in the questionnaire is done by a
constant sum question®® (Survey Analysis 2015). This element is novel for Value Sensitive Design

research.

% A constant sum question means that a certain amount of points should be divided over several aspects.
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Interviews with the actors to find norms and values

The goal of the interviews is to make a longlist of all possible values people have related to
automated vehicles. As in later steps the actors need to score the same list and negotiate the same
values, the outcomes are combined to one list. The representatives of the four actors, and the ANWB
are interviewed in a half interview — half creative setting. The interviews are transcribed and open
coded.

Set-up of the interviews
Introduction AVs - -
Longlist of normative
statements
ANWB —
Design of a flyer . .I .I
@ 30-60 min Car Non- Government Consumer
manufacturer consumer -

figure 11-3: The four actors and the ANWB are interviewed. In the interviews questions are asked about what they are
enthusiastic about and what they fear of automated vehicles (AVs). Next they are asked to design a flyer of their ideal
automated vehicle.

There are two ways to empirically research values: revealed preference or stated preference (Coolen
& Hoekstra 2001). Revealed preference means that actions of an observant needs to be researched.
As this is hard for new technology, current technologies can be researched. This is called the
technical investigation in VSD (Friedman & Kahn 2002). As in automated vehicles many technologies
together form a new technology (automation, cars, ICT, image recognition, radar, data processing)
comparing is time consuming and complicated. Therefore the empirical investigation approach from
VSD is chosen (Friedman & Kahn 2002). Empirical investigations are what Coolen and Hoekstra (2001)
describe as stated preference method. This means participants have to express their values
themselves.

Creative element in the interview

Downside of stated preference is that values are often hard to grasp for participants (Oppenhuisen &
Sikkel 2000). Therefore, Osterwalder (2014) argues in his book Value Proposition Design for a
method where customers design their ideal product box of a new product. The designs and their
explanations are analysed on values. During the drawing participants are asked why they made
certain choices. We make use of the same approach. This creative step is different from what is
normally done in VSD research. Often ‘laddering’ (Oppenhuisen & Sikkel 2000; Friedman et al. 2013)
is used. This means that an interviewee is asked what he finds important, followed by constantly
asking “why?” As this can be found intrusive or seem childish, the creative part of Osterwalder (2014)
is involved. With the designed flyer for future automated vehicles in hand values are observed and
less “why” questions are needed.

As starting directly with designing the brochure is a hard task for participants (Tassoul 2009), the
interview starts with questions about what the interviewees think of self-driving cars. To help the
participants in the creative part, they get an A3. On the A3 is printed “The self-driving car”. On an A4
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some starting points are given. This A4 contains some pictures of cars (test persons started by
drawing cars, which was not needed) and some starting sentences like, “We promise”, “This vehicle
can”, “Especially for you” or “This car is not”. With scissors and glue they can start designing. This
should be an easier starting point for the creative part.

Set-up of the interview
The total interview is built up as a semi-structured interview, which is advised by Friedman et al.

(2013, p.78). The interviewer starts by asking what the participant is enthusiastic about of the self-
driving car and scared of. Next, information of level 3 automated vehicle is given. After this, the
participants are asked to design a small brochure of their ideal automated vehicle of level 3. A
brochure is chosen since cars do not have product boxes (which Osterwalder uses). During the
drawing, the participant explains his flyer and the researcher asks some questions about the flyer.
The participants get no information about the development paths, so they do not get biased.

The interviews are tested three times on students. Once only with questions, once only with the
creative part and once with a mix. The mix gave the best results. In total 6 interviews are done. One
with each of the actors (the government, the manufacturers, the consumers and the non-consumer).
One extra interview is done with two members of the ITS*” team of the ANWB, as they are an
important lobby organisation for the car driver (so both consumer and non-consumer) and have
more knowledge on self-driving cars than the public has. To check if all values are found a sixth
interview is done, in the next section this interview is explained. This interview has the same
structure as the other five.

The outcomes of the interviews will be a mix of values, norms and other statements (see figure 10-2
for the value hierarchy of van de Poel (2013)). In the clustering the longlist will be translated to a set
of values.

Roles in the interview (consumer or other road user)
In the research the roles of the consumer of an automated vehicle and other road user are difficult.

They are now all non-consumers, since there are no automated vehicles commercially available.
Their roles are made explicit at the start of the interview and gain when they start designing the
flyer. Also in the interview with the government and the manufacturers the roles are made clear,
since they needed to answer for their organisation standpoint and not from their personal opinions.

TS means Intelligent Transportation Systems. It is an umbrella term for all services or applications that use information
technology or communication to make transportation ‘smarter’, better informed, safer, more sustainable. Automated
vehicles are an extensive form of ITS.
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Setting of the interview

The interview are taped with a telephone and take place in a private place. In the interviews first an
explanation is given on self-driving cars, secondly the questions are asked, finally the flyers are
designed. The total set-up of the questions of interviews can be found in Appendix H. The interviews
are analysed and coded. Also a first investigation to value tensions is done. The transcripts of the
interviews can be found in Appendix I. The scans the drawings from the creative step are shown in
appendix J. The results of the interviews, the longlist of values can be found in chapter 12.

From interviews to clusters

The goal of the clustering is to create value clusters, which can be scored. This is created from the
longlist of statements from the interviews. First the interviews are open coded and afterwards 3
experts and the researcher clustered the codes.

Clustering the statements (codes from the interviews) to values

Longlist of values Value clusters

. . . . . . . u Literature

Experts & researcher

W

figure 11-4: The statements are clustered to 7 values. One other originates from literature. Statements which are on the

process or not specific enough are left out of the clustering.

The clusters which are made need to be as MECE as possible. MECE stands for Mutually Exclusive,
Collectively Exhaustive (Rasiel 1999). Mutually Exclusive (ME) means that there is no overlap
between the clusters. Collectively Exhaustive (CE) means that the clusters include all relevant
statements and opinions on automated vehicles. The ME is done in the clustering session, the CE is
done with a check with literature and an extra interview.

From codes of the interviews to clusters

To make the clusters, first, the interviews are recorded, if the interviewee does not object.
Afterwards they were transcribed and coded. The coding technique that is used is called ‘open
coding’ (Bryman 2012, p.569) “[T]his process of coding yields concepts, which are later to be grouped
and turned into categories”. This type of coding is used if there is no theory available (Corbin &
Strauss 1990), which is the case for values on automated vehicles.

From the codes, the researcher and three experts create a values hierarchy. The experts are two
mobility experts from TNO and one researcher from the TU Delft Science Communication
department. As there are multiple answers possible, the views of different people are combined in
the cluster session. The experts together have knowledge about values and automated vehicles. The
clustering step is precarious as it uses the codes, but also common knowledge to fill the gaps in the
hierarchy (van de Poel 2013). The common knowledge is needed as sometimes the overlapping
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concepts are named in the interviews, sometimes the values and sometimes statements that are
none of both.

As the clusters use common knowledge the clusters are debatable, but also “more systematic, [...]
explicit, debatable and transparent” (van de Poel 2013, p.265). This makes the clustering hard to
reproduce and not irrefutable. To gain insight in the cluster session all statements are sorted per
clusters and shown in appendix K.

The names of the clusters should be a value, therefore one should be able to have an opinion on the
cluster. A cluster should be found ‘worth striving for’ as the definition explains. Easier is to see if a
cluster can be found ‘important’, ‘not important’ or ‘more important than cluster X’. Clusters like
‘other’, ‘norms starting with the letter t’ or ‘important for the government’ are cluster names which
cannot be strived for and therefore should not belong in the final clustering. These types of cluster
names are rejected during the cluster session.

Making the clusters collectively exhaustive
The clusters should overarch all aspects of automated vehicle as good as possible. To make the

clusters collectively exhaustive two checks are done. The first one is a literature review on values to
check if all values fit in the clusters that are made. The second test is to do another interview, open
code this interview and see if all the statements fit in the clusters.

After these two checks, the clusters are given definitions by the researcher based upon the outcomes
of the clustering. The experts checked the definitions, after this, we tested them in a few test
questionnaires.

With these clusters, the most important values of the automated vehicle innovation are defined. This
answers the third sub-question: what values, of the relevant actors, are at play in the development of
automated vehicles? The result of this clustering step are 8 values. More on the results can be found
in11.1.

Scoring of the values via a questionnaire

The goal of this step is to create an order in the values. The 4 actor groups are asked to fill in a
questionnaire in which is asked to distribute 80 points over the 8 values. This gives an insight in what
the different actors find important, and on which aspects they disagree. The output of this step is a
value profile per actor group.

Three steps of the online survey

Why?
ntroduction into | 25 W 15 I
self-driving vehicles 20 0 3 2
and the survey =
| 8 | :
How does the survey work Distribute 80 points Indicate why this distribution is

chosen

figure 11-5: The survey is introduced by a movie. Next the respondent is asked to divide 80 points over the values. Finally
the respondent is asked why they made this distribution. The offline questionnaire only consists of step 2.
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The four groups are asked to distribute 80 points over the 8 values
In interviews, but also in literature, many aspects of automated vehicles are named as being

important. This research investigates the order of the values and if this differs per actor. To do so,
the values are scored. With this information, a ranking of different values can be made per actor:
their value profile.

Literature explains two methods to create an order in values: ranking and rating (Maio et al. 1996).
For small sets of values the rating (giving points) is preferred (Alwin & Krosnick 1985). As the
clustered set contains 8 values rating seems to be suitable. This is the same approach as the ECHO-
framework (Michalopoulos et al. 2013). The participants are asked to distribute 80 points over 8
values. This type of question is called a constant sum problem (CSP) (Survey Analysis 2015). With the
constant sum problem a dilemma is created: giving points to an aspect will automatically lead to less
points at another. This dilemma is needed as in interviews people indicate they find all values
important.

Set-up of the online questionnaire

The online survey consists of five pages. These are a landing page, an explanation page with video, a
constant sum question, the question why the two highest scored values are score highest and the
same for the two lowest values and finally a closing page. The total questionnaire is shown in
appendix L, here below the questionnaire is summarised in a scheme.

Introduction in On this page the set-up of the questionnaire is explained, the age of the

automated vehicles participant is asked and the role of the respondent is explained (consumer,
other road user, government or manufacturer). On the next page an
explanation self-driving cars is given in two forms, by a movie **or in text.
Again the role of the respondent is highlighted in a pop-up.

Constant sum In a matrix of 9 squares (3 x 3) the 8 values are shown. The middle square
problem shows the amount of points left to divide over the values. Per value a
(quantitative) number of points can be filled in. The middle cell turns red if too many points

are divided. Per value a short explanation is given. If the respondent needs
more information the ‘info” button shows a pop-up with a longer
explanation. The pop-up also explains what will happen when many or few
points are given.

Why these value To see the motivations of people and to check if the survey is understood
scores correctly another question is added. The respondents are asked to underpin
(qualitative) why they have chosen the two highest scored values and the two lowest

scored values. The four questions on this page are not mandatory, to
decrease the dropout during the questionnaire.

Closing remarks At the end of the survey is asked if the respondent wants to participate in
follow-up research and if they have any comments left.

Offline questionnaire

*® An example of the movie can be seen here:
The script can be read in appendix M .
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https://www.youtube.com/watch?v=xnTHUstmvs4

Besides the online version, also an offline version is made. In this version the researcher gives the
introduction and the scoring step is done on a scoreboard with poker chips. This offline version is
suitable for places where many potential participants come together. In appendix L a picture of the
offline scoring board is shown. After the participants have divided the poker chips a picture is taken.
Later are the outcomes registered the same way the online surveys are registered. In the offline
version no qualitative data is collected.

Roles in the interviews
For all surveys, both online and offline, the roles are made clear. The non-consumers are told they

should picture themselves as another road user driving, cycling or walking next in traffic where also
automated vehicles are. Consumers are told to picture themselves as a driver of an automated
vehicle. To make sure everyone would fill in the correct survey four different separate questionnaires
on four different webpages are created. In e-mails to the respondents only their group questionnaire
is shown. In this way consumers cannot fill in questionnaires for the government (or vice-versa). For
the consumer and other road user half of the people are e-mailed with one survey, the other half
with the other. In the survey five times is made clear what the role is: in the e-mail, at the landing
page, in the movie, in a pop-up and below the constant sum problem. The questionnaire is translated
to English as the Dutch of Swedish, Japanese, American and German manufacturers is not fluent. The
movie is not translated as that took too much time, only a short text is given with explanation. The
text is also shown in appendix M . As these respondents all work on automated vehicles the
explanation about self-driving cars is shortened.

The consumer and non-consumer questionnaires are distributed via e-mail to friends and family, and
via Facebook. The questionnaires of the car manufacturers and government are targeted to people
working in the departments of automated vehicles. In section 10.3 is explained which people are of
interest.

In total the questionnaire has 144 responses. The response-rate is hard to determine as e-mails are
forwarded and Facebook is used. More descriptive statistics on the questionnaire are presented in
the results.

Analysis of the data
The outcomes of the datasets are analysed on 3 aspects: 1) the value profile per actor group, 2) the

differences per value between the groups and 3) the differences in the group. Besides the
guantitative analysis, also a qualitative analysis is done on the data. The underpinnings of the
respondents are checked to see if they understood the questionnaire. The quantitative analysis are
summed up here below.

Value profile per actor

The value profile per actor seems easy to create, but is not straight forward. In the used constant
sum problem in this research there is no scale and no zero point. The collected data is therefore
ordinal (Huber & Brandlow 2001; Survey Analysis 2015). This means that only the preference from
one aspect over another can be used in statistical analysis. Points cannot be summed or subtracted
as some participants score more extreme than others do. The rank can be used for analysis, but using
the absolute data is scientifically irrelevant. Still, the absolute data is more insightful than the ranks.
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11.2.

Therefore both the rankings (ordinal data, to draw conclusion upon) and the average scores per
group (insightful, but scientific not correct) will be shown in the results.

Differences between the groups

The standard deviations of the four groups per value are a measure for how far the opinions of the
group differ. As the groups have different sizes the averages of the ranks are used and not the total
dataset.

Differences in the group

The differences in the groups make clear how uniform the opinion or view of the group is. This is
checked by investigating the standard deviations per value per group. Low standard deviations mean
less different views. The average of the 8 values is a measure for the difference in view of the group.
This test is done for the ranks and not for the absolute statements. With this the claim by Fraedrich &
Lenz (2014) that the public has no clear collective image can be checked.

Another check that can be made with this information is if the definitions of the values are
understood well. If values that are harder to grasp show a higher standard deviation this could
indicate that they are not understood well. Simple values to grasp are safety or spending time
differently. Values that are harder to understand are self-determination or equality in investments. If
the standard deviations in the last two are higher than the first two this is an indication for badly
defined values.

Scoring not common in VSD methods

The step of scoring values is normally not present in VSD or VAP studies. These methods stay
gualitative, where the scoring step in this research is strongly quantitative. By letting many people
from the four different groups fill in the questionnaire the differences between the groups can be
researched. Besides that, is scoring with an online survey an effective and less time consuming way
than interviewing people.

After this step the relative importance of the values per actor is clear and one value profile can be
created. This answers the second sub-question: what is the relative importance of these values per
actor?

Step 2: Specifying values to end-norms

The goal of this second step is to test if the workshop can be called a constructive dialogue. This
workshop is held twice. Both with students and graduates who play the roles of the four actors. In the
workshop, the participants first divide points over the 8 values. Just as is done in the offline
questionnaire, but now together. The next step is to specify the 8 values to norms. According to Van
de Poel (2013, p.265) specifying “helps to trace more precisely the value judgments and possible
disagreements”. This assumption is tested.
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Set-up of the specifying workshop

Mo ) .
I N
. . 1 norm : I norm :
_________ 1 F |
Distributing points together Specifying values to norms

figure 11-6: The workshop with 4 actors consists out of 2 steps. First they divide points (like in the questionnaire), but now
together. Next, the 8 values are specified to norms.

Where in the first steps value profiles are created, the second step is where the constructive dialogue
takes place. The results of the questionnaire (chapter 12.1) show that there are differences between
the groups, but also in the groups the differences are high. This high standard deviation in the groups
was not expected and made the intended method™ impossible. Therefore, this step was converted
to this specifying workshop. Which afterwards might have given more insights than the intended
Delphi method could give. Positive side of the Delphi method is that strength of personalities does
not influence the outcomes (Linstone & Turoff 2002, p.4) as people need to write and do have
interaction via the researcher. This is a point of attention of the current method. The facilitator will
pay extra attention to this, and the transcripts will be analysed on this aspect, as this is also one of
the requirements to have a dialogue.

Translating the values to norms
In his paper translating values into design

requirements Van de Poel (2013) describes how
values can be used in design. Values themselves
are hard to use as design input. He explains that
specifying them to norms, and then from norms Specifying
to design requirements, enables them to be

used in design. This “specification” (see figure
11-7) as he calls it, should be done with both

moral knowledge and context specific
. 2

knowledge. The public should bring in the moral

knowledge and the experts should bring in the figure 11-7: the process of translating values into norms and
context specific knowledge. norms in requirements in called specification (Van de Poel 2013)

An example of the specification is that the value safety is translated to less accidents. Van de Poel
describes that it is even better to specify to so called end-norms. An end-norm is “a norm referring to

* |nstead of specifying a Delphi method was intended as step after the questionnaire. In the Delphi representatives of the
groups should try to a common value profile in an online Delphi setting. Delphi methods are characterised by several
rounds in which experts try to create one vision from their different standpoints. In the online Delphi everyone should
change their own value profile to make it more look like the other value profiles. This would happen in multiple rounds.
Positive side of the Delphi method is that strength of personalities are filtered out. Downsides is that it stays strongly
quantitate, which is hard as the standard deviation per group is very high. Therefore a method is chosen which is both
quantitative and qualitative, which has the advantage that more insights in value tensions are provided.
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an end to be achieved or strived for” (2013, p.258). So less accidents then becomes automated
vehicles will cause 95% less accidents than current cars. Here the norm is formulated as a goal and
quantified.

The outcomes of this specifying workshop are not the main interest of this research. The most
important result is the process of specifying. The method should provide insights in value tensions.
Van de Poel (2013, p.265) explains that specifying “helps to trace more precisely the value judgments
and possible disagreements”. “Moreover a values hierarchy may be helpful in pinpointing exactly
where there is disagreement about the specification of values in design”. Where the value profiles
from the questionnaire gave a global view on where the disagreements are, the specification should
give more in depth insights.

In most cases specification is done with one actor group and experts (van de Poel 2013; Meijdam
2015). However, in this research representatives of the four actors together specify in one workshop.
We hope this traces discussions on values even better. The role of the facilitator (the researcher) is to
create a safe and equal setting (Verhoeffen & Kupper 2014), besides that he also has to provide
knowledge if needed. As the group consist of only four people, the two tasks can be combined. For
larger groups it would be good if the tasks are split up, just like is done in the TNO in-car-game (Van
Noort et al. 2007). In the second session giving information is less needed, as two students there
(playing the role of the government and car manufacturer) have more knowledge on automated
vehicles. One of them is an ex-intern of an automation department of a car manufacturer, the other
graduated from Transportation and Planning.

Constructive dialogue in a workshop
Representatives of the four actors will have a dialogue in the workshop. First, some information

about self-driving cars is given to the participants. This will be similar to the introduction of the
guestionnaire. The next step is to warm-up by distributing points over the 8 values. This works the
same as in the questionnaire, but now multiple actors should come to consensus. In this first step the
negotiation starts.

In total three sessions are done. The test session is not taped. This session is used to check if the
method works.

Test session  Only dividing points 4 students / graduates Not taped, but analysed
with participants
Session 1 Dividing points and 4 students / graduates Taped and coded
specifying
Session 2 Dividing points and 4 students / graduates Taped and coded
specifying (more specific selection)

For the first and second session government officials and employees of the manufacturers were
contacted if they were willing to join the sessions. Several attempts are done, but no one was found
willing to join. Therefore, all sessions are done with students or recently graduated students.
Unfortunately makes this that the outcomes of the sessions are not valid because the students do
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not know the values of the organisations they represent. To increase the reality of the sessions
students with background information were found willing to join.

Together dividing points over the values (warm-up and common value profile)
The session starts with dividing the points of the 8 values. With this first step, the participants are

warmed up and a common value profile is created. This profile can be compared to the survey results
of the different participants.

Dividing the points can be done in different ways. In the sessions is tried to let the participants work
together without political or strategical moves. Therefore is chosen to let the participants in the
workshops figure out themselves how to come to consensus. Methods like one chip at the time per
actor brings in strategical elements, which are make the atmosphere less constructive. In the test
session is tried to let the actors figure out how to come to consensus. This let to good results. The
participants are asked to “divide 80 points over the 8 values”.

In the following two sessions every participant is given 10 chips to divide themselves. With the first
10 they give an indication about their standpoints. The participants are asked to underpin why they
divide the points as they did. Afterwards the group gets 80 chips to divide together. Here the
common value profile is created. A possible outcome of the workshops is that the four actors cannot
come to consensus. After this step the third sub-question can be answered: to what extent one
common value profile be created can in a dialogue?

Specifying the values to end-norms
In the second part of the session the values are specified to norms. The participants got an AO paper,

markers and some information about specifying. First the value with the most points will be
specified. Next values where in the first round most discussion was on are specified. The facilitator
and the participants choose which value these are. In the first session the participants are set in the
lead for specifying. In the second session the facilitator took the lead, as the first session made clear
more steering was needed. Due to time constrains not all values can be specified. After this step the
fourth research question can be answered: which value tensions become clear when the values are
specified to design input?

Workshop setting

figure 11-8: Set-up of the first specification setting. All participants indicate their preferences with another colour. Later the
blue chips are used to form a collective vision. The mobile phone records the session.
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Analysis of the data from the workshops

Both sessions are recorded and transcribed. As the sessions take long, the introductions and
anecdotes are not transcribed. How the chips are divided is photographed, just as the A0’s where the
specification is made on. As the participants in the workshops are not the real actors, but students
who play the roles the outcomes of the workshop are not valid. Therefore, the atmosphere is of
interest. As this is the first time the method is performed we would like to see if it works. The
method is compared with the criteria set in chapter 10.

Comparing the value profiles with the questionnaire

The first step of the analysis is to compare the value profiles with the questionnaire. This is done to
see if the students played their role well. Of course, the value profiles can differ, as they are different
people, and the standard deviation in the groups in the questionnaire is rather high. However, if the
outcomes are very different the workshops should be rejected. For each workshop the sum of the
absolute differences of the rank with the questionnaire are compared per actor (see equation 10). If
participants differ much from the questionnaire the D-score is higher. If one participant or one
workshop shows higher differences than the rest this workshop is rejected.

D= Z|Rankq — Ranky| (10)
Where:
D = Difference workshop and questionnaire
Rankq = Rank in the questionnaire
Ranky, = Rank in the workshop

Mostly discussed topics

The transcripts will be analysed on which topics is most discussion. To do so, the transcripts are
analysed on which topics most time is spend on. Most interest here is to the first part of the
workshop, where points need to be divided. Here all topics are important, whereas in the second
step we zoom in on one value. The outcomes of this analysis are compared to the results of the
questionnaire.

Criteria for a constructive dialogue
Secondly, is checked if the developed method is a constructive dialogue. We test the method on

three aspects mentioned in chapter 10: it should be ‘constructive’, it should be a ‘dialogue’ and it
should meet the ‘innovation specific criteria’. The ‘innovation specific criteria’ are inherently
connected with the method and therefore will be checked in the discussion. The other two are
explained here below.

For analysing the workshop on the criteria for the ‘dialogue’, we close coded the transcripts (Bryman
2012, p.569). This type of coding is used when proof for concepts need to be found in the transcripts.
These concepts are the aspects mentioned in chapter 10, in table 10-1. Here they are translated to
specific codes which need to be found in the transcripts. Not only criteria that make a dialogue, but
also the opposite is researched, as that is sometimes easier to find and then can be exclude that this
never occurred during the dialogue.
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11.3.

table 11-2: The codes used to close code the transcripts of the workshop. Based upon table 10-1.

Topic is set by participant

Question asked to other participant

Discussion with other participant

Respect Unresentful behavior
Respect for being different No respect for being different
Equality in the discussion Use of power position

Honest Un-honest answer

Open about their interests

Listen to each other Not listening to each other

Help each other in formulating arguments

Acceptable arguments Use of fallacies or discussion tricks

Constructive elements in the dialogue

These criteria are only for the dialogue. For the second aspect ‘constructive’ which is defined as
“aimed at influencing technological choice and design processes”. Closed coding is used (Bryman
2012, p.569)to analyse the transcripts. In the transcripts is searched for elements where the step
from values towards concrete technological changes are made. From this it can be seen if discussion
is aimed at influencing the design.

Tracing value judgements
Thirdly, is checked if we can find what Van de Poel (2013, p.265) describes in his paper on specifying

values to norms. He describes that specification “.... helps to trace more precisely the value
judgments and possible disagreements”. This is done by analysing the transcripts and comparing
them to the outcomes of the questionnaire.

Origin of different parts of the method

The method is constructed based upon insights from different other methods. In figure 11-9 the
method, with notes where different parts of it originate from, is summarised.

Overview of the method and where the steps originate from

VSD: empirical
investigations /{ Design literature

\(L' Questions Design flyer
Value research \)\/

New
based upon ECHO-framework
Questionnaire U

VvsD

/( Van de Poel (2013)
Specification

VSD
Van de Poel (2013)

)) Dividing points
New

figure 11-9: The method with the separate elements, with an indication where the aspects originate from. VSD is value
sensitive design.
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The basis of the method is Value Sensitive Design and more specific on the empirical investigations of
it (Friedman & Kahn 2002). Value sensitive methods in literature are often used and meant for one
expert group and one laymen group (the public, the consumer) (van de Poel 2013; Friedman et al.
2002). Often a facilitating party is involved. In this research however, two expert and two laymen
group are involved. Using multiple groups has been done before, for instance in Urban Sim (Friedman
et al. 2013, pp.68—71) but is not common to do. Due to these multiple actor setting a questionnaire
becomes attractive to get more insight in what different actors value. Besides this change to the VSD
method some aspects from other methods are used. In the interviews a method originated from
design and strategy (Osterwalder et al. 2014) is used. Based upon the same aspect as the
guestionnaire the workshop starts with dividing points. Where in VSD research the values and their
interpretations stay qualitative, here they are made quantitative. Of course, making values
guantitative does not totally respect the nature of values, but it gives a good indication and starting
point for discussion.
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12 Results

The last chapter explained the method (summarised in figure 12-2). In this chapter the results of the

investigations will be presented.

Research method in steps

1 Creation of a value profile per actor

Interviews Clustering the Scoring the values in a
to find norms statements to values guestionnaire
One common value Specification from
profile values to norms

figure 12-1: The investigation starts with creating a value profile for each of the four actors. This is done by extracting
different value from interviews and let the actors score them in a questionnaire. In the next step a workshop is organised

where one common value profile has to be created and the values need to be specified to norms.

12.1. Results step 1: finding a value profile per actor

The goal of this first step is to find a value profile for the four actors: the government, manufacturers,
consumers and other road users. This is done by interviewing them, clustering the statements from
the interviews to values and lettering 144 respondents score the 8 values from the clusters on their
relative importance. The different parts of this investigation will be discussed here below.

Interviews finding a longlist of norms

In total 6 interviews are done. Five to find the values and one to check if all values are found. In the
next paragraph is elaborated on the check interview. The interviews took between 30 minutes and
one hour. The semi-structured interviews contained a creative element which gave good results.

5 interviews
The five interviews are done with:

A consumer

A non-consumer

A senior policy advisor of Rijkswaterstaat (member of the governmental working group on
automated vehicles)

Two automated driving researcher of a large German car manufacturer (one on driving assist
systems, one on highly automated driving). This interview was done via the telephone.

Two members of the ITS team of the ANWB (NGO)

Upfront three test interviews are done, these are not analysed for the results. The five interviews are
coded, which resulted in 72 statements on automated vehicles. The transcripts of the interviews can
be found in appendix I, the list with all codes can be found in appendix K .

Insights in tensions from the questionnaires
Especially the questionnaire and the workshops are meant to find tensions, but in the interviews the

first tensions might also become clear.
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From the interviews a few aspects stand out. First, many interviewees name the same aspects.
Safety, less traffic jams and doing something else while driving are named very often. Each of the
participants names these and states all these aspects are important. When is asked to rank them,
people often find this difficult. The ANWB also names these aspects, but comes up with many more.
They also value equality in investments, privacy or an automated vehicle accessible for everyone.
Where consumers and other road users many name superficial aspects the ANWB goes one step
deeper. Although everyone names an improved traffic flow, the manufacturer explains they cannot
be held responsible for improving the traffic flow on their own.

What further can be seen is that groups show empathy for others. The non-consumer indicates that
he wants automated vehicles to be stimulated, although he not got one himself. The consumer
indicates that safety of others is one of the most important aspects of automated vehicles.

Creative element in the interviews
The interviews where semi-structured and contained a creative element. The start of the interviews

(the questions and asking “why?”) are normally used in other studies (Oppenhuisen & Sikkel 2000;
van de Poel 2013; Meijdam 2015). The creative element (designing a flyer for your ideal automated
vehicle) originates from design literature and is unique for value studies.

The creative element worked good in some situations and less in others. Especially the consumer,
non-consumer and the government could express themselves better and came up with new values.
The flyer also gave a first insight in the ranking of values per person. Downsides is that some people
hesitate when they need to design something and feel more comfortable when questions are asked.
The A4 paper with starting points is often used by the participants.

It seems that the creative part can be used in value research, especially in longer interviews where
more time is available to warm up participants for a creative part. Besides this, it has most potential
for VSD research, as this is used for new technologies. Probably the method works less for value
research for current products or situations, as than imagination is less of importance.

Clusters: eight values are found

The researcher and 3 experts clustered the 72 normative statements to 7 values. After the clustering
the values are compared with literature in order to see if these values could also be found in
literature. From literature one extra value is added.

7 values from interviews, 1 extra from literature

From the interviews 72 statements (both values and norms) are collected. These 72 statements are
clustered to 7 values. In this session three experts first clustered the statements on their own,
whereafter the experts and the researcher combined the insights to one clustering. The researcher
had the final voice in clustering and finished the value clusters. The values are summed up in table
12-1.

A few statements from the interviews are not taken into account in the clusters. In total 9 statements

are left out: 3 of them were not specific enough, 2 were on the process of the innovation and not on
the form of automated vehicles (van de Poel 2013, p.263) and the other 5 were not clear enough, not
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relevant for level 3, not on automated vehicles or a requirement instead of a value or norm. In the
appendix K the statements which are left out and reasons for that are summed up.

table 12-1: The 8 values used in this research. The first 7 are derived from the interviews and clustering. The 8" value
(security) was several times explicitly mentioned in literature and therefore added.

Value Definition In literature*

Spending time differently The driver can do something else while A
driving.

Safety Less and less serious accidents A B, C

Higher traffic flow Faster and with less emission from A to B A B,C

Liability There is clear regulation and the driver is not A B, C
liable when the system is on.

Accessible for everyone Every group in society (also novice drivers or C
elderly) can understand and driver automated
vehicles.

Self-determination The driver, and no other party, can decide on B

the speed, route and data use.

Equality All road users should benefit from the B
introduction of automated vehicles, or their
position should remain the same.

Security Automated vehicles are harder to be hacked, A C
misused or stolen (both data and the vehicle).

* A: Freadich and Lenz (2014) researched reactions under news websites in Germany (from Bild to the Stiddeutsche
Zeitung). Reactions are clustered in clusters made by the researchers. B: Howard and Dai (2014) 107 likely adopters in
Berkley, clusters made by the researchers. C: KPMG (2012; 2013) have made a consultancy report on automated vehicles
and cluster the advantages.

Studies used to check the value clusters
To check if the clusters make sense, the clusters are compared to literature. There are several studies

where ‘aspects’ or ‘features’ of automated vehicles are researched. The studies are hard to compare,
as mostly level 5 is researched and the ‘aspects’ they use have no empirical or theoretical ground.
Still, all 7 clusters can be found in literature. However, an eight cluster was also mentioned often in
literature: security. This aspect is not mentioned in the interviews, but is often named in literature
(Schoettle & Sivak 2014; Kyriakidis et al. 2015; Tech Times 2015; Wilmink et al. 2014).

Value profiles: questionnaire to 144 Respondents

After the clusters are made a questionnaire is sent to representatives of the four actor groups. 144
respondents filled in the questionnaire. They concluded that safety is the most important value. The
value profiles of the groups show differences. Also striking is the high standard deviation in the
groups.

Type of respondents: young, higher educated with a technical background
144 respondents filled in the questionnaire. The first respondent filled in the questionnaire on 17 of

September 2015 and the last the 19" of November 2015. How the respondents are distributed over
the four actor groups, age groups and online and offline survey is shown in figure 12-2.
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Amount of responses per:

Actor group Age group Online / offline
Manufacturers 7
offine [ 25
Government 9
Other road
70
user
online [N 110
Consumer 58 S S S S S S &
. , , , , LS
P& E

figure 12-2: The questionnaire is mainly filled in by customers and other road users, mostly online and the there is a large
share of people in the age range between 21 and 30. As the questionnaire is distributed via friends and family there will
probably be a bias to higher educated people living in the province of South-Holland in the Netherlands.

Online questionnaire
The online questionnaires for the public (other road user and consumer) are distributed via friends,

family, and Facebook. As e-mails are forwarded and Facebook is used as medium the response rate
cannot be calculated. Due to the distribution method the sample will contain a bias to higher
educated people living in South-Holland with a technical background. As a result of these biases and
the relative small amount of people having filled in the questionnaire the survey is not
representative. However, it gives a good indication and enough respondents to test the method.

The questionnaire for the government and manufacturer are more targeted. Government officials
who filled in the questionnaires work on policies of self-driving vehicles at Rijkswaterstaat, the
ministry of I&M, RDW or a province. The car manufacturers are manufacturers from America,
Germany, Sweden and Japan. All of them work in the research and development departments on a
form of vehicle automation.

Offline questionnaire
Next to the online questionnaire an offline version is used. At the Back to the future festival of

Connekt 25 participants are asked to distribute points over the 8 values. This festival was chosen as
many government officials would be here.

figure 12-3: An example of the filled in offline questionnaire.

/142 /



Quantitative value profiles per actor
As explained in the method chapter, the sum of the points is not scientifically correct to use, as the

data is ordinal (no scale and no zero point). Still, the absolute data is easier to interpret than the
ranks. Therefore both the rankings (ordinal data, to draw conclusion upon) and the averages scores
per group (insightful, but scientific not correct) are shown in figure 12-4.

Preference for the values: absolute (top) and their rank (bottom)
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figure 12-4: The two graphs show the results of the constant sum question. The graph above shows the average amount of
points given per value per actor group. The bottom graph shows the average rank per actor. The same results are presented
in another way in figure 12-5 on page 145.

Differences in value profile
What can be observed from bottom graph of figure 12-4 is that safety is found the most important

aspect of self-driving vehicles. All 4 actors acknowledge this. Other studies also find safety as most
mentioned aspect (Fraedrich & Lenz 2014; Howard & Dai 2014; Casley et al. 2013). However,
manufacturers find this aspect somewhat less important than the other actors. Security and traffic
flow are the two second most important aspects. These three mentioned aspects all lead to a benefit
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for all users: a system optimum. However, the car manufacturer is less interested in optimising traffic
flow than the others. They indicate that if you could do something else while driving the time is not
of importance, or that this is not possible to realise by one manufacturer®.

Spending time differently is found important by the user, the government and the car manufacturer,
but less by the other road user. This is logical, as other road users do not experience any benefits of
this aspect. However, the amount of points they give is not zero. The other road users indicate that in
the future they also might like to buy a self-driving vehicle and that they see economic benefits. The
economic aspect is also mentioned by the government. Earlier research of Fraedrich and Lenz (2014)
shows that people not only find aspects which have benefits for themselves important for future
automated vehicles. They have some sort of altruism.

It seems that the four aspects on the right are less important than the left four. It can be seen that
especially the car manufacturers likes to have a clearly arranged liability, cars accessible for everyone
and a high self-determination for the driver. The definition of liability in this study is that the liability
is not with the driver in case of an accident when the system is on. Google, Mercedes and Volvo,
among others, stated they are liable if the system fails. The CEO of Volvo explained to “accept full
liability whenever one if its cars is in autonomous mode” (Gorzenlany 2015, p.1). The other three
actors see liability also as an important value, some indicate that this is a “boundary condition for
market introduction”.

Accessible cars for everyone is found important by manufacturers, probably as they can sell cars if
more people are able to use them. The other actors score this aspect slightly less. Self-determination
is found important by all actors, except for the government. The other three actors however find self-
determination of the driver important for different reasons. Some consumers and manufacturers
explain they always want to let the driver be in charge of the vehicle as driving can be fun. Others
name data ownership and privacy as important aspects of self-determination. This aspect is only
mentioned a few times in the underpinning of the choices in the questionnaire. McKinsey (2015, pp.6
& 17) concluded from an international questionnaire that “only a quarter of customers categorically
refuse to let OEMs use their driving data.” Other road users describe that they do not trust the
computers and therefore the driver should always be in charge. It seems that value of self-
determination had to be split-up to give more clarification. This is done in the second workshop.

Equality in investments is only found important by the other road users. Logical, as they do not
experience many benefits of, for instance, subsidies on automated vehicles. However, also other
road users explain that if automated vehicles have societal benefits they might be subsidised. Yet,
they do not want that the luxury of automated vehicles is subsidised instead of the system, as now
happens for electric vehicles according to some of the respondents.

An overview of the value rankings can be found in figure 12-6.

“® This is not only indicated in the questionnaire, but also in the interview.
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Relative importance of the values
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figure 12-5: Relative importance of the values per actor. The same values have the same colours. After the actor names the
amount of respondents of the questionnaire are mentioned. The number behind the value name is the average rank for the
stakeholder group.

Time spent different, safety, traffic flow and self-determination lead to most discussion
In figure 12-6 the results from the questionnaire are schematically shown. The position indicates the

importance, the colour the level standard deviation. From the questionnaires (and also the sessions)
it can be concluded that safety is the most important value. Followed by security and traffic flow. The
time spend different and liability are next. An accessible car for everyone, self-determination and
equality of investments are the least important.

It can be seen that most disagreement is on spending time differently. Here especially the non-users
and government are on one side, the car manufacturer and users on the other. Traffic flow is found
important by the government and the public and less by the car manufacturers. For safety the car
manufacturers find this less important than the other three actors. Self-determination is found
important by car manufacturers, somewhat less by the public, and unimportant by the government.
Interesting are points which manufacturers or the government do not find important, but are valued
by others. These points are most likely to get less attention, as Timmer & Kool (2014) explain that the
public is not involved at this moment. The aspects where this tension arises are: traffic flow (by the
manufacturers), self-determination (by the government) and to a lesser extent safety (by
manufactures). The position of safety is debatable here as many manufacturers state in the press
that they find this important (Gorzenlany 2015; Google 2015a). A high in-group standard deviation
indicates that not all manufacturers agree (see table 12-3).
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Values ranked on importance, the colors indicate the amount discussion
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figure 12-6: The position of the value indicate the average importance, the colour indicates the standard deviation between
the averages of the ranks of the groups in the questionnaire. This shows the amount of disagreement between the groups.

Liability

Difference in the groups is higher than between the groups
In order to see if a group has a unambiguous opinion the standard deviation of the groups are

investigated. If the standard deviations of the ranks in the group are compared it can be seen that
these are higher than the differences per actor group (see table 12-2). The differences in the group
are even higher than the differences between the groups.

table 12-2: the average standard deviations for the 8 “values’ per actor group.

Standard deviation Standard deviation

absolute [point] rank [rank]
Consumer 6,5 1,8
Other road user 5,8 1,8
Government 6,1 1,5
Manufacturers 7,8 1,9

This does not imply that there are no differences between the groups, just that in the groups there
are larger differences. There can be several reasons why this is larger. First, the opinions in the group
can differ. Secondly, this high standard deviation could also mean that people answered the
questionnaire while having a different interpretation of the values (as Fraedrich & Lenz 2014
explain). A third option is that the values are misinterpreted. This would mean that the questionnaire
would not be valid. This last aspect is checked by investigating the standard deviations per value.
These are shown in table 12-3. If the definitions are unclear the standard deviations on this value
would be high. Easier values to grasp as spending time different, safety or security and harder
definitions as self-determination or equality do not underpin this conjecture. For instance spending
time differently is a very clear definition, which has a high standard deviation. So, probably the
people in the groups have different opinions about values. Nevertheless, that some people
understood the definitions in another way can still be the case.

/146 /



table 12-3: Standard deviations for the ranks per aspect per actor.
The top 10 is indicated dark blue the numbers 11-20 a little lighter.

Consumer Otherroad Government Car Whole
user manufacturer sample
2,3 2,0 1,9 1,9 2,3

Spending time different

Safety 1,2 0,9 0,4 2,2 1,0
Security 1,6 1,8 1,9 2,0 1,8
Traffic flow 1,9 1,7 1,8 1,8 1,8
Liability 1,8 2,0 1,9 1,5 1,9
Accessible for everyone 1,9 1,8 1,4 1,7 1,8
Self-determination 1,9 1,9 1,3 2,8 2,0
Equality 1,7 2,1 1,7 1,2 1,9

Quality checks on by checking the qualitative data
Other quality checks are done by means of the qualitative data. These checks are done to see if the

respondents understood the questionnaire The data of the last question of the survey, where people
indicate why they made this distribution and the ‘any comments?’ data are analysed.

After filling in the constant sum problem the respondents are asked why they scored the two highest
values the highest and the two lowest the lowest. With this information it can be seen if people
understood the values and filled the questionnaire in as it was meant. There are a few points of
discussion for the questionnaire:

Clear survey The respondents often indicated in the “any comments?”-box that they liked the
survey set-up, that it was short and that the movie gave a clear explanation about
what was asked. Only few negative points where expressed, but the ones that were
mentioned are that the constant sum question is hard to answer and that it was hard
to picture yourself as another road user.

Ambiguous The value self-determination has many aspects, of which some might contradict, as

defined values already is indicated in the previous paragraph. Privacy, data ownership, fun of
driving and distrust of the automating system are mixed up in this value according to
the qualitative data. In one of the offline questionnaires was indicated that perhaps
traffic flow would have gotten more points if sustainability was more clear available.
As this aspect was only once mentioned in the interviews this was seen as a small

aspect.
Taking some The intention by which people fill in the questionnaire differs. In the offline
aspects for questionnaire someone explained not to give safety points as he expected this to be
granted arranged before market introduction. In a large expert meeting this problem was

also mentioned (Alkim & Veenis 2015, p.33). However, it was the intention of the
questionnaire to also capture these aspects. This specific questionnaire was taken
out and the qualitative data is scanned if more people filled in the questionnaire
with this intention. None were found, however, not all people indicated why they
scored an aspect as they did.

People The government officials and the manufacturers are explicitly asked to fill in the
representing questionnaire according to what their companies would fill in. However, probably
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organisation personal opinions are mixed with their corporate or institutional opinions. One
respondent indicated explicit that it was his view, not the one of his company. His
survey is interpreted as one of a consumer.

It seems that setting up a questionnaire to score values is a delicate task. Especially the definition of
the values and explaining with which intentions the questionnaire should be filled in is hard to
explain to respondents. Both have gotten much attention, but still can be improved.

Findings based on the different value profiles

With the results of the questionnaires and the interviews in hand some first findings can be
extracted. What should be kept in mind is that the sample is small, which makes it hard to draw
conclusions.

Large differences in groups

The first thing that is striking is that the standard deviations in group are rather high. This indicates
that within a group different opinions are present. For manufacturers these might be different
brands with different visions, for the government (where the standard deviations on the ranks are
the lowest, but still 1,5 rank) this could indicate that different institution find different aspect
important. For the public this shows that there is normative diversity (Verhoeffen & Kupper 2014)
among the public. This means that there are different people with different viewpoints. It might be
interesting to research if different groups within the groups can be found. The Q-methodology
(Brown 2000) can be used to differentiate the groups and create personas. Another reason for a high
standard deviation are different interpretations of values. Yet, the standard deviations contradict
this.

Conflicting value profiles

Secondly, the value profiles of the different actors do not differ much. At maximum 2 ranks
difference. However, there are two stri