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LGM3A 2024 Chairs’ Welcome

On behalf of the organizing committee, it is our distinct pleasure to extend a warm welcome to the
LGM3A Workshop. As Chairs of this conference, we are delighted to bring together a community of
scholars, researchers, and professionals from diverse backgrounds, all driven by a shared passion for
advancing the frontiers of knowledge in our field.

This workshop aims to explore the potential of large generative models to revolutionize the way we
interact with multimodal information. A Large Language Model (LLM) represents a sophisticated form
of artificial intelligence engineered to comprehend and produce natural language text, exemplified by
technologies such as GPT, LLaMA, Flan-T5, ChatGLM, and Qwen, etc. These models undergo training
on extensive text datasets, exhibiting commendable attributes including robust language generation,
zero-shot transfer capabilities, and In-Context Learning (ICL). With the surge in multimodal content—
encompassing images, videos, audio, and 3D models—over the recent period, Large MultiModal
Models (LMMs) have seen significant enhancements. These improvements enable the augmentation of
conventional LLMs to accommodate multimodal inputs or outputs, as seen in BLIP, Flamingo,
KOSMOS, LLaVA, Gemini, GPT-4, etc. Concurrently, certain research initiatives have delved into
generating specific modalities, with Kosmos2 and MiniGPT-5 focusing on image generation, and
SpeechGPT on speech production. There are also endeavors to integrate LLMs with external tools to
achieve a near ‘any-to-any’ multimodal comprehension and generation capacity, illustrated by projects
like Visual-ChatGPT, ViperGPT, MMREACT, HuggingGPT, and AudioGPT. Collectively, these models,
spanning not only text and image generation but also other modalities, are referred to as large
generative models.

This workshop will provide an opportunity for researchers, practitioners, and industry professionals to
explore the latest trends and best practices in the field of multimodal applications of large generative
models. We also remark that the submissions are not limited to the use of such models. The workshop
will also focus on exploring the challenges and opportunities of integrating large language models
with other AI technologies such as computer vision and speech recognition. Additionally, the
workshop will provide a platform for participants to present their research, share their experiences,
and discuss potential collaborations.

We extend our sincere thanks to the members of the organizing committee, whose dedication and
tireless efforts have brought this event to fruition. With their help, we have assembled 5 strong papers
and 2 invited talks that will be presented at the conference. This is around 50% acceptance rate for
regular papers. We also express our gratitude to our sponsors and partners for their invaluable support
in making this conference possible.

Welcome to the LGM®A Workshop, and let us collectively chart the path to new horizons in
multimodal applications and large generative models.

Shihao Xu
Huawei Singapore Research
Center

Andy Khong
Nanyang Technological
University

Chen Cai
Huawei Singapore Research
Center

Yiyang Luo
Huawei Singapore Research
Center

Zheng Wang
Huawei Singapore Research
Center

Wei Shi
Huawei Singapore Research
Center

Justin Dauwels

Delft University of Technology

Qiangian Chen
Huawei Singapore Research
Center

Tat-Seng Chua
National University of
Singapore
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Abstract

This workshop aims to explore the potential of large generative
models to revolutionize how we interact with multimodal infor-
mation. A Large Language Model (LLM) represents a sophisticated
form of artificial intelligence engineered to comprehend and pro-
duce natural language text, exemplified by technologies such as
GPT, LLaMA, Flan-T5, ChatGLM, Qwen, etc. These models undergo
training on extensive text datasets, exhibiting commendable at-
tributes including robust language generation, zero-shot transfer
capabilities, and In-Context Learning (ICL). With the surge in mul-
timodal content—encompassing images, videos, audio, and 3D mod-
els—over the recent period, Large MultiModal Models (LMMs) have
seen significant enhancements. These improvements enable the
augmentation of conventional LLMs to accommodate multimodal
inputs or outputs, as seen in BLIP, Flamingo, KOSMOS, LLaVA,
Gemini, GPT-4, etc. Concurrently, certain research initiatives have
developed specific modalities, with Kosmos2 and MiniGPT-5 focus-
ing on image generation, and SpeechGPT on speech production.
There are also endeavors to integrate LLMs with external tools
to achieve a near “any-to-any” multimodal comprehension and
generation capacity, illustrated by projects like Visual-ChatGPT,
ViperGPT, MMREACT, HuggingGPT, and AudioGPT. Collectively,
these models, spanning not only text and image generation but
also other modalities, are referred to as large generative models.
This workshop will allow researchers, practitioners, and industry
professionals to explore the latest trends and best practices in the
multimodal applications of large generative models.
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1 Introduction

The cross-modal generation has achieved significant progress in
recent years. With a combination of multiple modalities (e.g., im-
age, text, audio, etc.), multimodal methods achieve state-of-the-art
performance not only on the cross-modality tasks, but also on
the vision and NLP tasks. However, how to combine the current
large pretraining models with the multimodal data to improve the
performance of the user-engaged tasks is still to be explored.

The workshop’s focus on multimodal generation and analysis,
and the integration of different forms of multimedia information, is
a topic of interest for a wide range of communities, including com-
puter vision, multimedia, artificial intelligence, human-computer
interaction, and others. Multimodal applications on large generative
models have many potentials uses in various scenarios including
visual question answering, text-to-image synthesis, speech-to-text
synthesis and data augmentation which could interest many IT
companies such as Google, Microsoft, TikTok, Baidu, Alibaba, Ten-
cent, etc. In summary, the 2nd Workshop on Large Generative
Model Meets Multimodal Applications workshop is relevant to the
ACM Multimedia community, it addresses a critical area of research
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within natural language understanding and computer vision, mak-
ing it an important and timely event for researchers, practitioners,
and students in the field.

2 Scope and Topics of The Workshops

The workshop will cover a wide range of topics including but not
limited to:

Multimodal content creation

Multimodal data analysis and understanding
Multimodal question answering

Multimodal information retrieval

Multimodal recommendation

Multimodal summarization and text generation
Multimodal conversational agents

Multimodal machine translation

Multimodal fusion and integration of information
Multimodal applications/pipelines

Multimodal systems management and indexing

The workshop will also focus on exploring the challenges and
opportunities of integrating large language models with other Al
technologies such as computer vision and speech recognition. It
provides a platform for participants to present their research, share
their experiences and discuss potential collaborations.

3 Relationship to previous workshops

The first LGM3A workshop was held successfully at ACM MM
2023 [2], with about 20 submissions and 8 high-quality papers ac-
cepted. We also invited three keynote speakers: Prof. Ziwei Liu,
Prof. Boyang Li, and Prof. Zheng Shou to give talks, attracting many
researchers to the workshop. The workshop on multimodal appli-
cations of large language models offers a unique perspective on the
combination of language, vision, and audio and their applications.
It provides a platform for presenting cutting-edge research and
discussing future directions in this emerging field.

4 participants and invited speakers

Ziwei Liu

Affiliation: Nanyang Technological University

Biography: Ziwei Liu is currently a Nanyang Assistant Professor
at Nanyang Technological University, Singapore. His research re-
volves around computer vision, machine learning and computer
graphics. He has published extensively on top-tier conferences and
journals in relevant fields, including CVPR, ICCV, ECCV, NeurIPS,
ICLR, ICML, TPAMI, TOG and Nature - Machine Intelligence. He is
the recipient of Microsoft Young Fellowship, Hong Kong PhD Fel-
lowship, ICCV Young Researcher Award, HKSTP Best Paper Award
and WAIC Yunfan Award. He serves as an Area Chair of CVPR,
ICCV, NeurIPS and ICLR, as well as an Associate Editor of IJCV.

Zheng Shou

Affiliation: National University of Singapore

Biography: Zheng Shou is a tenure-track Assistant Professor at
National University of Singapore. He was a Research Scientist at
Facebook Al in Bay Area. He obtained his Ph.D. degree at Columbia
University in the City of New York, working with Prof. Shih-Fu

Shihao Xu et al.

Chang. He was awarded Wei Family Private Foundation Fellowship.
He received the best paper finalist at CVPR’22, the best student
paper nomination at CVPR’17. His team won the 1st place in the
international challenges including ActivityNet 2017, Ego4D 2022,
EPIC-Kitchens 2022. He is a Fellow of National Research Foundation
(NRF) Singapore. He is on the Forbes 30 Under 30 Asia list.

5 Workshop Organizers

Shihao Xu is a Research Scientist at Huawei Singapore Research
Center, a multimodal search and recommendation lab. His cur-
rent research interests and works fill in multimodal applications
including sports video representations, user intention generation,
multimodal geometry problem solving, and multimodal prompting.
He received his PhD degree in Nanyang Technological University in
2022, advised by Prof. Justin Dauwels and Prof. Andy Khong. He re-
ceived his Master’s degree from Nanyang Technological University
and Bachelor’s degree from Harbin Institute of Technology. During
his Ph.D., he was working on the audio-visual understanding of
human behaviors.

Yiyang Luo is currently a Multimodal Search Algorithm Engi-
neer at Huawei Singapore Research Centre, Multimodal Search
and Recommendation Lab. He received his Master’s degree from
Nanyang Technological University and his Bachelor’s degree from
the Chinese University of Hong Kong. His research interests include
multimodal deep learning and prompt engineering.

Justin Dauwels starts in January 2021 as an Associate Professor
at TU Delft. Before this, he was an Associate Professor with the
School of Electrical Electronic Engineering at Nanyang Techno-
logical University (NTU), Singapore. He obtained a PhD degree
in electrical engineering at the Swiss Polytechnical Institute of
Technology (ETH) in Zurich in December 2005. Next, from 2006-to
2007 he was a postdoc at the RIKEN Brain Science Institute, Japan
(Prof. Shunichi Amari and Prof. Andrzej Cichocki), and a research
scientist during 2008-2010 in the Stochastic Systems Group (SSG) at
the Massachusetts Institute of Technology (MIT), led by Prof. Alan
Willsky. His research interests are in data analytics with applica-
tions to intelligent transportation systems, autonomous systems,
and analysis of human behavior and physiology. He obtained his
PhD degree in electrical engineering at the Swiss Polytechnical In-
stitute of Technology (ETH) in Zurich in December 2005. Moreover,
he was a postdoctoral fellow at the RIKEN Brain Science Institute
(2006-2007) and a research scientist at the Massachusetts Institute
of Technology (2008-2010). He has been elected as an IEEE SPS
2024 Distinguished Lecturer. He has been a JSPS postdoctoral fel-
low (2007), a BAEF fellow (2008), a Henri-Benedictus Fellow of the
King Baudouin Foundation (2008), and a JSPS invited fellow (2010,
2011). He served as Chairman of the IEEE CIS Chapter in Singa-
pore from 2018 to 2020. He served as Associate Editor of the IEEE
Transactions on Signal Processing (2018 - 2023), Associate Editor
of the Elsevier journal Signal Processing (since 2021), member of
the Editorial Advisory Board of the International Journal of Neural
Systems, and organizer of IEEE conferences and special sessions.
He was also Elected Member of the IEEE Signal Processing Theory
and Methods Technical Committee and IEEE Biomedical Signal
Processing Technical Committee (2018-2023).
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Andy Khong is currently an Associate Professor in the School of
Electrical and Electronic Engineering, at Nanyang Technological
University, Singapore. Before that, he obtained his Ph.D. ('02-°05)
from the Department of Electrical and Electronic Engineering, Im-
perial College London, after which he also served as a research
associate ('05-°08) in the same department. He obtained his B.Eng.
(’98-°02) at Nanyang Technological University in Singapore. His
postdoctoral research involved the development of signal process-
ing algorithms for vehicle destination inference as well as the design
and implementation of acoustic array and seismic fusion algorithms
for perimeter security systems. His Ph.D. research was mainly on
partial-update and selective-tap adaptive algorithms with appli-
cations to mono- and multi-channel acoustic echo cancellation
for hands-free telephony. He has also published works on speech
enhancement, multi-channel microphone array, and blind deconvo-
lution algorithms. His other research interests include education
data mining, and machine learning applied to education data. Andy
currently serves as an Associate Editor for the IEEE Trans. Audio,
Speech and Language Processing and the Journal of Multidimen-
sional Systems and Signal Processing (Springer). He was a visiting
professor at UTUC in 2012 under the Tan Chin Tuan Fellowship.
He is the author and co-author of two papers awarded the “Best
Student Paper Awards” and is a recipient of the Junior Chambers
International “Ten Outstanding Young Persons Honor Award 2011”
and the Institute of Singapore “Prestigious Engineering Achieve-
ment Award 2012” He was awarded the Nanyang Education Award
and the Educator of the Year Award in 2022.

Zheng Wang is currently a Principal Researcher and Huawei Top-
Minds at Huawei Singapore Research Center. His current research
interest focuses on multimodal content generation and search. Be-
fore that, he received his PhD degree at the School of Computer
Science and Engineering, Nanyang Technological University in
2022, advised by Prof. Cheng Long and Prof. Gao Cong. He received
his Master’s degree from the Department of Computer Science,
the University of Hong Kong in 2018, and his Bachelor’s degree
from the School of Computer Science and Technology (Elite Class),
Shandong University in 2016. Up to now, he has published over 20
papers in top conferences and journals, including SIGMOD, VLDB,
ICDE, KDD, WWW, ACL, AAAI and TKDE. Among them, his work
MMQS [1] has been transferred to products, which indicates its
significant impacts on both industry and academia. His research
has been recognized by many prestigious awards, including Nomi-
nated Schmidt Science Fellows in 2023, World Artificial Intelligence
Conference (WAIC) Yunfan Award Finalist in 2022, Google PhD Fel-
lowship (sole winner from Asia in Database Management) in 2021,
and AISG PhD Fellowship in 2021 (one of top three NTU awardees).
He is also nominated for the NTU Best Thesis Award 2023 (under
evaluation). He serves as a PC member (reviewer) for some top-tier
conferences and journals, including KDD, NeurIPS, AAAI, CIKM,
OSDI (Reproducibility), ATC (Reproducibility), DASFAA and TKDE.

Qianqian Chen is currently a Multimodal Search Algorithm Engi-
neer at Huawei Singapore Research Centre, Multimodal Search and
Recommendation Lab. She received her MSc Degree from Nanyang
Technological University and his BSc Degree from Central South
University. Her research interests include multimodal deep learning
and prompt engineering.
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Chen Cai is currently a Multimodal Search Algorithm Engineer at
Huawei Singapore Research Centre, Multimodal Search and Recom-
mendation Lab. He received his PhD Degree from Nanyang Techno-
logical University. His research interests include multimodal deep
learning and prompt engineering.

Wei Shi is currently head of multimodal search team at Huawei
Singapore Research Center. He received his PhD degree at Depart-
ment of Computer Science and Technology, Tsinghua University
in 2015. His research interests are broadly in multimodal search,
vision-language alignment, and big data systems.

Tat-Seng Chua is the KITHCT Chair Professor at the School of
Computing, National University of Singapore (NUS). He is also the
Distinguished Visiting Professor of Tsinghua University, the Visit-
ing Pao Yue-Kong Chair Professor of Zhejiang University, and the
Distinguished Visiting Professor of Sichuan University. Dr. Chua
was the Founding Dean of the School of Computing from 1998-2000.
His main research interests include unstructured data analytics,
video analytics, conversational search and recommendation, and
robust and trustable Al He is the Co-Director of NExT, a joint
research Center between NUS and Tsinghua University, and Sea-
NExT, a joint Lab between Sea Group and NEXT. Dr. Chua is the
recipient of the 2015 ACM SIGMM Achievements Award, and the
winner of the 2022 NUS Research Recognition Award. He is the
Chair of steering committee of Multimedia Modeling (MMM) con-
ference series, and ACM International Conference on Multimedia
Retrieval (ICMR) (2015-2018). He is the General Co-Chair of ACM
Multimedia 2005, ACM SIGIR 2008, ACM Web Science 2015, ACM
MM-Asia 2020, and the upcoming ACM conferences on WSDM
2023 and TheWebConf 2024. He serves in the editorial boards of
three international journals. Dr. Chua is the co-Founder of two
technology startup companies in Singapore. He holds a PhD from
the University of Leeds, UK.

6 Program Committee

We appreciate the reviewers’ efforts and would like to thank the
members of the PC for their valuable support: Jieer Ouyang (Huawei
Singapore Research Center), Bingzheng Gan (Huawei Singapore
Research Center), Tianyi Zhang (Huawei Singapore Research Cen-
ter), Teo Shu Xian (Huawei Singapore Research Center)

7 Workshop Statistics

We would like to thank the ACM MM’24 conference organizers
for agreeing to host our workshop and for their support, and all
reviewers for their time and helpful contributions. The workshop
in its first edition attracted 10 submissions, where 5 were accepted
for publication. In addition, we invite three keynote speakers to
present their original research in this field.
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ABSTRACT

Generating photorealistic and controllable visual contents has
been a long-pursuing goal of artificial intelligence (AI), with
extensive real-world applications. It is also at the core of
embodied intelligence. In this talk, I will discuss our work in Al-
driven visual context generation of humans [1, 2], objects [3] and
scenes [4], with an emphasis on combining the power of neural
rendering with large multimodal foundation models [5]. Our
generative Al framework has shown its effectiveness and
generalizability on a wide range of tasks.
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« Computing Methodologies — Artificial Intelligence —
Computer Vision

Author Keywords
Computer vision; deep learning; generative Al; multimodal
learning; foundation models

BIOGRAPHY

Prof. Ziwei Liu is currently a Nanyang Assistant Professor at
Nanyang Technological University, Singapore. His research
revolves around computer vision, machine learning and
computer graphics. He has published extensively on top-tier
conferences and journals in relevant fields, including CVPR,
ICCV, ECCV, NeurlPS, ICLR, SIGGRAPH, TPAMI, TOG and
Nature - Machine Intelligence, with around 30,000 citations. He is
the recipient of Microsoft Young Fellowship, Hong Kong PhD
Fellowship, ICCV Young Researcher Award, HKSTP Best Paper
Award, CVPR Best Paper Award Candidate, WAIC Yunfan
Award and ICBS Frontiers of Science Award. He has won the
championship in major computer vision competitions, including
DAVIS Video Segmentation Challenge 2017, MSCOCO Instance
Segmentation Challenge 2018, FAIR Self-Supervision Challenge
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2019, Video Virtual Try-on Challenge 2020 and Computer Vision
in the Wild Challenge 2022. He is also the lead contributor of
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ABSTRACT

Exciting progress has been made in multimodal video
intelligence, including both understanding and generation, these
two pillars in video. Despite being promising, several key
challenges still remain. In this talk, I will introduce our attempts
to address some of them. (1) For understanding, I will share All-
in-one, which employs one single unified network for efficient
video-language modeling, and EgoVLP, which is the first video-
language pre-trained model for egocentric video. (2) For
generation, I will introduce our study of efficient video diffusion
models (i.e., Tune-A-Video, 4K GitHub stars). (3) Finally, I would
like to discuss our recent exploration, Show-o, one single LLM
that unifies multimodal understanding and generation.
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Abstract

Current diffusion models can generate photorealistic images from
text prompts but often struggle to correctly associate the attributes
mentioned in the text with the appropriate objects in the image.
To address this issue, we propose focused cross-attention (FCA),
which controls visual attention maps using syntactic constraints
from the input sentence. Additionally, the syntactic structure of
the prompt aids in disentangling the multimodal CLIP embeddings
commonly used in text-to-image (T2I) generation. The resulting
DisCLIP embeddings and FCA can be easily integrated into state-of-
the-art diffusion models without requiring additional training. We
demonstrate significant improvements in T2I generation, particu-
larly in the accurate binding of attributes to objects, across multiple
datasets.
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1 Introduction

Text-to-image synthesis (T2I) refers to the process of generating
visual content based on textual input, with the goal of creating real-
istic images that accurately match the provided descriptions. Recent
advances in this field are mainly attributed to the introduction of
large-scale diffusion models trained on millions of text-image pairs,
such as DALL-E 2 [15], GLIDE [12], Imagen [19], and open-source
models like Stable Diffusion [18]. While these models produce high-
quality, photorealistic images, their performance declines when
multiple objects are mentioned in the textual prompts due to incor-
rect attribute-to-object binding [3, 15, 17, 19]. These models often
associate objects with their most common attributes; for example,
given the prompt "a golden car and a red watch," the model might
generate a golden watch and a red car. Additionally, they can spread
an attribute’s influence across multiple objects (attribute leakage).
For instance, the prompt "a golden ingot and fish" might result in a
goldfish and a golden ingot [17].

To address the issue of incorrect binding between objects and
their attributes, we propose two components that leverage the syn-
tactic structure of text prompts and integrate them into diffusion-

based models without requiring additional training. The term "training-

free" refers to the use of pre-trained diffusion models on large-scale
data, as commonly done in the literature. The first component, fo-
cused cross-attention (FCA), constrains the visual attention maps
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using the syntactic structure found in the input sentence. FCA en-
sures that the attention given to attributes is restricted to the same
spatial locations as their corresponding objects. The second com-
ponent uses the syntactic structure to disentangle the multimodal
prompt embeddings commonly used in T2I generation. We intro-
duce a novel encoding called disentangled CLIP (DisCLIP), which
relies on a syntax parser to generate a constituency tree from the
sentence, mitigating the entanglement issues observed with tradi-
tional CLIP encodings. Both FCA and DisCLIP lead to improved
attribute binding and a reduction in attribute leakage. An additional
benefit is their easy integration into any diffusion-based T2I model.

2 Related Work

The introduction of diffusion models [12], combined with classifier-
free guidance [8], has led to significant improvements in image
quality. However, Rassin et al. [17] highlight that T2I models still
face issues with concept leakage and homonym duplication. Addi-
tionally, Petsiuk et al. [13] and Binyamin et al. [2] show that these
models perform poorly on sentences containing multiple objects,
attributes, and relationships. To address these problems, many mod-
els have improved spatial control of image generation by leveraging
spatial constraints in the form of scene layouts to guide the diffu-
sion process. This guidance is typically achieved by using additional
resources that detect objects and their bounding boxes or segments
in the image and by exploiting the object label and region associa-
tions of the attention maps (e.g., [1, 4, 5, 7, 9, 10, 21, 23, 24, 26]), or
by using sketches, as done by ControlNet [28]. In this work, we do
not rely on such additional resources but instead use the syntactic
structure of the text prompt to provide guidance.

Feng et al. [6] adapt the Stable Diffusion backbone to attend to
multiple encodings representing the syntactic constituents of the
text prompt. Similar to this work, which we use as a baseline, we
leverage the syntax of the text prompt but explicitly exploit syn-
tactic dependencies to bind attributes to objects, leading to better
T2l generation. Attend-and-Excite [3] improves the cross-attention
between objects mentioned in the text prompt and the image em-
beddings, demonstrating that their method is particularly suited for
generating multiple objects. Zhang et al. [27] address the generation
of multiple objects by learning their masked regions in the image.
Using a set of loss functions, a diffusion-based model gradually
learns to allocate the objects and their attributes to the designated
masked regions and to prevent overlapping over the regions of other
objects and the background. SynGen [16] syntactically analyzes
the prompt and uses this information in appropriate loss functions
to enhance the similarity between the attention maps of objects
and their attributes while increasing the distance between these
attention maps and those of other words in the prompt. We show
that the proposed FCA and DisCLIP encoding can be seamlessly
integrated into state-of-the-art T2I generation baselines, including
Attend-and-Excite and SynGen, and improve their results.

3 Preliminaries

Cross-Attention in Diffusion Models. The diffusion models [12, 18,
19] are defined based on U-Nets that use cross-attention layers to
condition a denoising network €y on a text prompt y. A common
implementation of this cross-attention uses query (here encoded
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image), key and value (here encoded text) attention of Vaswani
et al. [22] to calculate the cross-attention maps Ai € Rhxwn for
each layer [ and timestep t of the denoising process:

0; = x;Wh, K' = ywg, V! = ywy (1)
Qh(xhHT
Vd

where Wé represents a linear layer transforming xf into the queries

Al[ = softmax( ), ftl = AltVl (2)

Qg S thw’d, where d denotes the feature dimension. Similarly,
WII( and W‘l, transform y into keys K! € R™? and values V! € R™4

ftl € Rhxwd represents the output features of the cross-attention
layer.

4 Methods to Improve Object-Attribute Binding
in T2I Generation

We propose two training-free methods to enhance the text condi-
tioning of diffusion models. The first method, called focused cross-
attention (FCA), utilizes a syntactic parse of the text prompt to
confine the attention of an attribute to the regions where the corre-
sponding object is active. This approach integrates seamlessly with
diffusion models that rely on large language encoders trained solely
on text. The second method introduces a new disentangled CLIP
representation (DisCLIP), addressing the attribute binding issues
found in standard CLIP embeddings [15]. DisCLIP also incorporates
a syntactic parse of the text prompt.

4.1 Focused Cross-Attention (FCA)

To improve the binding of attributes to the correct objects, we
restrict the attention of attributes to regions where their corre-
sponding object has attention as well. Attribute dependencies are
obtained from a dependency parse of the sentence and implemented
in a binary matrix D € {0, 1}"**", representing for each token of y
the token on which it is dependent. ! Diffusion with FCA operates
using two denoising model traversals, as formalized in Algorithm
1. In the first traversal, standard cross-attention Ai is used, from
which the average attention maps A* are obtained by averaging
Ai over each layer I and timestep . From these attention maps, we
obtain the focus mask F 5 € {—00, 0}Wn and calculate FCA as
follows:

Frask = 6(A*DT), with 3)

bij — min(bp;)

5(bij) = —ooif <s, else 0 (4)

mﬁx(bpj) - n}}n(bpj)
Frask + QKT) v (5)
Vd

where the threshold s is a hyperparameter and ¢ is a function that
operates on each cell b;; of A*DT. F . = —oo for the attributes’
cross-attention map regions where its corresponding object has
a normalized attention map value less than s. By replacing the
cross-attention of €g(x,y,t) with FCA (Equation 5), we obtain
€9.Fca(Xt, U, t, Fnask)- €9, Fca is then used to obtain the output im-
age I* in a second model traversal with FCA. Dimensions w X h are

FCA(Q, K.V, Fmask) = softmax(

The dependency matrix can implement complex relationships involving multiple
objects and their respective attributes.
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Algorithm 1 Diffusion with FCA

Input: sentence encoding y attribute dependencies D
X7 — N(O, I)
fort < T...1do
Zr-1, {Ai} —eg(xn. y. t)
X¢—1 — sample(x;, zr—1)
end for
A* — AL
Finask < 8(A*DT)
x; — X7
fort «— T...1do
z;_, — €grcalx), Y, £, Fmask)
X;_ sample(x;‘,z;_l)
end for
Output: image I « x;

not the same for different layers [ in eg9. We use cubic interpolation
to the largest layer size to average Alt over layers of different sizes.
Max pooling is used to project Fy, 5 back to the correct layer size
of I.

4.2 Disentangled CLIP Encoding (DisCLIP)

A CLIP encoding of a sentence includes embeddings of each word,
concatenated with a sentence embedding and padding embeddings
[14]. T2I models based on CLIP encodings often struggle with image-
text alignment [19]. We propose a novel training-free variation of
CLIP, called DisCLIP. DisCLIP utilizes a syntactic parser to derive
a hierarchical representation of the text prompt in the form of a
constituency tree. By replacing noun phrases in the higher layers of
the tree with their head nouns, we create an abstracted constituency
tree This tree encodes compositional information, including explicit
object-attribute bindings. The tree is then used to disentangle the
CLIP representation of the text prompt. We independently encode
the entire prompt or sentence, and each constituent of the tree with
CLIP (removing padding embeddings), and concatenate the result-
ing embeddings. When used with FCA, an extra row and column are
added to D for each additional constituent embedding, indicating a
dependency between the added constituent and the nouns present
within it. The results below demonstrate that DisCLIP mitigates
the problem of object-attribute binding.

5 Experimental Set-up

5.1 Datasets and Metrics

We evaluate the object-attribute binding of the models on Concept
Conjunction 500 (CC-500) [6] and the Attend-and-Excite (AE-276)
[3] datasets. Additionally, we report results on a novel dataset
called Difficult Adversarial Attributes (DAA-200), specially defined
for evaluating object-attribute binding in T2I generation. DAA-
200 uses the image-graph pairs of Visual Genome to obtain 100
quadruplets of the form {attribute 1, object 1, attribute 2, object 2}.
These quadruplets can be represented in a simple graph with the
two objects as nodes and one attribute for each node. From each
graph, an adversarial graph is generated by swapping the attributes
of both objects. For each of the 200 graphs a sentence of the form
(attributel){object1)and{attribute2){object2)” is generated. To
ensure that we have difficult adversarial examples, for DAA-200
we picked examples from Visual Genome where both objects occur
multiple times in Visual Genome with each of the attributes.

We use two human evaluations to assess the image fidelity and
image-text alignment. First, we ask annotators to compare two
generated images and indicate which image demonstrates better
image-text alignment and image fidelity. Second, following Feng
et al. [6], we ask annotators whether the two objects of the CC-500
samples are present in the generated images and whether they are
in the correct color. We also ask whether a part of the object is in the
color of the other object to assess how many attributes are leaked
to the wrong objects. The human evaluation was executed with the
use of the Amazon Mechanical Turk and Clickworker platforms.
Results are shown in Tables 1-2.

5.2 Models and Hyperparameters

We use open source T2I diffusion models and expand these with
the FCA component and DisCLIP encoding of the text prompt. We
do not show results for the method introduced in [27] as the code
of the method is not yet available.

Stable Diffusion SD is trained on a filtered version of the LAION-
5B [20] dataset, uses the latent diffusion architecture of Rombach
et al. [18] and uses a frozen CLIP [14] model as the text encoder.
Attend-and Excite AE refers to the original Attend-and-Excite
model [3]. It builds on Stable Diffusion and is designed to improve
the generating of multiple objects mentioned in the text prompt by
focusing the attention on nouns appearing in the text prompt.
Versatile Diffusion VD extends an existing single flow diffusion
pipeline into a multitask multimodal network that handles T2I,
image-to-text and image-variation generation [25].

SynGen [16] relies on loss functions to align objects with their
attributes.

Structure Diffusion adapts the Stable Diffusion model to attend
to multiple encodings of syntax constituents of the text prompt [6].
The above models are used as baselines.

SDrca+DiscLIP» AEFcA+DiscLIP, SynGengca,piscrLip and
VDEgca-DiscLIp integrate FCA and DisCLIP into Stable Diffusion,
Attend-and-Excite, SynGen and Versatile Diffusion, respectively.

All comparisons use the same seeds for each model with 50 diffu-
sion steps and a guidance scale of 7.5. Dependency and constituency
parses are obtained with the LAL-parser of Mrini et al. [11]. The
hyperparameter s used to implement FCA is set to 0.6. The value
was selected by measuring the classification accuracy in % on the
ground truth images of DAA-200. When quantitatively evaluat-
ing the T2I generation, for DAA-200, we generate 10 images per
prompt; for CC-500 we follow Feng et al. [6] and generate 3 images
per prompt; for AE-276 we generate three images per prompt.

6 Results and Discussion

In this section, we discuss the results obtained on datasets that
challenge object-attribute binding, which are DAA-200, CC-500
and AE-276 datasets. Table 1 presents the results of the human eval-
uation. Observe that for DAA-200, CC-500 and AE-276 our methods
outperform the baselines considering image-text alignment and all
baselines but one with regard to image fidelity. The largest increase
is seen on CC-500 where our methods outperform other models by
4-25 percentage points on alignment and 8-15 percentage points on
fidelity. We hypothesize that T2I generation struggles when it is not
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Table 1: Percentage of cases in which our FCA and DisCLIP
modules generate better (win) or worse (lose) alignment and
T2I fidelity than their baselines. Structure Diffusion is an
adaptation of the Stable Diffusion (SD) for object-attribute
binding. Therefore Stable Diffusion enhanced with our mod-
ules, FCA and DisCLIP (SDgca+piscLip) is compared only
with the Structure Diffusion.

ours Alignment Fidelity
Benchmark v.s. WinT Lose| WinT Lose]
StructureDiffusion 36.1 34.0 37.0 329
DAA-200 Attend-and-Excite 32.5 28.5 37.0 38
Versatile Diffusion 34.2 313 37.3 33.8
SynGen 33.2 30.3 36.2 32.7
StructureDiffusion 324 28.2 43.3 28.4
CC-500 Attend-and-Excite 49.7 245 45.8 31.8
Versatile Diffusion 28.1 27.7 37.5 33.1
SynGen 36.5 34.4 39.7 34.7
StructureDiffusion 36.2 27.8 45.6 33.3
AE-276 Attend-and-Excite 36.3 27.1 39.8 36.9
Versatile Diffusion 29.3 27.3 29.2 30.7
SynGen 31.3 34.2 34.6 35.1

Table 2: Results of the human evaluation obtained on CC-
500. We show how often (in %) each model is able to correctly
(with the correct color) generate at least one object / the two
objects of the CC-500 captions. Leakage displays how often
(in %) an object is at least partially generated with the color
of the wrong object.

Methods Two objects T Atleast one object T Leakage |
Stable Diffusion 20.7 76.9 64.9
StructureDiffusion 21.2 77.2 63.9
SDpiscLip+Fca (ours) 22.2 80.8 56.8
Attend-and-Excite AE 46.8 88.4 65.4
AEgca+piscLip (ours) 60.2 94.3 64.5
Versatile Diffusion VD 23.4 72.8 77.5
VDrca+DiscLip (ours) 25.6 76.3 69.7
SynGen 453 90.3 32.1
SynGengca, piscLip (0urs) 47.2 91.2 27.4

straightforward which attribute belongs to which object. Because
color attributes often co-occur with many objects, the captions of
CC-500 are especially difficult for T2I models (as they contain only
color attributes). This leads to a larger improvement for our models
that explicitly bind attributes to certain regions, as can be seen in
Figure 1b. DAA-200 and AE-267, on the other hand, contain diverse
categories of attributes. Base models are good at generating the
most expected attribute binding. Unlike our models, they perform
poorly when attributes are switched. An example is shown in Fig-
ure 1a where all models perform well on the prompt “yellow grass
and silver fence” but only our models perform well on the prompt
“Silver grass and yellow fence”. Although SynGen already achieves
accurate object-attribute alignments, when augmenting this model
with FCA and DisCLIP, the image quality is enhanced the leakage
is decreased. Table 2 successfully evaluates object-attribute bind-
ing of the proposed methods by conducting a human evaluation
that checks whether each object of CC-500 is generated with the
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Figure 1: Qualitative results that show that the FCA and
DisCLIP enhanced models improve attribute binding and
decrease attribute leakage in images from (a) DAA-200 and
(b) CC-500.

correct color. We perform this analysis on CC-500 as the attributes
are only colors that are associated with a wide range of objects.
SDpiscrLip+Fca and IFgca decrease leakage by 8 and 2.5 percentage
points, respectively.

7 Conclusion

We have proposed training-free methods to emphasize the impor-
tance of integrating linguistic syntactic structures in T2I generation.
We demonstrated their easy and successful integration in state-of-
the-art T2I diffusion models leading to an improved object-attribute
binding and to a decrease in attribute leakage in the generated im-
age.
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Abstract

Geometry mathematics problems pose significant challenges for
large language models (LLMs) because they involve visual elements
and spatial reasoning. Current methods primarily rely on symbolic
character awareness to address these problems. Considering ge-
ometry problem solving is a relatively nascent field with limited
suitable datasets and currently almost no work on solid geometry
problem solving, we collect a geometry question-answer dataset by
sourcing geometric data from Chinese high school education web-
sites, referred to as GeoMath. It contains solid geometry questions
and answers with accurate reasoning steps as compensation for
existing plane geometry datasets. Additionally, we propose a Large
Multi-modal Model (LMM) framework named Geo-LLaVA, which
incorporates retrieval augmentation with supervised fine-tuning
(SFT) in the training stage, called meta-training, and employs in-
context learning (ICL) during inference to improve performance.
Our fine-tuned model with ICL attains the state-of-the-art perfor-
mance of 65.25% and 42.36% on selected questions of the GeoQA
dataset and GeoMath dataset respectively with proper inference
steps. Notably, our model initially endows the ability to solve solid
geometry problems and supports the generation of reasonable solid
geometry picture descriptions and problem-solving steps. Our re-
search sets the stage for further exploration of LLMs in multi-modal
math problem-solving, particularly in geometry math problems.
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« Computing methodologies — Knowledge representation
and reasoning; Natural language processing; Computer vi-
sion representations.
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1 Introduction

There has been an increased interest in using deep learning mod-
els, especially LMMs, for addressing computer vision challenges
recently. Aligning image adapters with large language models has
achieved remarkable success in image captioning and visual ques-
tion answering (VQA), highlighting their powerful reasoning and vi-
sual understanding capabilities [8]. Despite their accomplishments
in these areas, there has been limited investigation into utilizing
LLMs for more complex multi-modal math problems, particularly
geometry-related ones.

The debate between symbolic and probabilistic approaches in
mathematical reasoning persists. Traditionally, solving geometry
problems involves analyzing diagrams and texts, converting them
into logical expressions using formal symbolic language, and ap-
plying predefined geometry theorems to find solutions [11, 33].
Alternatively, geometry problem-solving can be viewed as text gen-
eration with multi-modal input, which is more generalized and
applicable to a broader range of mathematical problems, including
trigonometry and vector graphics. By examining probabilistic ap-
proaches, we can better understand their strengths and limitations,
leading to more effective strategies for solving geometry problems.

Current Large Multi-modal Models (LMMs) have shown promis-
ing capabilities in visual understanding and question-answering
tasks, as demonstrated by models such as BLIP-2 [20], LLaVA [22],
Flamingo [3], MiniGPT4 [34], and InstructBLIP [12]. However, these
models still lack a deep comprehension of geometry images, which
is crucial for solving geometry problems. Additionally, existing
small language models often lack the mathematical reasoning abili-
ties to solve complex math problems effectively.

In this paper, we propose a solution to the challenges of multi-
modal math problem-solving by introducing an LLM framework
called Geo-LLaVA. The main contributions of this paper include:

e We form a geometry question-answer dataset, GeoMath,
with reasoning steps from Chinese high school education
websites and expand the dataset by collecting more data
from existing datasets such as GeoQA+ [11], Unigeo [10],
and PGPSIK [33], and creating reasoning steps for them.

e We employ a new LLM framework named Geo-LLaVA with
around 13 billion parameters. It can effectively generate rea-
soning steps and answers, which is the first model exploring
both plane and solid geometry problems.
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|AB of circle O and angle between chord AC
are 31°. The tangent line PC passing through

c
ipoint C intersects the extension of AB at point B

P. What is the value of ZP? o B P
A. 24° B. 25° C. 28° D. 30°

P

PC is the tangent line of circle O, so ZPCO = 90°. Because OA = OC, then
LACO = ZPAC = 31. In triangle ACP, /P = 180° — 31° — 31° — 90° = 28°.
Therefore, the answer is C. Answer C.

P

Since the tangent line is perpendicular to the radius, the angle between the tangent line
and the chord AC is also 31°. Now, we can use the properties of parallel lines to find
the value of angle /P. Since the tangent line and the extension of AB are parallel, the|
angle between them is 90°. Since the angle between the tangent line and the chord AC'
is also 31°, the angle between the extension of AB and the chord AC'is

90° — 31° = 69°. Therefore, the value of ZP is 69°.

Geo-LLaVA

LLaVA-1.5 . . . .
To solve for the value of ZP, we can use the properties of a circle and its tangent line.

The angle formed by a tangent and a chord through the point of contact is equal to the
angle in the alternate segment. This means that ZAC'P is equal to ZACB. The angle
£ ACB is half the angle at the center of the circle subtended by the same arc as the
angle on the circumference. Since AB is the diameter, ZACP is half of 90°, which
makes it 45°. Therefore, ZACP = ZACB = 45°. Triangle ACP is an isosceles
triangle because AP = C'P. The sum of angles in any triangle is 180°. Therefore, we
can calculate /P: ZP+ LZACP + LACP = 180°, /P + 45° + 45° = 180°,

/P =90°.

GPT-4V

Figure 1: Example of geometry question answering. LLaVA-
1.5 often provides a vague image description, omitting many
details and leading to wrong answers. GPT-4V struggles to
understand geometry graphs, resulting in incorrect answers.
In contrast, our Geo-LLaVA offers concise and accurate solu-
tions to geometry problems.

o As far as we know, this is the first multimodal meta-training
[24] method to enhance geometry problem-solving ability,
which shows the state-of-the-art performance on multiple
geometry datasets, including GeoQA+ and GeoMath.

2 Related Work

Meta-Training Approaches. The general issue of meta-training
[28], which encompasses few-shot learning, has been studied for
numerous years. Recently, meta-training has emerged as a signifi-
cant technique in machine learning. Using prior knowledge, it aims
to create models that can swiftly adapt to new tasks with minimal
data. meta-training is particularly pertinent in geometry problem-
solving, where the diversity of problems can vary greatly. The most
recent meta-training models, such as MAML [15], Hypernetworks
[18], and [27], have shown promise in rapidly adapting to new tasks
with few-shot learning capabilities.

Multi-Modal Large Language Model. Concurrently, the success of
LLMs has inspired investigations into vision-language interaction,
resulting in the development of multi-modal large language models
(MLLMs) [1, 7, 12, 20, 22, 32]. These models have demonstrated re-
markable abilities in generating detailed descriptions and engaging
in dialogue based on visual inputs. Nonetheless, we observe that
even the most advanced MLLMs struggle with resolving geometric
problems using diagrams and figures.
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Geometry Problem Solving by LLMs. Recently, math-specific LLMs
such as Llemma [6] and Mathcoder [31] have shown significant
capabilities in text-only mathematical reasoning tasks and are com-
petitive with general large language models like GPT-4 [2] and
PaLM-2 [4] on a much smaller scale. Notably, AlphaGeometry [30]
has exhibited impressive performance in solving challenging geom-
etry problems, though it cannot process images and must rely on
text descriptions. Current math-specific multimodal models, such
as G-llava [16], UniMath [21], and UniChart [23], are primarily
focused on plane geometry or chart-based problems and still lag
behind general multimodal models such as GPT-4V [1] in bench-
mark testing. Yet, no works have utilized RAG or meta-training
techniques on geometric problem-solving.

3 Method

The Geo-LLaVA model, illustrated in Figure 1, consists of a retrieval
network and an LMM backbone. The retrieval network’s role is to
fetch similar questions and their solutions as in-context samples
during the training and inference phases. In the following section,
we offer a comprehensive overview of the design process for our
retrieval network. Next, we delve into our method of fine-tuning the
model using image captioning, question-answering, and geometry
math-solving datasets through Meta in-context learning. Lastly,
we will describe how we have integrated a multi-modal chain of
thoughts (CoT) during the inference phase to boost the model’s
performance even further.

3.1 Retrieval Network

In this study, similar to CLIP [26], we implemented a dual-tower
network framework for retrieval tasks. Specifically, the pre-trained
ViT-L-14 [14] and Bert [13] (Bert-base-uncased) models were ap-
plied as the image and language encoders, respectively. We inte-
grated two adapter layers into each encoder to ensure compatibility
between these encoders. These adapter layers comprise three linear
layers with ReLU activation functions, designed to harmonize the
embedding dimensions of both encoders.

The Bert model [13] was chosen as the language encoder due
to its strong performance in natural language processing tasks.
Importantly, we transformed math-specific tokens absent in the
BERT pre-trained vocabulary into words (e.g., A — triangle, L —
perpendicular to) during the preprocessing stage. We believe the
BERT model can effectively grasp the meaning of inputs related
to geometric problems. Similarly, the ViT-L-14 [14] model was se-
lected as the image encoder for its outstanding performance in
image recognition tasks. This model employs a transformer-based
architecture, which is particularly adept at processing visual infor-
mation. However, the pre-trained ViT model may not generalize
well to geometric math images. As a result, we retrained the pa-
rameters of the two adapter layers and the ViT model from scratch
using question-image pairs with the InfoNCE loss, a contrastive
learning technique recognized for its efficacy in training neural net-
works for retrieval tasks. This loss function encourages the model
to learn meaningful representations of the input question and the
corresponding image, promoting accurate information retrieval.
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|

Geo-LLaVA

1

Meta-training Dataset IC Dataset

User: The top image displays a geometry exam

«| question, including the <QUESTION), SOLUTION,
ANSWER}>. Based on the problem and solution
presented above, along with the image at the bottom,

“| solve the following geometry question:<QUESTION> || User: Can you describe the image?
LMM: <SOLUTION, ANSWER> LMM: <IMAGE CAPTION>

K Retrieval Questions

Contrastive Loss

CLIP Text CLIP Image
LU HON Encoder Encoder

Question Retrieval Network

| FNN

Step 3: Fine-tuning ( <SOLUTION, ANSWER> )
I Geo-LLaVA I
Step 2: Data A T
VQA Dataset Meta-prompt
User: The top image displays a geometry exam
question, including the <QUESTION,
SOLUTIONy, ANSWER,>. Based on the problem
and solution presented above, along with the
User: <QUESTION> N image at the bottom, solve the following geometry
LMM: <SOLUTION, L question:<QUESTION>
ANSWER>
T K Retrieval Questions
[ Question Retrieval Network
Step 1: Retrieval Model Training T
+ <QUESTION>
Training Stage \ Inference Stage)

Figure 2: The overview of Geo-LLaVA model architecture. The training process includes three steps: training the retrieval model,
augmenting data with the meta-training dataset, and fine-tuning the Language Model with the LoORA module. The question
retrieval network is trained using inputs from a CLIP text encoder and a CLIP image encoder, supervised by a contrastive loss.
FNNs represent feedforward networks. During the fine-tuning step, a LoRA [19] is introduced for efficient fine-tuning and

improved results.

3.2 LMM backbone

This study utilized the pre-trained LLaVA1.5-13B [22] as the LMM
backbone. This model leverages the renowned LLaMA-2 [29] for
advanced language processing tasks and incorporates the CLIP
[25] visual encoder ViT-L/14 [14] for sophisticated visual compre-
hension. The integration involves a Multi-Layer Perceptron (MLP)
based vision-language connector that aligns the outputs of the vi-
sion encoder with the language model. This alignment is crucial
as it significantly enhances the model to handle and understand
multi-modal data effectively.

3.3 Datasets for Multi-Modal Geometric
Concepts and Reasoning

To address the limitations of existing models in understanding and
reasoning about multi-modal geometric concepts, we developed
three specialized geometry datasets:

o GeoMath-IC (Image-Context): This dataset includes images
paired with simple yet comprehensive descriptions and aims
to bridge the gap between visual inputs and textual descrip-
tions in geometric concepts.

e GeoMath-QA (Question-Answer): This dataset focuses on
providing questions with detailed reasoning steps. The ques-
tions are designed to challenge the model’s understanding
and reasoning capabilities regarding geometric concepts.

e GeoMath-Meta: This dataset includes a range of geometry
problems that require the model to generalize from its learn-
ing on GeoMath-IC and GeoMath-QA.

These datasets were subsequently used to fine-tune the model using
Low-Rank Adaptation (LoRA) [19]. Detailed information about the
dataset creation process and examples can be found in Section 4.2.1.
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We adopted the input format from the original Flamingo model,
which efficiently integrates visual and linguistic elements to en-
hance their synergistic interaction. This structured input format
involves specific templates and prompts that guide the model in
understanding the context and relationships between the visual
and textual components.

3.4 Enhancing In-Context Learning

To further improve the model’s in-context learning capabilities,
especially for smaller models, we explored using meta-training [24].
This approach enhances the performance of the model by providing
relevant context during the fine-tuning stage. The procedure in-
volves the following steps: 1) Contextual Retrieval: For each input
sample, we retrieved the K most similar samples from the training
data, ensuring that the input sample itself is excluded, where K is
set to 1 in this paper. This retrieval is based on semantic similarity
metrics, ensuring the context is highly relevant. 2) Concatenation
and Fine-Tuning: The retrieved texts and corresponding images are
concatenated with the input sample. This concatenated form is used
to fine-tune the LMM, aligning it better with the reasoning required
for tasks. Since the pre-trained LLaVA only supports single-image
input, we vertically merge K images into a single image.

The detailed methodologies and the careful orchestration of these
components can be referenced throughout the underlying sections
of the study, particularly in Section 4.2.1 and Figure 2.

4 Experiment

4.1 Dataset

In this study, we collected about 10K solid geometry multimodal
QA datasets from the 21st-century education website in China,
named GeoMath dataset. All Chinese contents in these datasets are



LGM3A ’24, October 28-November 12024, Melbourne, VIC, Australia

automatically translated to English using ChatGPT3.5. The detailed
statistics of these three datasets are shown in Table 1. In addition,
to supplement the data of solid geometry, we formed the geometry
data from two existing datasets (GeoQA+ [9] and PSDK9K), which
include images of plane geometry as well as questions and answers.

Table 1: The detailed statistics of four datasets. Each row rep-
resents the number of samples of specific types. The number
inside the brackets represents the number of test samples.

W GeoQA  PSDK-9K  UniGeo  GeoMath
Stat. type
QA-selection 12526(1509)  9986(1047) - 4258(404)
QA-cloze - - - 1423 (150)
QA-proving - - 9309(2899) 3474 (352)
Image-text pairs 4406 4000 - 4540 (453)
Provide solution v - v v

4.2 Setup Details

4.2.1 Data Augmentation. Paraphrasing by LLMs can generate a
more diverse set of training examples and has been widely used
for data augmentation. Similarly, we adopt GPT3.5 [2] for image
caption and question-answering samples followed by a translation
from Chinese to English and employ text rewriting to increase
variety. We utilize an LLM to rephrase the input text in 5 different
ways, resulting in a six times larger sample size for image caption
and QA. For the GeoMath-Meta dataset, the retrieval model selects
the top 5 samples with the highest similarity to construct the data
for Metatraining. This ensures consistency in the quantity of the
final samples and QA pairs.

4.2.2 Training settings. We select LLaVA-1.5 [22], a large multi-
modal model that combines the strengths of LLaMA-2 [29] and
fine-tuned retrieval model [25], for our experiments. All experi-
ments are conducted with consistent parameter settings during
the LoRA fine-tuning phase. Specifically, we use a learning rate of
2 x 10™* with a cosine learning rate scheduler and train the model
for 5 epochs. The maximum token generation length is 2048. The
batch size per GPU is 4, and we use gradient accumulation steps
set to 4. We initially evaluate the experiments on the validation set
to identify the best results, which are subsequently tested on the
test set.

4.3 Experiment results

Table 2 summarizes the main results on GeoQA+ and GeoMath
datasets. Three small-size LMMs (G-llava [16], OpenFlamingo [5]
and LLaVA [22]) for both zero-shot and finetuning and two ex-
tremely large LMMs (Bard [17] and ChatGPT-4V [1]) are chosen as
baseline models. We finetuned the model 5 times to calculate the
mean and standard deviation of the evaluation metric.

The experiment results, summarized in Table 2, demonstrate the
performance of various models across the GeoQA+ and GeoMath
datasets, alongside an ablation study exploring the incremental
application of techniques in our model. The proposed Geo-LLaVA-
13B model showed significant improvements compared to the GPT-
4V and Bard through the sequential addition of the GeoMath-IC,
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Table 2: The accuracy of various models across different
datasets. Additionally, an ablation study is presented, illus-
trating the sequential application of different techniques
for solving geometry mathematics problems. IC, QA, and
MT stand for adding the GeoMath-IC, GeoMath-QA, and
GeoMath-Meta datasets for training respectively. We indicate
whether providing few-shot samples in the inference phase
using ’with ICL’ and *w/o ICL’.

Models ‘ GeoQA+ (%,1) GeoMath (%,7)
Openflamingo-9B [5] 27.37 21.14
LLaVA-1.5-13B [22] 29.30 22.28
Bard [17] 47.10 20.00
GPT-4V [1] 50.50 20.00
DPE-NGS [9] 66.09 -
G-llava-13B [16] 67.00 -
Geo-LLaVA-13B (QA) 57.70 28.60
Geo-LLaVA-13B (IC+QA) 61.04 (+3.34)  37.12 (+8.52)
Geo-LLaVA-13B (IC+QA+MT, w/o ICL) | 63.13 (+2.09)  41.48 (+4.36)
Geo-LLaVA-13B (IC+QA+MT, with ICL) | 65.25 (+2.12) 42.36 (+0.88)

GeoMath-QA, and GeoMath-Meta datasets, with final accuracies of
65.25% and 42.36% on the respective datasets.

The results indicate that the proposed Geo-LLaVA-13B model
outperforms several other models in solving geometry mathematics
problems, particularly when using a combination of the GeoMath-
IC, GeoMath-QA, and GeoMath-Meta datasets on the solid geo-
metric problems. The step-by-step improvements highlight the
effectiveness of sequentially incorporating these datasets and tech-
niques. Additionally, the model’s performance further benefits from
ICL, suggesting that providing few-shot examples during inference
significantly enhances its accuracy.

5 Conclusion

In conclusion, this paper presents a novel approach to address
the challenges inherent in multi-modal math problem-solving on
geometry. Our research emphasizes the pivotal role of integrating
meta-learning into models, enabling them to accurately interpret
and reason through complex visual and textual inputs—an essential
capability for resolving geometric problems effectively. Recognizing
the limitations posed by the small size and the absence of reasoning
steps in current geometry datasets, we have developed a pioneering
dataset called GeoMath. This dataset amalgamates reasoning steps
drawn from pre-existing datasets and materials sourced from a
Chinese high school educational website, thereby filling a critical
gap in available resources.

This study not only provides significant contributions to the
domain of multi-modal geometry problem-solving but also paves
the way for future research endeavors. The application of LLMs and
LMMs to this domain promises to unlock new potential and method-
ologies. The development of GeoMath stands as a notable milestone,
offering robust strategies for addressing the complexities of geome-
try problems. Future research could explore refining these models
further, expanding the dataset with additional problem types, and
investigating their applicability across various educational contexts,
potentially transforming how multi-modal mathematical reasoning
is approached in both academic and practical settings.
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Abstract

This paper introduces SynthDoc, a novel synthetic document gen-
eration pipeline designed to enhance Visual Document Understand-
ing (VDU) by generating high-quality, diverse datasets that include
text, images, tables, and charts. Addressing the challenges of data
acquisition and the limitations of existing datasets, SynthDoc lever-
ages publicly available corpora and advanced rendering tools to
create a comprehensive and versatile dataset. Our experiments,
conducted using the Donut model, demonstrate that models trained
with SynthDoc’s data achieve superior performance in pre-training
read tasks and maintain robustness in downstream tasks, despite
language inconsistencies. The release of a benchmark dataset com-
prising 5,000 image-text pairs not only showcases the pipeline’s
capabilities but also provides a valuable resource for the VDU com-
munity to advance research and development in document image
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recognition. This work significantly contributes to the field by offer-
ing a scalable solution to data scarcity and by validating the efficacy
of end-to-end models in parsing complex, real-world documents.
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1 Introduction

Visual Document Understanding (VDU) is a complex endeavor
that seeks to decipher and interpret information from documents
across a spectrum of formats and layouts [11, 16, 25, 37, 42]. The
objective of VDU is to develop algorithms capable of grasping the
content, structure, and context of documents, thereby enabling
tasks such as document classification [11], text detection [16, 35],
layout analysis [37, 42], and object detection [24, 25].


https://doi.org/10.1145/3688866.3689125
https://doi.org/10.1145/3688866.3689125

LGM3A ’24, October 28-November 12024, Melbourne, VIC, Australia

Current research in VDU predominantly employs two method-
ologies: one [2, 13, 26, 30, 47, 48] relies on OCR technology to
convert document images into text for subsequent processing,
while the other [1, 5, 17, 20, 28, 32, 33] adopts an end-to-end ap-
proach, analyzing the document images directly. The pre-training
and fine-tuning paradigm is extensively utilized in multimodal
learning [5, 9, 17, 20, 29, 41]. The end-to-end approach leverages
this paradigm to incorporate robust text recognition capabilities
into the model, addressing the limitations of OCR accuracy and
achieving high processing efficiency. A common pre-training task
is the text reading task, and previous studies [17, 20] have demon-
strated its efficacy in enhancing model performance across various
downstream tasks, such as document parsing and document Visual
Question Answering (VQA). Therefore, leveraging the text reading
task to bolster the capabilities of the base model is of paramount
importance.

The data requirements for the text reading task encompass two
main aspects: high-quality document images and corresponding
text annotations that reflect the reading order. Obtaining such data
is intricate, with existing methods either depending on large-scale
public document datasets and additional OCR models to generate
pseudo-labels [17] or relying on complex data processing pipelines
to scrape document data from the web [43]. However, these methods
often result in low-quality labels, face copyright restrictions, and
contend with data noise. Moreover, they typically focus only on
specific elements within document images, such as text or certain
document components. For example, Nougat [5] and KOSMOS-
2.5 [32] concentrate on table parsing, while MatCha [28] emphasizes
chart rendering. It is rare to find a dataset that encompasses all
document elements simultaneously. A recent approach Vary [44],
while employing rendering of various document types, has utilized
only over 10 templates, which falls short in terms of the richness
of document layouts.

To tackle the limitations in document layout richness and the
challenges associated with data acquisition, we introduce Synth-
Doc, a synthetic document generation pipeline. This pipeline is
designed to create datasets that include text, images, tables, and
a variety of charts. We begin by aggregating publicly available
datasets, which have been validated on large language or multi-
modal models, to form our text and image corpora. We then en-
hance the TableGeneration [46] to produce a diverse set of tables,
and use tools like pandas [34], Matplotlib [14], and ECharts [23]
to generate chart-table pairs, thus expanding our chart data cor-
pus. Therefore, our approach provides three distinct advantages: 1)
Synthdoc can leverage redundant, open-resources NLP datasets to
generate high-resolution, coherent content for multimodal model
training. 2) Synthdoc is developed with high efficiency, precision,
and dynamically customizes document layouts and features robust
scalability. 3) The synthesized data include comprehensive content
and structural annotations, facilitating the pre-training of struc-
tured document parsing models based on LLMs. Synthetic data
can effectively complement the expensive manually labeled real
datasets.

Our comprehensive experiments, leveraging the Donut model,
have yielded compelling results that underscore the efficacy of
the SynthDoc pipeline. The models trained with our synthesized
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document images have achieved remarkable accuracy in the pre-
training read task, demonstrating a keen ability to parse both Chi-
nese and English text, as well as tables and charts within the gen-
erated datasets. This proficiency extends to the fine-tuning phase
of downstream tasks, where the models maintain a high level of
performance despite the primary and secondary tasks involving
languages that are not always consistent.

Furthermore, we have conducted visual analyses of the models’
parsing capabilities on more complex, real-world documents. De-
spite the relatively limited variety of document types synthesized
by our pipeline, the models have shown commendable results in
parsing these intricate documents. A particularly surprising finding
pertains to the chart parsing capabilities. In instances where scatter
plots did not explicitly label the x-axis, our models were able to
accurately infer the horizontal coordinates. This suggests that the
models trained with our rendered data possess a certain level of
spatial understanding and an awareness of the sequence among
numerical values.

In response to the absence of comprehensive public datasets for
model validation in document image parsing, we have released a
set of 5,000 images based on the SynthDoc pipeline. This release
not only showcases the quality and diversity of the document data
we generate but also provides a benchmark for the document image
recognition community to advance and develop new methodologies.

In summary, the key contributions of this paper are as follows:

e SynthDoc Pipeline: We introduce a novel synthetic data
pipeline for document images, named SynthDoc, which uti-
lizes publicly available text or text-image pairs along with
rendered tables and charts. This pipeline is capable of simul-
taneously generating text, images, tables, and various types
of charts within document images.

e Benchmark Release: We have made available to the research
community a benchmark dataset consisting of 5,000 image-
text pairs. This release aims to highlight the robustness of
the data produced by our pipeline and to support further
research and development in the area of document image
parsing.

e Experimental Validation: Through experiments based on
the Donut model, we have demonstrated that our proposed
dataset and training methodology lead to a significant en-
hancement in the model’s document image parsing capa-
bilities. Additionally, the models trained with our approach
maintain competitive performance across a range of down-
stream tasks.

2 Related Work
2.1 Image Document Data

Deep learning-based document image understanding has consis-
tently been recognized as a significant and intricate work, and many
datasets have been proposed to parse and understand document
images from different perspectives. For example, FUNSD [16] is
utilized for form understanding. RVL-CDIP [11]is employed for
document classification. PubLayNet [52]is utilized for document
layout analysis in our study. However, these datasets fail to meet
the requirements of recent end-to-end methods, which rely on
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Figure 1: The pipeline of Document Image Synthesis, including layout design and content rendering. The layout design involves
planning at three scales: full-page, regional, and line-by-line. Content rendering creates both visual graphics and textual

content.

large amounts of document image data for pretraining. Some ap-
proaches [6, 17] parse existing document datasets, such as II'T-
CDIP [21], by commercial OCR models. However the quality of
datasets obtained by such methods is constrained by OCR accu-
racy, and utilizing commercial OCR models can be costly. Another
approachs [32, 42, 43] rely on the crawler techniques to collect
extensive data from the internet, extracting document image data
through parsing and filtering, which often yield datasets with con-
siderable noise, due to the complexity of the document, and are
subject to copyright restrictions. Unlike these methods, we collect
existing web-scale datasets [8, 18, 36, 39, 40, 45, 49] that have been
used by large language models or multimodal large language mod-
els, employing a synthetic approach to obtain document image data,
which can yield clean data and include complex elements such as
charts.

2.2 Text Reading Task

As the end-to-end multimodal model evolves, the task of text read-
ing within document images has gained increasing attention from
scholars, affirming its significant value in the field. For example,
Donut [17] is pre-trained on document images and their associated
text annotations, reading text from images one by one according
to previous text contexts. Nougat [5] follows Donut’s model and
training approach, with a specialized focus on the domain of sci-
entific papers, adeptly reading texts, tables, and formulas using
markup language. DocParser [33] introduces the Masked Docu-
ment Reading method, which is designed to enhance the model’s
reasoning capabilities by predicting the text situated within the
masked regions. UReader [50] utilizes text reading task to train mul-
timodal large language model, and proposes to predict text from any
position of document images, which ensures the model can read
different parts of texts with the context. Pix2struct [20] found that
the text reading task showed a strong curriculum learning effect,
using it as warmup phase resulted in more stable training, faster
convergence, and better performance. It is worth noting that all of
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these tasks require millions of document images, kosmos2.5 [32]
collected 324.4M data from public datasets and web, such as II'T-
CDIP [21], arxiv, and GitHub. However, these data are difficult
to obtain and have copyright restrictions, so we propose a data
rendering pipeline for text reading task to improve the model’s
understanding of dual-language documents.

2.3 Synthetic Document Image

Document image data generation has been widely concerned in
the field of visual document understanding. Some document image
generation algorithms, based on GAN networks, generate plausible
document images, emphasizing the diversity and quality of gen-
erated documents. For example, Biswas et al.[3] utilize the GAN
model to generate diverse and credible document images based
on the provided layout. Zheng et al.[51] proposed a layout depth
generation model for graphic design, which implicitly captured
the influence of visual and text content on layout, and synthesized
complex layout design according to the visual and text seman-
tics input by users. However, these methods do not consider the
annotation information used for visual document understanding,
the quality and size of the generated images are limited by the
model, and additional training models are required for different
languages, which is inefficient. Other methods generate document
and ground truth pairs for specific visual document understanding
tasks. For document layout analysis, Pisaneschi et al.[38] generates
document layout information based on LayoutTransformer[10] and
additional post-processing methods which fill in the corresponding
texts, images, and Mathematical objects based on the model or the
collected corpus. Ling et al.[27] proposed the document domain
randomization approach to simulate the document layout, and then
randomly fill in collected elements such as texts and images. For
pretraining of Document Intelligence tasks, Biten et al.[4] generates
large-scale pre-training datas with OCR annotation information on
IDL datasets based on commercial OCR tools. However, the cur-
rent pre-training of intelligent document understanding based on
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Figure 2: Gridlined and gridless table renderings.

large language models relies on document image parsing tasks, and
the existing data can no longer meet the training demands, so we
propose a new data set generation pipeline to synthesize accurate,
clear, logical and coherent document parsing datasets to adapt to
the development of visual document understanding.

A similar effort to this paper is donut[17], which uses a portion
of generated data to supplement data in different languages. The
difference is that their work randomly pastes text into images and
ignores layout information and structured elements such as tables,
charts and images.

3 Document Image Synthesis

In this section, we delve into the pipeline for generating document
images, which is primarily composed of two key components: lay-
out design and content rendering, as shown in Fig. 1. The layout
design encompasses the architectural planning at three distinct
scales: the entire page, individual regions, and lines of text. This
meticulous arrangement ensures that the document’s structure
aligns with conventional reading habits while maximizing visual di-
versity. Content rendering, on the other hand, is responsible for the
creation of both graphic and textual elements. This phase includes
the rendering of graphics, which can consist of tables, images, and
charts, as well as the rendering of text. Each element is crafted
with attention to detail, ensuring that the final document image
not only conveys information accurately but also presents it in an
aesthetically pleasing and reader-friendly manner.

3.1 Layout Design

The document image synthesis pipeline comprises three integral
components: the Page Controller, Region Controller, and Line Con-
troller. The Page Controller ensures a consistent and visually ap-
pealing layout by defining and maintaining layout elements and
typographical attributes. The Region Controller segments the doc-
ument into distinct areas for various content types, facilitating a
logical and balanced composition. Lastly, the Line Controller metic-
ulously organizes text, applying typographical rules to enhance
readability and engagement. Together, these components work to
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create structured, professional-looking documents that are both
informative and aesthetically pleasing.

3.1.1  Page Controller. The Page Controller is instrumental in es-
tablishing a consistent and visually appealing layout for single-page
documents. It sets and maintains the uniformity of layout elements
such as data areas, page margins, and the spacing between segments
and lines. Additionally, it oversees the font size and color palette,
ensuring that the document’s visual presentation is coherent and
reader-friendly. This component’s role is critical in creating a struc-
tured and professional look that enhances the document’s overall
readability and impact.

3.1.2  Region Controller. The Region Controller plays a pivotal role
in the document’s structural integrity by meticulously segmenting
the data areas into distinct regions for text, images, tables, and
charts. It operates on a macro level, determining where each type
of content will be placed to optimize readability and visual impact.
This controller ensures that the document’s layout supports a logi-
cal flow, with areas designated for complex data representations
such as charts and tables, and separate sections for textual content.
By carefully allocating space for each element, the Region Con-
troller ensures that the document’s overall composition is balanced
and adheres to the principles of good document design, allowing
readers to navigate the information with ease.

3.1.3 Line Controller. The Line Controller is responsible for the
micro-level organization of textual content within the document. It
takes the individual word images produced by the Text Renderer
and arranges them into coherent lines, respecting the predefined
attributes such as word spacing, line height, and alignment. This
controller’s work is crucial for establishing the document’s typo-
graphical style, which includes setting the rhythm and pacing of
the text. By fine-tuning the line breaks, indentations, and other
typographical elements, the Line Controller ensures that the text is
not only legible but also visually engaging. This attention to detail
in formatting contributes to a professional and polished appearance,
enhancing the document’s overall presentation quality.
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Bar Chart & Pie Chart

<table><caption>7K &
</caption><tr><th>key</th><th>value</th></tr><tr><td>F £
</td><td>56.42

</td></tr>...<table>

Line Chart

<table><caption>H#3T;5% M
</caption><tr><th>class</th><th>0</th><th>95</th><th>190</th>
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Scatter Chart
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</class><tr><th>x</th><th>y</th>
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(b)

Figure 3: (a) Samples of the synthesized charts: Pie Chart, Vertical Bar Chart, Scatter Chart and Line Chart. (b) The annotation
formats corresponding to different charts, which are presented in HTML format.

!
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<task_name> + texts
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Figure 4: This is an overview architecture to training the
model

3.2 Content Rendering

With the layout meticulously established, the pipeline transitions to
the content rendering phase, where the visual and textual elements
of the document come to life. This stage involves the intricate pro-
cess of integrating graphics and text, ensuring that each component
not only complements the layout but also enhances the document’s
overall narrative and aesthetic appeal.

3.3 Experimental Results

3.3.1 Graphic Renderer. The Graphic Renderer is a sophisticated
component of our pipeline, dedicated to the rendering of images,
tables, and charts. For images, we focus on incorporating natural
images, where available category data is used to caption and embed
the images within the document. If category information is present,
the returned text represents the category; otherwise, it is replaced
with a generic placeholder "<nature_image>". This approach en-
sures that each image is contextually relevant and enhances the
document’s informational content.

In the realm of tables, we have designed two distinct types to
accommodate various data presentations. The first type features
complete borders, suitable for complex data with line breaks within
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cells, while the second type adopts a minimalist or borderless style,
aligning with the prevalent aesthetic in research publications. Both
types incorporate random cell merging to manage data complexity
effectively. The rendered tables are displayed in Fig. 2.

For charts, our pipeline supports the rendering of four chart
types: bar, pie, line, and scatter plots. Bar charts, available in both
horizontal and vertical orientations, are crafted for data comparison,
with key-value pairs represented in a tabular format to facilitate
readability. To mitigate issues with overlapping labels in vertical bar
charts, we implement random fonts and rotation angles. Pie charts,
similar in rendering to bar charts, require that the aggregated values
represent a total of 1 or 100, expressed as decimals or percentages.
Line charts illustrate trends over time or variables, with each chart
featuring a unique set of data groups and points, generating an
image-label pair. Scatter plots, used to depict the distribution of a
single element, employ a label and x and y coordinates for each
point, with the number of points limited to a range of [5, 20] to
manage complexity. The generated examples are depicted in Fig. 3a.
The corresponding HTML annotations are displayed in Fig. 3b.

The emphasis on the model’s ability to understand the structure
of diverse elements is paramount. We refrain from using Al tools to
generate data within elements, instead leveraging an open textual
corpus for our tables and charts, ensuring the authenticity and
relevance of the data. The matplotlib library is utilized for chart
rendering, and we have refined table rendering techniques to better
integrate with the document’s overall design.

3.3.2 Text Renderer. The Text Renderer plays an indispensable role
in the content rendering process, meticulously generating word
images for each word in the text. This method affords a high level
of control over the typography and layout, ensuring that the text
is not only legible but also aesthetically integrated with the docu-
ment’s visual elements. The Text Renderer works in concert with
the Graphic Renderer to weave a cohesive and engaging narrative,
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Table 1: The comparison between different methods across diverse synthetic documents.

Methods ‘ Pure Document ‘

Complex Document

‘ Average

Metrics
‘ English Chinese ‘ Doc w/image Doc w/table Doc w/chart
Donut [17] 0.3764 0.5148 0.7631 0.8679 0.9097 0.6864
AED | vary [44] 0.1452 0.1760 0.5598 0.7415 0.6663 0.4578
our 0.0321 0.1370 0.1665 0.0583 0.1029 0.0994
Donut [17] 0.9370 0.8107 0.3720 0.4573 0.2840 0.5722
F1-score T vary [44] 0.8554 0.9002 0.5852 0.5854 0.6531 0.7159
our 0.9611 0.9020 0.8855 0.9199 0.8810 0.9099
Donut [17] 0.9534 0.8256 0.4061 0.5302 0.4063 0.6243
Prediction T vary [44] 0.8762 0.8974 0.6383 0.7026 0.7961 0.7821
our 0.9717 0.9136 0.9065 0.9347 0.9017 0.9256
Donut [17] 0.9228 0.8015 0.3647 0.4313 0.2540 0.5549
Recall T vary [44] 0.8482 0.9044 0.5746 0.5501 0.5868 0.6928
our 0.9515 0.8916 0.8682 0.9076 0.8636 0.8965

Table 2: Performance Comparison of different methods on
CORD.

Model OCR ‘ Acc Precision Recall F1

BERT [15] v ]782 - - 82.2
BROS [12] v 803 - - 83.7
LayoutLMv2 [48] +/ |87.0 - - 88.9
KOSMOS-2.5 [32] - - 83.64  87.83 85.69
Donut [17] - | 935 - - 91.6
our - 901 826 833 829

blending visual and textual information to enhance the reader’s
experience.

Following Donut’s data generation approach, the Text Renderer
creates a word image for each word, which is crucial for the docu-
ment’s visual composition and label generation. This attention to
detail in text rendering ensures that the document’s textual con-
tent is as carefully crafted as its visual elements, contributing to a
polished and professional final product.

3.4 Concerns of Data Generation Pipeline

3.4.1 Scalability. Even if we generate as much diverse data as pos-
sible, it hardly covers all real-world document layouts. To mitigate
this, we’ve integrated real document images into our benchmark
to maximize layout variability. However, it is worth noting that
our solution is highly adaptable, with scalability in two key dimen-
sions: 1) Layout Customization: We allow for tailored document
layouts to swiftly and cost-effectively expand our training data to
fit various scenarios. 2) Language Independence: Our pipeline
transcends language barriers, enabling document image generation
in any language. For instance, we’ve produced French documents
using the ROOTS[19] dataset.

3.4.2  Data Privacy. Our pipeline allows for local regulatory adap-
tation and reproducibility of datasets through customizable pipeline
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components. We advocate for the use of public corpora and tools
to foster transparency and verifiability in research.

4 Training on SynthDoc

This section details the pre-training of the model based on the
Donut architecture, focusing on its parsing performance with bilin-
gual (English and Chinese) documents. The primary objective is
to validate the model’s ability to effectively handle and interpret
content in both languages, ensuring its suitability for multilingual
document analysis.

4.1 Model Architecture

Unlike previous OCR-based approaches [2, 13] for visual document
understanding tasks, recent research [20, 33] has shifted towards
parsing document images in an end-to-end fashion, eliminating
the need for OCR results as input. The dataset we generated pri-
marily aims to enhance and validate the visual document parsing
capabilities of this end-to-end models. Illustrated in Figure 4, our
model is constructed based on the Donut architecture. We follow
the Donut [17], utilizing the Swin-Transformer [31] as our visual
encoder. Previous experiments have demonstrated its superior per-
formance compared to ViT [7]. We employ mBART [22] as the
decoder, which has stronger noise robustness and multilingual ca-
pabilities.

4.2 Implementation Details

Following the previous works [5, 17], we employ Swin-Base as the
encoder and the first four layers of mBART as the decoder, with a
patch size of 4 and a window size of 10. We set the input image size
to (H, W) = (1280, 960) to meet the requirements of Swin-Base for
image dimensions. For pre-training, we set a batch size of 192 and
employ the AdamW optimizer, initializing the learning rate at 5e-5
and setting a minimum of 7.6e-6, while utilizing an exponential
scheduler with a gamma of 0.9996, updating the learning rate every
16 training steps. For fine-tuning, we utilize a cosine scheduler with
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Figure 5: Examples of document image parsing on synthesized document with tables, images, and chart. (a), (b) and (c) stand for
the synthetic document images with tables, images, and chart, (d), (¢), and (f) represent the parsing results of the model on

them, respectively.

a learning rate of 3e-5 to optimize our model, dynamically adjust-
ing the input size according to the datasets, a practice effectively
demonstrated by Donut.

4.2.1 Document Image Parsering. We evaluate the document pars-
ing capabilities of other end-to-end models using the proposed
benchmark in this paper and compare them with the performance
of the model we trained. As shown in Table 1, we evaluate the
models on five types of documents: English documents, Chinese
documents, documents with natural images, documents with tables,
and documents with charts. We observed that all models exhibited
strong performance on English and Chinese documents, except for
Donut, which showed slightly inferior results on the Average Edit
Distance (AED), possibly due to its lack of training on the docu-
ment dataset. However, with the exception of our model, all models
displayed inadequate performance on complex documents contain-
ing additional elements. Specifically, our model achieved 0.1665,
0.0583, and 0.1029 AED on document images with images, tables,
and charts, respectively, showing reductions of 0.3933, 0.6832, and
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0.5634 compared to the Vary. It is noteworthy that in our bench-
mark, text labels associated with other elements represent only a
small portion. This observation indicates that elements such as im-
ages in documents can significantly impact the model’s text parsing
capability.

4.2.2  Results on CORD.. The CORD dataset is a collection of data
used for receipt recognition, comprising 800 samples for training
and 100 samples for testing. Our pipeline’s performance on the Eng-
lish CORD dataset did not demonstrate the expected improvements,
due to the substantial distribution bias towards Chinese, which
can be addressed by enhancing our model to more adeptly handle
English-language documents in subsequent research. However, it
is worth noting that our model not only improves its proficiency in
Chinese document image recognition but also ensures comparable
performance in downstream tasks.
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Figure 6: Examples of document image parsing on real English and Chinese documents. (a) real English document (b) prediction
of English documents (c) real Chinese document (d) prediction of Chinese documents.

4.3 Visual Analysis

We provide sufficient visualization results of our model to demon-
strate the excellent performance of the model in text image recogni-
tion. Specifically, The Figure 5 illustrates synthetic images, contain-
ing tables, images, and charts demonstrating our model’s ability
to parse text, tables, images, and charts information in a manner
consistent with human reading order. Furthermore, as illustrated in
the last row of Figure 6, our model exhibits robust parsing capability
when applied to real document images.

4.3.1 Spatial Understanding. We observed that end-to-end models
possess strong spatial understanding capabilities. Specifically, we
provided serialized numerical coordinates in scatter plots and line
graphs, defining a new coordinate space. Our trained model can
accurately identify the localization of points in this coordinate
space. As shown in Figure 5c is the document image with a scatter
chart, and Figure 5f is the model’s prediction, we only provided the
vertical coordinates of the points in the image. However, the model
can accurately identify their corresponding horizontal coordinates.
For example, for a point with a vertical coordinate of 435.18, the
model can identify its horizontal coordinate as 1096, which closely
aligns with our provided ground truth.

4.3.2  Robust Interference Capability. Benefiting from training our
model with documents containing natural images, our model ex-
hibits robust interference capability. As shown in Figure 6, Figure 6a
and Figure 6¢ presents a real image captured by a camera, while Fig-
ure 6b and Figure 6d illustrates the model’s prediction. Despite
incorrectly identifying some challenging regions as natural images,
it does not impede subsequent text parsing. This phenomenon has
not been observed in other end-to-end methods. We believe that
training with synthetic data incorporating various contexts is an
important approach to improving model robustness and perfor-
mance.
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5 Limitation

While the current generation of documents through SynthDoc
is a significant step forward, we acknowledge that the types of
documents created thus far are somewhat limited in variety. To
enhance the richness of our dataset and to better mimic the com-
plexity of real-world documents, we are committed to expanding
our pipeline’s capabilities. Future iterations will incorporate more
sophisticated intermingling of document elements, allowing for the
generation of even more intricate and varied document types. This
evolution will not only challenge and refine existing models but
also pave the way for the development of more advanced document
image recognition systems, capable of handling the multifaceted
nature of documents encountered in everyday applications.

6 Conclusion

In conclusion, this study presents SynthDoc, an innovative pipeline
for generating synthetic documents, which plays a pivotal role in
bolstering Visual Document Understanding (VDU). By producing a
high-quality, diverse dataset that encompasses text, images, tables,
and charts, SynthDoc addresses the critical issues of data acquisition
and the constraints imposed by current datasets. Utilizing publicly
accessible corpora and sophisticated rendering tools, SynthDoc
has successfully created a dataset that is both extensive and adapt-
able. Our empirical evaluations, employing the Donut model, have
shown that models trained on SynthDoc’s dataset not only excel in
pre-training read tasks but also exhibit resilience in downstream
tasks, even when faced with linguistic disparities. The introduction
of a benchmark dataset featuring 5,000 image-text pairs not only
highlights the capabilities of our pipeline but also serves as a sub-
stantial contribution to the VDU community, facilitating further
research and development in the realm of document image recog-
nition. This research marks a significant advancement in the field
by providing a scalable approach to overcoming data scarcity and
by empirically validating the effectiveness of end-to-end models in
parsing intricate, real-world documents.
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Abstract

Extended Reality (XR), encompassing the concepts of augmented,
virtual, and mixed reality, has the potential to offer unprecedented
types of user interactions. An essential requirement is the auto-
mated understanding of a user’s current scene, for instance, in order
to provide information via visual overlays, to interact with a user
based on conversational interfaces, to provide visual clues on direc-
tions, to explain the current scene or even to use the current scene
or parts thereof in automated queries. Key to scene understand-
ing and thus to all these user interactions is high quality object
detection based on multimodal content — images, videos, audio,
etc. Large Multimodal Models (LMMs) seamlessly process text in
conjunction with such multimodal content. Therefore, they are an
excellent basis for novel XR-based user interactions, given that they
provide the necessary detection quality.

This paper presents a two-stage analysis: In the first stage, the
quality of two of the most prominent LMMs (LLaVA and KOSMOS-
2) is compared with the object detector YOLO. The second step
exploits Fooocus, a free and open-source Al image generator based
on Stable Diffusion for the generation of images based on the de-
scriptions derived in the first step. The second step evaluates the
quality of the scene descriptions obtained in stage one. The evalua-
tion results show that LLaVA, KOSMOS-2 and YOLO can all out-
perform the other approaches depending on the specific research
focus. LLaVA achieves the highest recall, KOSMOS-2 results are the
best in precision, and YOLO performs much faster and leads with
the best F1 score. Fooocus manages to create images containing
specific objects while still taking its liberty to omit or add specific
objects. Therefore, our study confirmed our hypothesis that LMMs
can be integrated into XR-based systems to further research novel
XR-based user interactions.
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1 Introduction

The rapid advancements in Large Language Models (LLMs) [8] have
enabled significant progress in natural language processing tasks,
such as text classification, sentiment analysis, and machine trans-
lation. With over 180 million users, ChatGPT? by OpenAl is the
most popular LLM. Other major companies like Meta, with the
LLaMA model [44], provide LLMs that users can deploy locally.
Unlike LLMs, Large Multimodal Models (LMMs) [51] possess the
unique ability to process not only text but also multimodal content,
including images, sound, and videos. This versatility extends their
capabilities beyond text-based interactions. Recent studies [48, 49]
have showcased the potential of LMMs in multimodal understand-
ing, leveraging both linguistic and visual cues to identify objects,
scenes, and actions.

LMMs play a crucial role in eXtended Reality (XR) applications,
where users equipped with dedicated goggles or mobile devices
perceive a real-world scene and get additional information on the
objects within it. For these applications, high-quality LMMs for
multimodal scene understanding are vital.

The potential of LMMs for XR applications in indoor architec-
tures, a pivotal aspect of modern life, is profound. As buildings
become more intricate and dynamic, indoor environments become
more diverse and pose challenges to on-scene understanding to
support XR applications. In such XR applications, LMMs could
revolutionise how users navigate these varied indoor spaces, such
as open-plan offices, museums, shopping malls, and healthcare
facilities, each with unique navigation strategies.

Computer vision approaches have traditionally been employed to
recognise objects and scenes within these environments. However,
these methods rely on extensive training data, domain-specific
expertise, and manual annotation. Moreover, these approaches may
need help with complex or dynamic scenarios, such as varying
lighting conditions, occlusions, or changes in the environment’s

!https://chatgpt.com
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layout. Additionally, they only recognise objects in isolation rather
than understanding their relationships.

Multimodal understanding can play a vital role in indoor ar-
chitecture to overcome these limitations. By combining linguistic
and visual cues, users can interact with physical spaces using nat-
ural language queries, such as “Find the nearest coffee shop” or
“Show me where the meeting room is located.” This intuitive and
user-friendly interaction style can significantly improve the user
experience, reducing cognitive load and increasing efficiency -
not exclusively, but very prominently in XR settings. Furthermore,
multimodal understanding can enable more accurate and efficient
object detection. For instance, a user might ask, “What is that ob-
ject on the table?” or “Where can I get a similar object to the one
standing there?” By analysing both linguistic cues (e.g., the object’s
description) and visual cues (e.g., the object’s appearance), an LMM
can accurately identify the object and provide relevant information.

This information needed by users can be translated into queries
in multimedia retrieval. The concept would exist in XR to enable
a user-interactive model where the digital and real worlds blend.
Similar digital content can be retrieved by automatically detecting
objects in the real world using an LMM. In the context of indoor
architecture, users can retrieve the most similar objects in their
collection and digitally place them (e.g., retrieved furniture). This
potential application in mixed-reality multimedia retrieval opens
up exciting possibilities for the future.

In this paper, we investigate the capabilities of Large Multimodal
Models for object detection in images, exploring their potential to
complement and surpass traditional computer vision approaches.
We compare the performance of two LMMs (LLaVA [28, 29] and
KOSMOS-2 [21, 21, 35]) with YOLO (You Only Look Once) [39, 47], a
state-of-the-art object detector, on an indoor scene dataset. We aim
to determine whether LMMs can recognise objects as effectively as,
or better than, traditional object detection algorithms. In the second
step, we explore image generation using Fooocus?, an MLL capable
of generating images. We investigate if a created image specified
by the detected objects of an LMM contains the elements again
by analysing the newly generated image with YOLO to use such
automatically generated objects as query objects for a subsequent
multimedia similarity search.

Our evaluation reveals that LLaVA excels in recall, making it
particularly effective when identifying as many relevant objects
as possible, which is critical. KOSMOS-2 demonstrates superior
precision, indicating its strength in accurately identifying relevant
objects with minimal false positives. On the other hand, YOLO is
the fastest and achieves the highest F1 score, balancing precision
and recall effectively. Furthermore, Fooocus, while creatively gener-
ating images with specified objects, sometimes introduces or omits
elements, showing both the potential and limitations of image gen-
eration in XR applications. These findings confirm the potential
of integrating LMMs into XR-based systems for enhanced user
interactions and pave the way for future research in this domain.

The remainder of this paper is organised as follows: First, we
review the foundations (Section 2) and p