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Abstract
The time taken to generate a super-resolution image and the quality of the final synthetic image de-
pends on the performance of the localization algorithm which is used in the localization microscopy
pipeline. The most precise and accurate algorithms are mostly iterative and they take a long time to
generate the localization list while the faster ‘one-shot algorithms’ are not very accurate and precise.
A deep learning method smNet (single-molecule Net) was developed by Zhang et al [76] which was
claimed to perform one-shot localization with precision close to the theoretical limit and very accurately,
along with performing aberration estimation and dipole-emitter orientation angle estimation. The deep
learning model smNet was trained either by augmenting experimental data or using simulated data
generated with an erroneously simplified simulation model and a phase retrieval method. The purpose
of this work was to characterize the performance of smNet when it was trained with simulated images
generated using an accurate vector model for a range of physical conditions. Along with the charac-
terization of smNet’s performance in doing 3D localization and aberration estimation with the accurate
vector model, a pipeline was also designed which made the training process of smNet more efficient
and computationally cheaper while performing accurate and precise 3D localization and aberration es-
timation. The pipeline was designed to implement the concept of simulator learning where a smNet
model could be trained on simulated data and used to perform 3D localization and aberration estima-
tion directly on experimental data without any retraining or domain adaptation techniques.

Keywords : Localization Microscopy, Deep Learning, 3D Localization, Aberration Estimation
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1
Introduction

1.1. Localization Microscopy

Today, fluorescence microscopy has become one of the most important tools for researchers to see bi-
ological structures present inside a cell with great detail. The rise in the use of fluorescence microscopy
by researchers can be attributed to the high contrast in the images as a result of fluorescent labels and
the ability of the researchers to label the relevant bio-molecules such as proteins with these labels. The
introduction of the green fluorescent protein (GFP) in the 1990s and the ability of the researchers to
genetically engineer cells to express this protein made fluorescent microscopy a widely used tool in cell
research [47]. Figure 1.1 shows the schematic of a fluorescence microscope. Laser light of a certain
wavelength (𝜆፞፱፜) is directed through a dichroic mirror and an objective lens to shine on the biological
sample. This excitation beam is absorbed by the biological sample and typically a few nanoseconds
later, the sample emits a light (𝜆፞፦።፭) which is Stokes-shifted by ∼ 10−100𝑛𝑚 to a longer wavelength.
This light is captured by the objective lens and passes through a series of dichroic mirror and emission
filter to eliminate the reflected excitation beam. The fluorescence emission passes through a tube lens
and is focused on to the sensor of a CCD or CMOS camera which generates the image of the biological
sample.

The resolution of a state of the art fluorescence microscope is limited by the Abbe’s diffraction limit.
According to this limit the resolution that can be achieved by an optical microscope is 𝜆/2𝑁𝐴 where 𝜆 is
the wavelength of the light used for imaging and NA is the numerical aperture of the objective lens. The
typical resolution which is achieved by a modern fluorescence microscope using visible light and a high
NA lens is ∼ 200𝑛𝑚 which limits the imaging of the finer details of structures within the cell. Electron mi-
croscopes provide a much higher resolution but they are not useful for live-cell imaging nor it is possible
to label specific proteins and hence it does not provide a complete picture of the biological processes
going on inside the cell. Over the last few decades, researchers have tried to bypass Abbe’s diffraction
limit using techniques known as super-resolution techniques. The super-resolution techniques such as
Stochastic Optical Reconstruction Microscopy (STORM) and Photo Activated Localization Microscopy
(PALM) belong to the field of optical nanoscopy [25][3][62][31]. Using the conventional microscope
setup they offer a resolution of ∼ 20𝑛𝑚 which is about ten times better than the diffraction limit. The
diffraction limit is passed by a technique called localization microscopy. In localization microscopy, in
each frame, a small number of stochastically switched-on fluorophores are imaged. The centre of each
airy spot is localized and using many such frames a super-resolved image is reconstructed using the
localization information. Figure 1.2 shows the process of capturing multiple frames with a stochastic
fraction of ‘on’ fluorophores which are used to generate a super-resolution image. This increment in
the resolution does not require any additional hardware. The state of the art localization microscopy
techniques requires only a conventional fluorescence microscope, laser light sources and a CCD or
CMOS camera with low readout noise and a high efficiency of converting photons into electrons. The
only additional requirement is the image processing software which processes each frame, generates
localization information and reconstruct the super-resolved image from the data.

1
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Figure 1.1: Schematic representation of the fluorescence microscopy setup [47].

Figure 1.2: Generation of individual frames with a fraction of ’on’ fluorophores [62].

1.2. Image Processing in Localization Microscopy
The most important tool to generate a super-resolution image is the image processing software. The
performance of the image processing software determines the quality of the output image. Figure
1.3 shows the data flow in an image processing software to generate a super-resolution image. The
first task performed by the software is to segment the region of interest (ROI) containing a candidate
emitter. The most basic algorithm which is used for segmentation is thresholding [25][3]. The selection
of a candidate emitter is done by identifying a pixel which has intensity higher than a defined threshold
or intensity more than a fixed multiple of the background. These pixels are used to generate ROIs
from a frame with these pixels being the centre of a region of interest. Apart from simple thresholding,
more complex wavelet-based algorithms have been proposed. These decompose a raw image into
wavelet maps which are used to separate blobs from noise and background and then further watershed
segmentation is used to identify the candidate pixel and generate ROIs [51][29]. Another advanced
segmentation approach is by local hypothesis testing against the null hypothesis that a pixel belongs
to the local background [35]. These techniques have an underlying assumption that the background
is uniform and this assumption holds for a small ROI. For cases where the assumption doesn’t hold
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Figure 1.3: Flowchart showing the various stages required in order to generate a super resolution image [47].

median filtering has been proposed to identify candidate emitter pixels [24].
The next step is to localize the centres of the candidate emitters with sub-pixel accuracy. Local-

ization algorithms are discussed in chapter 2 in detail. The most commonly used algorithms are fitting
based algorithm. In fitting based algorithms, a point-spread function (PSF) model is fitted to the can-
didate emitters and the information about the centre of the emitter is obtained. The fitting based algo-
rithms are generally very computationally expensive as they are iterative algorithms. Deep learning-
based algorithms are emerging in the field of localization microscopy.

Once localization is done, three important post-processing steps are followed before generating
a super-resolution image. The first post-processing step is to eliminate unreliable localizations. This
filtering step is performed to remove localizations arising from the emission of multiple fluorophores or
localization due to sample contamination or due to autofluorescence. This filtering is done based on
the information returned from the localization algorithm. Information about the width of the bead, the
intensity of the bead, goodness of fit when a fitting based localization algorithm is typically combined
to filter out unreliable localizations [31]. The second post-processing step is to combine localization
of the same emitter across the subsequent frames where the emitter is on. Ideally, a single emitter
should appear only in one frame but often the same emitter is present in multiple frames. These
localizations should be combined based on proximity to generate an accurate representation of the
underlying structure. The third post-processing step is to compensate for drift. A typical experiment
can last anywhere from a few minutes to a few hours. Over this duration due to mechanical vibrations
in the setup and from the surrounding environment can cause the sample to drift relative to the camera
setup over a distance which is larger than the localization precision of the algorithm. Drift can be fixed by
using mechanical solutions which actively compensate for mechanical vibrations present in the system
or the surrounding [25]. Drift correction can be done using algorithms by introducing fiduciary markers
in the images and then localizing the position of the fiduciary markers and comparing its position in the
subsequent frames using cross-correlation and then compensating for the shift [54][43][19].

The final step of localization microscopy is to generate a super-resolution image. Localization mi-
croscopy is inherently different from other microscopy techniques as in localization microscopy, the
final result is a set of position estimates while other microscopy techniques generate pixelated images.
These positions estimates are used to generate a synthetic image of sub-cellular reality. The simplest
visualization technique is to plot the localization estimate as symbols in a Cartesian coordinate sys-
tem. The resulting Scattergram [3] would depict the underlying structure. Another technique which is
used to generate the final visualization is histogram binning where the total field of view is divided into
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Figure 1.4: Representation of different visualization techniques applied on stimulated localization data of filaments with
᎞ ዆ ኼ.ኺ፱ኻኺᎵ᎙፦ᎽᎴ and localization precision ᎟ ዆ ኻኺ፧፦. Panels: (a) The ground truth structure, (b) histogram binning, (c)

Gaussian rendering, (d) jittering, (e) Delaunay triangulation, (f ) quad-tree visualization [47].

square pixels and each pixel is assigned an intensity value which depends on the number of localiza-
tions present inside a pixel [48]. If the size of the pixel is larger than one-quarter of the resolution then
the image quality is deteriorated. Images generated by this technique are often jittery because of low
SNR. Blurring the image with a radially symmetric kernel improves the image quality [16]. Another tech-
nique which is used to generate the super-resolved image is using a Gaussian blob with dimensions
depending on the lateral and axial localization precision of each localization [26]. Using the Delaunay
triangulation technique, a tiling pattern is created using the localization estimates as the vertices of the
triangle. The smaller the triangle the higher is the emitter density and the grayscale intensity assigned
to a tile is directly proportional to the emitter density in the final super-resolved image. The quad-tree
algorithm generates a visualization by generating square tiles whose size is directly proportional to the
emitter density. Initially, each bin is split into 4 sub-region. If the sub-region has more certain a thresh-
old number of emitter then the sub-region is split into 4 more sub-region and the process is repeated
until the sub-region cannot be split further [6]. Figure 1.4 shows the resulting super-resolved image
generated using different visualization algorithms.

1.3. Research Problem
The fitting based localization algorithms perform localizations with precision close to the theoretical limit
(discussed in section 3.3). They have a few drawbacks that since they are iterative algorithms they are
computationally expensive and slow. This makes the process of generating a super-resolution image
quite long. Deep learning-based methods which are coming up in the field of localization microscopy
can perform 3D localization very fast and are computationally inexpensive. Single-molecule net (sm-
Net) [76] is one such deep learning technique which can perform 3D localization. The benefit of using
smNet is that along with performing 3D localization it is claimed to also perform angle orientation esti-
mation of a dipole and estimation of wavefront aberrations present in the optical system accurately and
precisely. The training process of the smNet algorithm has a few flaws. smNet can be trained either
using experimentally obtained data or using simulated data. When smNet is trained using experimen-
tally obtained data, an 𝑁×𝑁×𝐿 stack is created where 𝑁 is the height and the width of the image and
𝐿 is the number of experimentally obtained images. The images are converted from a 3D array to a
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2D array with a dimension of 𝑁ኼ × 𝐿 and then data augmentation is performed by interpolation along
each of the columns and then each row is converted into a 𝑁 ×𝑁 image. This synthetic augmentation
technique doesn’t accurately represent all the possible variations that could arise from different imaging
conditions. When training the smNet with simulated images, the pupil function is extracted from exper-
imental data using a phase retrieval method and then PSFs are simulated at arbitrary positions using
the diffraction model and the extracted pupil function. This process has a drawback that the model
used to generate the simulated images is an erroneous oversimplified model which doesn’t accurately
represent the real experimental PSFs and the training process requires extraction of the pupil function
from experimental data using a phase retrieval method. The concept of simulator learning is also not
tested by the authors where a smNet model trained on purely simulated data can be used to make
predictions on real experimental data.

The first challenge was to characterize the performance of smNet trained with simulated images
generated using an accurate PSF model over a wide range of physical parameters without the use of
any phase retrieval method. Once the characterization was done the next challenge was to design a
pipeline which would ensure robust 3D localization using smNet over a large range of physical condi-
tions such as photon count, background count, aberration modes and aberration magnitude. The final
challenge was to test the feasibility of the concept of simulator learning using smNet and to compare
its performance with a ‘conventional’ fitting based localization algorithm.

1.4. Thesis Structure
In this section, the structure of the thesis is described. In chapter 2, literature survey is described
where localization algorithms are discussed. At the end of the literature survey, some of the unan-
swered research questions in the localization microscopy are discussed. The physics behind image
formation in an optical imaging system along with the concept of the fundamental limit to precision, the
so called Cramer Rao Lower Bound is presented in chapter 3. The workflow and description of the
building blocks of the smNet neural network are described in chapter 4. Chapter 5 contains information
about the simulations carried out. The results obtained from the simulation experiments and experi-
ments performed on empirically collected data are presented and discussed in chapter 6. Inferences,
conclusions and recommendations are presented in chapter 7.



2
Literature Survey

In this chapter, various conventional localization microscopy algorithms and their working are dis-
cussed. Also, the emergence of deep learning in different stages of localization microscopy are dis-
cussed extensively in this chapter.

2.1. Conventional Localization Microscopy Algorithms
In this section, various traditional localization microscopy algorithms are discussed which are not based
on the concept of deep learning.

2.1.1. Single Emitter Fitting Based Algorithms
GaussMLE

Smith et al [60] came up with an iterative fitting algorithm which converges to the theoretical lower
bounds (Cramer-Rao lower bound). This method gives precision which matches the Cramer Rao lower
bound over a large range of conditions but this method has a drawback that it’s performance degrades
when the SNR is very low [2]. Also this method is computationally very expensive as compared to the
other methods described in this study. This algorithm computes the maximum likelihood estimate of
the particle’s position, photon count and the background count using a Newton-Raphson optimization
scheme. The PSF model which is used for the algorithm is defined by :

𝑃𝑆𝐹(𝑥, 𝑦) = 1
2𝜋𝜎ኼ 𝑒

Ꮍ(ᑩᎽᒍᑩ)ᎴᎽ(ᑪᎽᒍᑪ)Ꮄ
ᎴᒗᎴ (2.1)

where 𝜃፱,፲ are the position estimate and accounting for the finite size of the pixel, the imaging model
is re-written as :

𝜇፤(𝑥, 𝑦) = 𝜃ፈᑠ ∫ፀᑜ
𝑃𝑆𝐹(𝑢, 𝑣)𝑑𝑢𝑑𝑣 + 𝜃፛፠ (2.2)

and which can be further simplified as :

𝜇፤(𝑥, 𝑦) = 𝜃ፈᑠΔ𝐸፱(𝑥, 𝑦)Δ𝐸፲(𝑥, 𝑦) + 𝜃፛፠ (2.3)

where Δ𝐸፱(𝑥, 𝑦) and Δ𝐸፲(𝑥, 𝑦) is defined as :-

Δ𝐸፱(𝑥, 𝑦) =
1
2𝑒𝑟𝑓(

𝑥 − 𝜃፱ +
ኻ
ኼ

2𝜎ኼ ) − 12𝑒𝑟𝑓(
𝑥 − 𝜃፱ −

ኻ
ኼ

2𝜎ኼ ) (2.4)

Δ𝐸፱(𝑥, 𝑦) =
1
2𝑒𝑟𝑓(

𝑦 − 𝜃፲ +
ኻ
ኼ

2𝜎ኼ ) − 12𝑒𝑟𝑓(
𝑦 − 𝜃፲ −

ኻ
ኼ

2𝜎ኼ ) (2.5)

6
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Using this model the idea is to maximize the function 𝑙𝑛(𝐿(𝑥⃗|𝜃)) which is equal to the maximum likeli-
hood estimate of the parameter 𝜃ፌፋ = 𝑎𝑟𝑔᎕𝑚𝑎𝑥𝐿(𝑥⃗|𝜃) where the function 𝐿(𝑥⃗|𝜃), derived by modeling
shot noise present in the images as a Poisson distribution, is defined by :

𝐿(𝑥⃗|𝜃) =∏
፤

𝜇፤(𝑥, 𝑦)፱፤𝑒ዅ᎙ᑜ(፱,፲)
𝑥፤!

(2.6)

and the update rule after each iteration is given by :

𝜃። → 𝜃። + [∑
፤

𝜕𝜇፤(𝑥, 𝑦)
𝜕𝜃።

( 𝑥፤
𝜇፤(𝑥, 𝑦)

− 1)][∑
፤

𝜕ኼ𝜇፤(𝑥, 𝑦)
𝜕𝜃ኼ።

( 𝑥፤
𝜇፤(𝑥, 𝑦)

− 1) − 𝜕𝜇፤(𝑥, 𝑦)
ኼ

𝜕𝜃።
]ዅኻ (2.7)

This method achieves precision which is equal to the information limit or the Cramer-Rao lower bound.
Cramer-Rao lower bound can be defined using :

Δ𝜃 ≥ 1
√𝑖(𝜃)

(2.8)

where 𝑖(𝜃) is the information content which is computed from the PSF also known as the Fisher’s
information matrix, 𝑁 is the number of photon and 𝜃 is the position co-ordinates.

Fitting using C-Spline based Experimental PSF

Li et al [36] came up with an MLE based fitting algorithm which uses experimental PSFs instead of the
popular Gaussian PSF model. The biggest advantage of this method is this method is compatible with
all PSF engineering methods and it can even perform 3D localization without any additional optical
component to break the symmetry. This method can utilize the subtle difference in the PSF in both
the planes (above and below focus) and use that to perform 3D localization. One major disadvantage
of this algorithm that it can only perform single emitter fitting and a high quality model is necessary
when experimental PSFs are used.The algorithm works by segmenting ROIs by finding local maxima
to identify the candidate molecule followed by sub pixel alignment. Sub-pixel alignment is done by
performing 3D cross correlation and the central part of the cross correlation is zoomed by a factor of 20
using c-spline interpolation and the sub-pixel x,y and z shifts are determined. This is followed by shifting
the bead with c-spline interpolation. The bead stack is further regularized by performing smoothing with
the help of smoothing b-spline in z direction. The smoothened bead stack is up-sampled to get the c-
spline co-efficient and then MLE is performed with the help of the Levenberg-Marquardt scheme to
obtain the x, y and z localization.

2.1.2. Multi Emitter Based Fitting Algorithms
MLE fitting for multi emitter

A MLE based method was developed by Huang et al [26] which also used a Gaussian model fitting
to perform multiple emitter fitting in a given sub-region containing many emitters. First filtering is done
to identify sub-regions with cluster of emitters in them and then the positions of N emitters are found
sequentially where theN emitter model uses information from theN-1 emitter model. For the first emitter
localization in a sub-region an initial estimate is made from the center of mass and for subsequent
emitters the position information from the N-1 model is used as initial position estimate. The remaining
initial position estimate is found out by calculating the residuum image generated after subtraction ofN-1
model from data in the sub-region. If maximum intensity in the residuum is lower than a threshold then it
is assumed that there are nomore emitters left in the sub-region. Figure 2.1 shows howGPUGaussMLE
algorithm works.

PALMER

PALMER (Parallel Localization of Multiple Emitters via Bayesian Information Criterion Recommenda-
tion) [68] is a fitting based multi-emitter localization algorithm which is based on the combination of
GPU, parallel computation and model recommendation via Bayesian Information Criterion which has
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Figure 2.1: [GPUGaussMLE [26]] This figure gives an over-all schematic representation of the working of the GPUGaussMLE
algorithm.
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Figure 2.2: [PALMER [68]] Load sharing by CPU and GPU in PALMER algorithm.

a very low false positive rate. It is robust giving very precise localization over a wide range of emitter
densities. This algorithm however cannot be used to perform 3D localization.The PALMER method is
based on the former method SSM_BIC [55].The assumption is that each emitter is independently con-
tributing to the observed signal at each pixel, the imaging model for multiple emitters is the convolution
of PSF and function with respect to the positions and fluorescence intensities. The positions of emitters
can be obtained using MLE and gradient descent at a sub-pixel level.

The algorithm pre-estimates the number of emitters and their position by finding the local maxima
in the sub-region and if the centre and 4 connected neighbours are higher than the threshold the centre
pixel is added to the list of potential candidate emitters and the process is repeated till there are no
emitters left in the sub-region or themaximum number of emitters defined by the user has been reached.

CPU and GPU both are used in this localization procedure. The initial images are loaded into the
computer’s memory and convolution is performed with an averaging and annular filter to de-noise the
images. Then sub-regions are cut-out from the image with a size of 9x9 using 5 times the background
value for the threshold to localize maxima and the sub-region was removed from the original de-noised
image to ensure that other sub-region cutting could be done independently. The algorithm then pre-
estimates the number of emitters and their position by finding the local maxima in the sub-region and
if the centre and 4 connected neighbours are higher than the threshold the centre pixel is added to
the list of potential candidate emitters and the process is repeated till there are no emitters left in the
sub-region or the maximum number of emitters defined by the user has been reached. A series of the
model is generated based on the pre-estimate data and the optimum model is selected using Bayesian
Information Criterion statistics. This is done on a GPU and the selected model is loaded into the CPU
and then the mean-shift algorithm [71] is used to update the global position of the emitter after each
iteration. Another round of emitter fitting is performed on GPU to improve sub-pixel localization and
model recommendation. Figure 2.2 shows how the workload is shared between CPU and GPU

2D and 3D DAOSTORM

Holden et al [23] came up with a method which drew inspiration from an algorithm DAOPHOT 2 [64]
which was used in astronomy. The new method called DAOSTORM can be used to localize emit-
ters even when there is overlap amongst the PSFs. Initially candidate emitters are selected by using
DAOFIND [18], an algorithm which convolves a truncated circularly symmetric Gaussian with the input
image and local maxima in the image are selected as candidate emitters. Theoretically, the optimum
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Figure 2.3: [DAOSTORM [5]] Flow of the DAOSTORM algorithm

way of localizing multiple molecules in a high density frame is by global minimization of a fit of all model
PSFs in the whole frame but this is computationally very expensive as the time complexity is 𝑂(𝑁ኽ).
If the whole image is split into approximately 𝑣 number of sub-groups of non-overlapping cluster and
simultaneous fitting is done for each cluster then the time complexity scales down to 𝑂(𝑁ኼ). The PSF
model is generated keeping the size of the PSF constant so the fitting parameters are only the loca-
tion and intensity which again makes the computation inexpensive. First the algorithm automatically
groups overlapping molecule and fits each group with multiple model PSFs simultaneously. After initial
fitting, a residual image is calculated containing the PSFs which were not identified during the initial
localization step. Peak finding is carried out in the residual image and the newly identified emitters are
added to the list of emitters from the initial steps and the whole fitting of the PSFs is carried out again
and the whole process is done until there are no more unidentified emitters in the residual image. Both
the method claim to have a very high recall rate even when the particle density is very high and across
a broad range of SNR but both the algorithms are computationally very expensive.

Babcock, Sigal and Zhuang [5] modified the DAOSTORM algorithm to make it compatible for 3D
localization. The primary difference between 2D DAOSTORM and 3D DAOSTORM are :-

• 2D DAOSTORM fits the image with a fixed shaped PSF while 3D DAOSTORM fits the images
with elliptical Gaussian with varying x and y width which is dependent of the axial position.

• The error in fit is calculated using maximum likelihood estimator suitable for a Poisson distribution
of error instead of Gaussian distribution of error.

• 2D DAOSTORM groups cluster of overlapping PSFs together and fits them simultaneously. In
3D DAOSTORM a single cycle of fit image based on updated position of every emitter.

• 2D DAOSTORM involves a cubic spline to correct for deviations in PSF from idealized Gaussian
but 3D DAOSTORM doesn’t.

Figure 2.3 shows how multi-emitter fitting is performed by DAOSTORM
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2.1.3. Non-Iterative Methods
QuickPALM
QuickPALM [22], a free open source software available as a plugin for ImageJ that uses a modified
centre of mass-based technique to localize single emitters and all single emitter utilizes a single thread
and the parallel computation helps in reducing the execution time of the algorithm. QuickPALM’s biggest
advantage is it’s speed and simplicity while it is not the most accurate method to perform localization
as it is prone to errors when noise and background is high. Within each thread, a new unprocessed
image is opened and the noise level of the unprocessed image is estimated by calculating the standard
deviation from a 13x13 region centred on the minimum intensity pixel. This minimizes the chance of
a single emitter pixel being present in the noise estimation operation. After this process, a bandpass
filter similar to the ROI extraction algorithm is used to suppress noise and correct for the background.

The image is then searched for the maximum intensity pixel. Once the maximum intensity pixel
is located a window is created using the maximum intensity pixel as the centre and the length of the
window is twice the FWHM (Full Width at Half Maximum) defined by the user. The local SNR (Signal
to Noise Ratio) is calculated by dividing the mean intensity within the window by the relative noise
standard deviation calculated beforehand assuming the noise levels are same across the image. If the
SNR calculated is less than the pre-defined SNR then the process is halted else the candidate spot is
run through a series of tests passing which the spot will be registered as a single emitter. The tests
are:-

• If the spot is not a part of the image edge

• If the intensity is not saturated

• If the spot doesn’t overlap with any previous spot

If the tests are passed then the centre of mass of the spot is calculated using equations :

𝑐፱ =
∑።,፣ 𝑠።,፣𝑥።,፣
∑።,፣ 𝑠።,፣

(2.9)

𝑐፲ =
∑።,፣ 𝑠።,፣𝑦።,፣
∑።,፣ 𝑠።,፣

(2.10)

where 𝑐፱ and 𝑐፲ are the co-ordinates of the centre of the mass, 𝑠።,፣ is the intensity of the pixel and
𝑥።,፣ and 𝑦።,፣ are the co-ordinates of the pixels. The spot shape is then calculated using the following
parameters stated in the following equations :

𝜎፥ =
∑።,፣(𝑐፱ − 𝑥።,፣)
∑።,፣ 𝑠።,፣

(2.11)

𝜎፫ =
∑።,፣(𝑥።,፣ − 𝑐፱)
∑።,፣ 𝑠።,፣

(2.12)

𝜎ፚ =
∑።,፣(𝑐፲ − 𝑦።,፣)
∑።,፣ 𝑠።,፣

(2.13)

𝜎፛ =
∑።,፣(𝑦።,፣ − 𝑐፲)
∑።,፣ 𝑠።,፣

(2.14)

Where the sum of 𝜎ፚ and 𝜎፛ gives the height of the PSF and the sum of 𝜎፥ and 𝜎፫ gives the width of
the 2D spot. Once the length of the quadrants are known the height and width of the bead can be
computed using equation 2.15 and 2.16

𝐹𝑊𝐻𝑀፱ =
2.354(𝜎፥ + 𝜎፫)

2 (2.15)

𝐹𝑊𝐻𝑀፲ =
2.354(𝜎ፚ + 𝜎፛)

2 (2.16)

Figure 2.4 shows the workflow of QuickPALM algorithm.
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Figure 2.4: [QuickPALM [22]] Workflow of QuickPALM algorithm.

Radial Symmetry

Parthasarathy [53] presented a non-iterative, non-fitting based algorithm which can be used to localize
the centre of a PSF utilizing the assumed radial symmetry of the PSF and can be used to perform
2D localization of PSFs. It is a computationally light, fast method which doesn’t need a GPU and can
reach performance of fitting based method. It also has a lot of drawbacks as the assumption of radial
symmetry doesn’t hold when PSF engineering is used to break symmetry and hence it is not suitable
for 3D localization. It is also prone to the presence of trails of other PSF in the ROI and hence the
dataset should be very sparse which is not always possible in real life setting. The idea behind the
method is that for a radially symmetric PSF, any line which is drawn parallel to the gradient of any point
will intersect at a point which the centre of the PSF as shown in Figure 2.5. The distance between any
such line and the centre of the PSF will be theoretically zero. In an image which has limit pixel size
and noise present in the image, the centre is the point which minimizes the distance of the centre to all
such lines. In this method, the Robert cross operator is used to compute the gradient of the image. The
advantage of using the Robert cross operator [14] is that it helps to compute both the components of
the gradient at the same point simultaneously instead of computing the x and y component separately
and the slope of the gradient can be computed using :

𝑚፤ =
(𝐼።ዄኻ,፣ዄኻ − 𝐼።,፣) + (𝐼።,፣ዄኻ + 𝐼።ዄኻ,፣)
(𝐼።ዄኻ,፣ዄኻ + 𝐼።,፣) − (𝐼።,፣ዄኻ + 𝐼።ዄኻ,፣)

(2.17)

and any of the grid midpoint located at (𝑥፤ , 𝑦፤) a line with the slope 𝑚፤ passing through the grid mid-
point can be written as :

𝑦 = 𝑦፤ +𝑚፤(𝑥 − 𝑥፤) (2.18)
The distance between a point and a given line is described using simple geometry and the problem is
defined to find the best fit point (𝑥፜ , 𝑦፜) by minimising the function stated by :

𝜒ኼ ≡∑
፤
𝑑ኼ፤𝑤፤ (2.19)

where 𝑑፤ is the distance between a line and a particular point (i.e, the best-fit centre point) and the 𝑤፤
is a weighting factor. This equation can be solved analytically and the output is the co-ordinate of the
PSF centre.
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Figure 2.5: [Radial Fitting [53]] The concept of radial fitting.

Gradient Fitting

Ma et al [39] proposed a gradient-based method which could be used to localize PSFs in 3D Astigma-
tism microscopy in a non-iterative method. It is very fast computationally and can be used for real time
particle tracking but MLE based fitting methods are 3-4 times more accurate than this method. The
imaging model used is defined by:

𝐼(𝑚, 𝑛) = 𝑁
2𝑤፱𝑤፲

exp[−((𝑚 − 𝑥፜)
ኼ

2𝑤ኼ፱
+ (𝑛 − 𝑦፜)

ኼ

2𝑤ኼ፲
)] (2.20)

where (𝑥፜ , 𝑦፜) is the lateral centre position of the bead and (𝑤፱ , 𝑤፲) is the width of the bead in 𝑥 and 𝑦
direction and (𝑚, 𝑛) are the co-ordinates of the lateral plane. The exact gradient along x and y axis can
be computed using the partial derivatives of equation 2.20 which can be estimated using the following
equation

𝐺፱ = 𝐼(𝑚, 𝑛)
−(𝑚 − 𝑥፜)

𝑤ኼ፱
(2.21)

𝐺፲ = 𝐼(𝑚, 𝑛)
−(𝑛 − 𝑦፜)

𝑤ኼ፲
(2.22)

The limitation in real time application is that the images are not free of shot noise and have limited pixel
size. This makes the computation of the exact value of 𝐺፱ and 𝐺፲ difficult using equation 2.21 and
2.22. To overcome this, 2 optimized gradient operators are used to compute 𝑔፱ and 𝑔፲ by convolving
the kernels with the raw image 𝐴. The measured gradient matrix 𝑔 gives a good approximation for the
theoretical gradient 𝐺 given by :

𝑔፱ =
⎡
⎢
⎢
⎣

−1 0 0 1
−2 0 0 2
−2 0 0 2
−1 0 0 1

⎤
⎥
⎥
⎦
∗ 𝐴 (2.23)

𝑔፲ =
⎡
⎢
⎢
⎣

1 2 2 1
0 0 0 0
0 0 0 0
−1 −2 −2 1

⎤
⎥
⎥
⎦
∗ 𝐴 (2.24)

The measured gradient may still deviate from the theoretical gradient 𝐺 which is shown in Figure 2.6
therefore the non-linear least square method is used to calculate the best fit 𝐺 with the least deviation
𝐷 to the measured 𝑔. The metric deviation 𝐷 is calculated as an angle 𝜃 which is defined by :

𝜃 ≈ sin𝜃 =
|𝐺፲ .𝑔፱ − 𝐺፱ .𝑔፲|

|𝐺||𝑔| =
|𝑒(𝑥፜ −𝑚)𝑔፲ − 𝑒(𝑦፜ − 𝑛)𝑔፱|

√𝑒ኼ(𝑥፜ − 𝑛)ኼ + (𝑦፜ −𝑚)ኼ.√𝑔ኼ፱ + 𝑔ኼ፲
(2.25)

where ellipiticity 𝑒 is defined as (𝑤፱/𝑤፲)ኼ. The total deviation 𝐷 can be computed using :

𝐷 =∑
፦,፧

𝜃ኼ.𝑊 ≈∑
፦,፧

(𝑒(𝑥፜ −𝑚)𝑔፲ − 𝑒(𝑦፜ − 𝑛)𝑔፱)ኼ
(𝑒ኼኺ(𝑥ኺ − 𝑛)ኼ + (𝑦ኺ −𝑚)ኼ)(𝑔ኼ፱ + 𝑔ኼ፲)

.𝑊 (2.26)

where 𝑒ኺ and (𝑥ኺ, 𝑦ኺ) are initial estimates obtained using the centroid method and 𝑊 is a weighting
fraction. Mathematically, 𝐷 is minimum where the partial derivative is equal to zero and 𝑥,𝑦 and 𝑒
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Figure 2.6: [Gradient Fitting [39]] a). This figure show how the actual gradient (green) deviate from the computed gradient (red
and blue). b). Mapping of eccentricity to axial position.

can be obtained by solving closed form equations. The algorithm outputs an ellipticity value which
is mapped to an axial position using a calibration curve which is generated using an iterative fitting
algorithm which is more accurate.

Phasor based method

Martens et al [40] proposed a method which performs localization with precision comparable to the
most accurate fitting based methods and it is computationally inexpensive and can be run on CPU.
The method involves calculating the first Fourier co-efficients in x and y directions to create a vector
which represents phasors. The angle of the phasor is used to identify the centre of the PSF and ratio
of the magnitude of the x and y component is used to compute the z position of the PSF and similar to
the gradient fitting method [39] the ratio of magnitude maps to a z position using a calibration curve.

FluoroBancroft

Anderson et al [2] came up with a localization algorithm which draws inspiration from the Global Posi-
tioning System where three measurement positions are used to determine the 2D position of the user
using a technique called triangulation shown in Figure 2.7. It is an algorithm which is very fast but this
algorithm works on very sparse dataset and 3D localization is not possible with this algorithm. The
emitter localization problem is also designed in a similar manner, where the true location of the emitter
can be found from the overlap of measurements. Similar to all the other direct methods it is a very
quick method but the accuracy isn’t close to the state of the art fitting methods. Here, the assumption
is that the fluorescence intensity depends on the distance between measurement points (centre of the
pixel in CCD array) and the position of the emitter. A single measurement results in a range which
can be traced in the form of a circle. A measurement would result in another circle and the location of
the emitter will be in the intersecting area of the two circles. Another measurement would yield in yet
another circle of possible range and in absence of noise, the 3 circles would intersect at a point giving
the exact location of the emitter’s position. The presence of noise leads to error in the range predicted
by each circle and all the three circles would not intersect at a single point and rather than an analytical
solution an estimation has to be found. The algorithm models the emitter particle as a Gaussian profile
with shot noise and Poisson noise. The half-value point of intensity is defined by the Rayleigh’s radius.
Equation 2.27 defines the emitter model

𝐼(𝑥, 𝑦) = 𝑚𝑒ዅ
ᑣᎴ
ᎴᒗᎴᑩ + 𝜂ፁ + 𝜂፬፡ (2.27)

where m is a scaling factor determined by the photon emission rate of the fluorophore, 𝜎፱ and 𝜎፲ are
the width and height of the PSF and 𝜂ፁ being the background and 𝜂፬፡ is the shot noise and range from
measurement points (x,y) to true position (𝑥፨ , 𝑦፨) is defined :-

𝑟 = √(𝑥 − 𝑥፨)ኼ + (𝑦 − 𝑦፨)ኼ (2.28)
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Figure 2.7: [FluoroBancroft [2]] Localization using the idea of ’triangulation’.

rearranging which we get :-
𝑟ኼ = 2𝜎ኼ፱ 𝑙𝑛(𝑚) − 2𝜎ኼ፱ 𝑙𝑛(⟨𝐼⟩ − 𝑁ፁ) (2.29)

where 𝑟ኼ gives the range of the measurement and ⟨𝐼⟩ being the expected photon intensity and 𝑁ፁ being
the expected background noise level.

Each measurement point results in a range equation which can be arranged into a system of an
over-determined linear equation which is solved using Moore-Penrose pseudoinverse to obtain the
position of the emitter.

Joint Distribution

Larkin and Cook [32] presented a method which uses the probability distribution of each photon to
localize the emitter position by building up a joint probability distribution shown in Figure 2.8. These
authors claim that this algorithm performs better than MLE when the SNR is very low but this algorithm
isn’t precise compared toMLE based fitting algorithmwhen the SNR is high and the algorithm has a fatal
flow of assuming the brightest pixel as a candidate pixel. This is a non-iterative algorithm which is used
to localize emitters which are imaged by a CCD. The assumption behind this work is that every photon
registered on the CCD sensor carries information about the position of the emitter. This information is
blurred by the PSF of the optical system. Here PSF is defined using many probability distributions -
one for each photon registered on the camera. Assuming all the photons coming from the same single
emitter a joint probability distribution is built up and used to localize the emitter’s position. This algorithm
provides a closed-form solution and is robust against noise. Generally, photons falling on the camera
pixel are described as a binning action like building a histogram where the sub-pixel spatial location
is lost. In conventional microscopy when a photon is registered in a pixel the probability distribution
of the photon is defined by a step function where inside the bounds of the pixel the probability is 1
and outside the pixel, the probability is 0. In this approach, the probability distribution is treated as a
Gaussian distribution where the probability is spread into neighbouring pixels as well. Each photon has
an individual Gaussian probability distribution. All the distribution are used a joint probability distribution
and the mean of the joint probability distribution is the location of the centre of the emitter and the
variance of the normal joint probability distribution is the width of the PSF. The closed-form equation
2.30 describes the mean of the joint probability distribution which is the estimate of the emitter’s true
position

𝜇፨ =
ፍ

∑
።዆ኻ
(𝜇።𝜎ዅኼ። ).(

ፍ

∑
።዆ኻ
𝜎።)ዅኻ (2.30)

3D-PALM

York et al [72] described a way to estimate emitter position from images based on cross correlation
without using a PSF model or utilizing the knowledge of the optical configuration. One of the biggest
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Figure 2.8: [Joint Distribution [32]] The concept behind the joint distribution algorithm for localization.

advantages of this method is that no prior assumption is needed about the PSF generation model but
the biggest drawback is it’s complexity. The various steps of the algorithm are listed below :

• Construction of a calibration stack

• Candidate particle selection

• Localization

• Drift Correction

• Link Localization and re-localization (optional)

• Construction of the image histogram

To construct the calibration stack the image stack is cut out in such a way that it contains only one
fiducial marker with minimal blank space surrounding the marker. All images at the same piezo-position
is averaged out and the image is smoothened with a Gaussian filter.

After the calibration stack is constructed the image is filtered with a Gaussian-Laplace filtered to re-
move slowly varying background and quick-varying noise. All the pixels above a user defined threshold
are marked and a rectangle the size of the calibration stack xy dimension is placed around the brightest
spot and the rectangle’s location is recorded and all the pixels inside the rectangle are unmarked and
this process is done for the entire image recording the position of all the candidate pixels.

The previous image is subtracted from the current frame to generate a differential image which
helps to identify the candidate emitter’s ’birth’ where brightness increases significantly from the previous
frame and correspondingly the candidate emitter’s ’death’ is identified where the brightness decreases
in the current frame compared to the present frame.

Cross-correlation is then used to generate the similarity index between the candidate image and
the calibration image after cross-correlation and the candidate image is then shifted in x, y and z to find
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Figure 2.9: [FALCON [42]] The 3 stages of working of the deconvolution algorithm FALCON

the position where the similarity index is highest and the candidate image is position is identified by
adding the same amount of shift by which the calibration image was shifted and interpolation is used
to shift the image on a sub-pixel scale and the final 3D co-ordinate is recorded.

FALCON

FALCON [42] is a deconvolution algorithm which performs localizations of multiple emitters present
in a sub-region. It is a complex algorithm which is computationally very expensive but this algorithm
is a robust multi-fitting algorithm which performs very well over a broad range of physical conditions.
In deconvolution based localization, a molecules position is estimated by upsampling and subsequent
deblurring of a low resolution image. In this method, a deblurred image is generated by using a sparsity
promoting priors on a sub-pixel grid. This is followed by minimizing a least square criterion on a sub-
pixel grid which is followed by a finer refinement process to obtain the final localization list of multiple
emitters in a sub-region of a low resolution image. Figure 2.9 pictorially describes idea behind the
FALCON algorithm.

Wedged Template Matching

Takeshima et al [65] came up with a method to increase the temporal resolution in localization mi-
croscopy by introducing a template-based multi-emitter fitting algorithm. The algorithm is capable of
working with frames which have high emitter density where PSFs are overlapping. The method is
called Wedged Template Matching where the algorithm uses a template for a single molecule to make
the best estimates. Partial image templates are used to recognize the single emitter and make coarse
localization and the full template is used to remove the single emitter from the cluster of overlapping
PSFs. WTM is a deconvolution method where the idea is to match a segment of the model function
of the PSF to the template and even in the region of severe overlap the model matches the template
accurately near the edges and this helps in identification of the molecule as a candidate emitter. WTM
algorithm comprises of 4 stages:-

• Preparation of the single-molecule model

• Background subtraction

• Wedged template matching: Camera level and Sub-pixel level

• Emitter removal from the cluster

For the preparation of the model, a Gaussian model is used with a diameter of PSF and total intensity
of the PSFs as parameters. After defining the model the frame is convolved with a convolution mask
of approximately 5x5 pixels and then the pixels which have a value higher than the defined intensity
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Figure 2.10: [Wedged Template Matching [65]] Example of different templates used for template matching.

threshold are considered as candidate emitters. The WTM algorithm prepares 4 different templates to
deal with various degrees of PSF overlap. The template is then placed at the location which is identified
as a candidate emitter and normalised cross-correlation coefficient is computed and then the template
is rotated again in step sizes of 45 and the correlation coefficient is computed again. The pixel with
the highest similarity index (for any angle 𝜃) is selected as the emitter pixels. This process is done at
camera resolution level and the higher precision template matching is applied to the emitter pixel on a
sub-pixel resolution grid. Before applying the finer matching, the desired sub-pixel resolution of either
(9x9 or 15x15) is selected within a single pixel. For each camera pixel, the same number of templates
are created and then a similar matching process is done at all the sub-pixel grid points and the highest
similarity index sub-pixel is identified as the true centre. Once the true centre is located on the sub-
pixel grid the single emitter is subtracted from the cluster using the PSF model and the intensity of pixel
which were are taken as parameters while building the model for template matching and the process is
repeated until there is no candidate pixel that remains in the residuum image. WTM then finally outputs
a list of localized true centres. Figure 2.10 shows the example of the different templates which are used
for the wedged template matching algorithm. The biggest advantage of using this algorithm is that this
is designed to handle cases of severe overlap and tends to give results comparable to state of the art
multi-emitter fitting algorithm and it’s biggest drawback is that no templates are available to perform 3D
localization.

2.2. Deep Learning and Localization Microscopy
In this section, the emergence of deep learning in the domain of localization microscopy is discussed.
This section starts off by presenting deep learning based methods which could identify and count sin-
gle molecules followed by discussion on the development of various methods which started addressing
different sections of the localization microscopy pipeline which includes background estimation, local-
ization and super-resolution image reconstruction.

Identification of Single Molecule

The emergence of deep learning in the single-molecule localization microscopy is relatively new when
compared to the conventional localization schemes. One of the earliest works, in single-molecule
localization microscopy, is by Powen et al [9], where an artificial neural network-based approach has
been developed to identify the single molecule. In this paper, the identification of single molecules has
been designed as a classification problem. The advantage of using a neural network over a pre-defined
model is that if the model selection is not done accurately it can lead to results which distort the reality
even though neural networks don’t provide insight into the underlying mechanism. The neural network
architecture is designed to tackle a two-class problem and can identify two different fluorophores. For
the purpose of experiments 3 different type of fluorophores [17] [1] [73] was used. The neural network
used in this paper is a simple two-layer feed-forward network with an activation function being a log-
sigmoidal function which a popular choice of a transfer function in a classification problem. The neural
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Figure 2.11: [Cell Counting and Detection [70]] The image on the left shows the low resolution image containing PSF cluster.
The center figure shows a density map generated by the network and the network on right shows cell counting using the

maxima of the density map.

network has 64 input nodes and two output node with output values of 0 and 1 at each node, [0,1]
denoting the identified fluorophore is of the type-1 and [1,0] suggesting that the fluorophore is of type-
2. This paper is one of the earliest works which show that a neural network based approach can be
used to tackle various sub-tasks of SMLM.

Cell Detection and Counting

Xie, Noble and Zissermann [70] came up with a method for automated cell-counting and detection in
microscopy images. In this work, a fully convolutional network is set up to regress a cell spatial density
map as an output. This is an alternative approach which can be used to detect and count cells when
traditional segmentation algorithms can’t be applied due to cell clumping and overlap. The cell counting
problem can be solved by two approaches:

• Detection based counting. In this method, prior detection or segmentation is required

• Density estimation. No prior segmentation is required.

The CNN based method of Xie,Noble and Zissersmann doesn’t require any prior segmentation and
approaches the cell counting problem using a density estimation based method and shows that cell
detection can be used as a side benefit of the cell counting task. The problem ismapped as a supervised
learning task which maps an image I(x) to a density map D(x) for a mxn image. The CNNs are trained
on synthetic data and their performance is evaluated using experimentally collected data. To train the
neural network, the ground truth is presented in the form of a dot annotation and each cell is represented
as Gaussians and the density map is formed by the superposition of the Gaussians. The network
regresses a density map and then local maxima are counted to count the number of cells present in
the image frame. Since the cells are much smaller than the image frame the need of networks which
can represent highly semantic structure is not needed and a simple CNN network is sufficient. Inspired
by very deep VGG-net [58] small kernels of size 3x3 or 5x5 is used. The number of feature maps in a
higher layer is increased to counter the loss of spatial information by pooling. To increase training data
size, the synthetic images are cut into smaller frames of 100x100 pixels and simple data augmentation
techniques such as flipping and small rotations are also employed and the images are normalized. The
cost function used by the network is defined by :-

𝐼(𝑊;𝑋ኺ) =
1
𝑀

ፌ

∑
።዆ኻ
(𝑌፧ − 𝑋።፧)ፓ(𝑌፧ − 𝑋።፧) (2.31)

where 𝑊 are all trainable parameters, 𝑋ኺ is the input patch and Y is the ground truth with annotations
and 𝑀 is the total number of training data. Stochastic gradient descent with momentum is the choice
of optimizer for this problem. Figure 2.11 shows the input and output of the network. The genera-
tion of density map with maxima information can be utilized to segment an emitter before performing
localization.
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Figure 2.12: [BGnet [44]] a). This image shows the input to the network and the estimated structured background. b). This
depicted the network architecture of BGnet.

Background Estimation and Data Augmentation

Mockl et al [44] came up with a deep neural network called BGnet which can estimate background
from optical images. In single-molecule localization microscopy, the quality of the rendered images
is dependent on the accuracy of localization of the single molecules and the presence of background
can hamper the quality of localization. The fitting algorithm can handle the presence of constant back-
ground which is treated as a constant offset but the presence of structured background is much more
detrimental to the localization process. Treating a structured background as offset makes localiza-
tion inaccurate as the underlying structures alter the PSFs. Any approach to remove the presence
of structured background involves the identification of the structure and the ability of the algorithm to
differentiate between the PSF and the structured background.

BGnet allows fast and accurate estimation of the structured background. The network is heavily
inspired by U-net [57], a U shaped convolutional encoder-decoder network which is very popular in
biomedical segmentation applications. The reason such an architecture is chosen is that the segmen-
tation task is very similar to the structured background estimation task where a structure is embedded
in a structured background and the underlying structure has to be removed. The idea is to first reduce
the spatial size of the image while increasing the filter space and after condensation increasing. For
training the network, a dataset is provided which contains PSFs at the various axial position and differ-
ent frequencies of structured background where the PSFs are simulated using vector diffraction theory.
Figure 2.12 shows the input and output of the network and the network architecture.

Another use of U-net has been described by Schmidt et al [69] to generate training data for image
restoration in optical microscopy using deep learning.

Localization using Deep Learning

Zelger et al [74] use a deep convolutional network based on the VGG-16 network to localize single
molecules in 3D. The network has one or two convolution layer followed by a pooling layer to extract
the most important spatial information from the previous layers. The kernel size is fixed at 2x2 pixels
because the objects of interests are not very large and the number of kernels has been increased
to 1024 to extract the maximum amount of spatial information from the PSFs. The network uses the
ReLu activation function which is suitable for a regression problem and the Adam optimizer to update
the weights by back-propagation. The training data comprises 10,000 images of emitters at random
3D position varying between -1.3 𝜇m to 0.1 𝜇m (arbitrary choice made by authors) in the z dimension
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Figure 2.13: [Localization [74]] Architecture of the proposed network.

Figure 2.14: [DeepLoco [10]] Architecture of the DeepLoco network.

and x,y range of [-0.5𝜇m,0.5𝜇m]. The signal photon count was randomly changed from 1000 photon
to 9000 photons and the background was varied between 75 to 250 photons. The training images are
generated from ROIs containing single emitters extracted from a single frame by segmentation of the
sparse images and the neural network is used to predict the sub-pixel position. Figure 2.13 shows the
architecture of the proposed network.

Boyd et al came up with a method named DeepLoco [10] shown in Figure 2.14 which uses a deep
neural network to directly map images with emitters to their respective locations. The performance of
the network is then evaluated using a novel loss function developed by the authors. The advantage
of this method is that this method can be applied to arbitrary aberrations, noise and non-linearity. The
most important contribution of this work is the novel loss function which the authors came up with.

Aritake et al [4] describe a neural network (see Figure 2.15) approach to perform single-molecule
localization in a multi-plane setup. The problem with multi-plane setup is that even the smallest drift
is detrimental to the localization process and the authors formulate an approach to describe the 3D
localization problem along with the estimation of lateral drift as a compressed sensing problem. In this
work, the authors did not use PSF engineering to encode axial position but instead used a quad plane
microscope and it’s focal points to encode the position. In such setup, lateral drifts are very detrimental
and the assumption is made that all estimation might have some level of sub-pixel drift in the image.
To make the estimation accurate the estimation of the position along with the lateral drift estimation is
important and this is formulated as a compressed sensing problem. The CNN employed in the paper is
based on the FSRCN network [15] which accurately predicts the position of the molecule and is robust
against drift and does not need any explicit drift correction. The imaging model can be defined :
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Figure 2.15: [Localization using Deep Learning [4]] Architecture of the proposed network to localize single emitter.

Figure 2.16: [Localization using Deep Learning [61]] This figure gives an over-all schematic representation of the experiment

𝑦፥ = 𝐻𝑤 + 𝜖 (2.32)

where 𝑦፥ is a vector of fluorescence intensity or the observed low-resolution image and 𝐻 is the ob-
servation matrix containing the PSFs and 𝑤 is the molecule distribution along with noise models. Now
the problem is to estimate the elements of the 𝑤 matrix from the low-resolution image 𝑦፥ and 𝐻 is an
over-complete matrix. This can be re-written as the following equation which is called compressed
sensing problem :

𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒፰||𝑦፥ − 𝐻𝑤||ኼኼ + 𝜆||𝑤||ኻ (2.33)

Speiser, Turaga and Macke [61] proposed a method (DECODE) which uses a temporal context
from multiple sequentially imaged frames to detect and localize molecules. It is a mixture of super-
vised and unsupervised learning which makes it robust against a mismatch in the generative model. It
addresses the vulnerability of DeepSTORM [45] and DeepLoco [10] algorithms which uses so-called
simulator learning where due to the want of training data the models are trained on simulated data and
deployed on experimental data. Imperfection in the simulation model can induce imperfection in the
localization process. The authors propose a method which combines simulator learning with variational
auto-encoder to make the networks robust. The DECODE network learns hidden features from con-
secutive images and these frame specific features are integrated by a module which outputs five output
maps. The first map is a binary map of particle detection, the second map predicts the brightness of
detected particles and the final 3 maps outputs the spatial location of the particles.

DeepSTORM3D [46] is a neural network-based approach which is designed to localize overlapping
PSFs over a large axial range and output a list of 3D positions. The second contribution made by the
authors is the development of a PSF for 3D localization of dense emitters over a large axial range.
Simulated emitter positions are fed to the imaging model with the new developed PSF which generates
a low-resolution image which is then fed into the trained network which outputs the 3D positions of
the localized emitters. The CNN structure has a multi-scale context aggregation module to process
the input low-resolution images and it extracts features using a growing receptive field. It is followed
by an upsampling stage and the last module refines the lateral and axial position of the emitters and
generates the predicted vacancy grid shown in Figure 2.17.
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Figure 2.17: [DeepSTORM3D [46]] Representation of the working of DeepSTORM3D algorithm which generates the
co-ordinates of the localized emitters.

Figure 2.18: [DeepSTORM [45]] Representation of the working DeepSTORM algorithm which reconstructs super-resolution
images directly from low resolution images.

Image Reconstruction

Nehme et al [45] presented a deep learning approach to directly take low-resolution images as input and
give out a super-resolution image as output. The network is based on the fully conventional encoder and
decoder architecture which is inspired by the cell counting network [70]. The network first aggregates
spatial information at multiple scales in the encoding stage using multiple convolution stages and later
in the decoding stage the spatial dimensions are restored using deconvolution stages. The final pixel-
wise prediction is created using a depth reducing convolution filter with a linear activation function.
Since the network doesn’t produce a localization list and produces a direct super-resolution image
shown in Figure 2.18, the loss function for training the net uses a regression approach. The squared lኼ
distance between the network’s prediction and the ground truth image which is formed by a set of delta
spikes convolved with a 2D Gaussian. The training process also promotes sparsity by introducing a lኻ
penalizer. The loss function for this method is given by :

l(𝑥, 𝑥̂) = 1
𝑁

ፍ

∑
።዆ኻ
||𝑥̂።⊛𝑔 − 𝑥።⊛𝑔||ኼኼ + ||𝑥̂።||ኻ (2.34)

where ̂𝑥። is the networks prediction, 𝑥። is the ground truth, 𝑔 is the Gaussian which is convolved with
the ground truth and prediction and 𝑁 is the number of sample in the training set.

Ouyang et al [52] demonstrated an artificial neural network-based reconstruction method named
ANNA-PALM to reconstruct super-resolution views from sparse localization images or widefield im-
ages. This task was defined as an image restoration task and the challenge with such tasks are
that an infinite number of solutions exists unless constraints are imposed to restrict the solution to
a lower-dimensional manifold. Suitable manifolds exist because most images are redundant and can
be approximated with a smaller number of degree of freedom than the number of pixels. ANNA-PALM
makes use of this fact and restores an under-sampled image in the time domain into a high-resolution
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Figure 2.19: [ANNAPALM [52]] End to end representation of ANNAPALM algorithm for image representation which has a
auto-encoder network and a Generative Adversarial Network.

image using an encoder-decoder network and a generative adversarial network. The CNN is similar
to the U-net structure suitable for extracting multi-scale information and pixel-wise mapping and the
GAN (generative adversarial network) network is used to process this information and generate the
high-resolution image. Figure 2.19 shows the end to end representation of the ANNAPALM algorithm.

2.3. Unanswered Research Problems
The state of the art localization algorithms which do not use deep learning are mostly fitting based
algorithms which are slow because of their iterative nature. The deep learning methods usually tackle
one problem of localization microscopy as the parameter space scales up very fast if multiple problems
have to be tackled. The deep learning method, smNet partially solves this problem by multiplexing
each of the problem of aberration estimation, orientation estimation and 3D localization. The training
process of smNet is done with an oversimplified model which is based on diffraction theory. In optical
systems with a high NA objective lens, diffraction theory doesn’t accurately represent the image for-
mation process. In this thesis, the performance of smNet is characterized when smNet is trained with
simulated data generated using a more accurate vector model. In this experiment, the concept of sim-
ulator learning is also tested which would remove the need for synthetically augmenting experimental
data.



3
Physics of Image Formation

In this chapter, the image formation process and aberration in the imaging process are discussed. The
concept of Cramer Rao Lower Bound which serves as a metric to compare the performance of any
estimator is also discussed.

3.1. Diffraction Model - Scalar and Vector
Scalar Diffraction Theory - Wave Propagation
Diffraction theory is used to define the imaging process when the numerical aperture is small and parax-
ial approximation is possible (𝑠𝑖𝑛𝛼 = 𝛼). Diffraction theory was used by Zhang et al [76] to generate
simulated images to train the neural networks. In diffraction theory, the polarization of light doesn’t
change after passing through a lens. Using Fourier optics, a light wave propagating from a point along
the z-axis from 𝑧 = 0 to 𝑧 = 𝑧 can be represented using the following equation:

𝑈(𝑥, 𝑦, 𝑧) = ∫∫𝑑𝑓፱ 𝑑𝑓፲ 𝑈̂(𝑓፱ , 𝑓፲ , 𝑧)𝑒ኼ᎝፣( ᑩ፟፱ዄ ᑪ፟፲) (3.1)

where 𝑈(𝑥, 𝑦, 𝑧) represents the electric field distribution at a point 𝑧 = 𝑧 and 𝑈̂(𝑓፱ , 𝑓፲ , 𝑧) is defined as:

𝑈̂(𝑓፱ , 𝑓፲ , 𝑧) = 𝑒
Ꮄᒕᑛᑫ
ᒐ 𝑒ዅ᎝፣᎘፳(፟Ꮄᑩ ዄ፟Ꮄᑪ )𝑈̂(𝑓፱ , 𝑓፲ , 0) (3.2)

and 𝑈̂(𝑓፱ , 𝑓፲ , 𝑧) represents the multiplication of the Fourier transform of the wave intensity at 𝑧 = 0
with the propagation transfer function which is defined by the exponential terms in the equation. This
formulation helps physicists approach the wave propagation problem from a systems perspective.

Scalar Diffraction Theory - Effect of Aperture

Figure 3.1: Representation of the interaction of a propagating light wave with an aperture [62].
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When a propagating wave traveling from 𝑧 = 0 to 𝑧 = 𝑧 encounters an aperture as shown in figure 3.1
in the propagation path it gets diffracted by the aperture and the resulting electric field distribution at
𝑧 = 𝑧 is represented using the equation:

𝑈(𝑥, 𝑦, 𝑧) = 𝑈ኺ𝑒
Ꮄᒕᑛᑫ
ᒐ ∫∫𝑑𝑓፱ 𝑑𝑓፲ 𝑇̂(𝑓፱ , 𝑓፲)𝑒ዅ᎝፣᎘፳(፟

Ꮄᑩ ዄ፟Ꮄᑪ )𝑒ኼ᎝፣( ᑩ፟፱ዄ ᑪ፟፲) (3.3)

where 𝑇̂(𝑓፱ , 𝑓፲) represents the Fourier transform of the aperture transmittance function.

Scalar Diffraction Theory - Effect of Lens
The presence of a lens in the propagation path modulates the phase of the incoming beam and changes
the shape of the wavefront which is shown in figure 3.2. The equation 3.4 represents the modulation
effect of the lens on the incoming wave where 𝑈።፧ and 𝑈፨፮፭ represents the incoming and outgoing wave
respectively and the exponential function is the lens modulation function. The equation 3.5 shows the
effect of the lens as a transfer function multiplied to the Fourier transform of the incoming light wave.

𝑈፨፮፭(𝑥, 𝑦) = 𝑒ዅ
ᒕᑛ(ᑩᎴᎼᑪᎴ)

ᒐᐽ 𝑈።፧(𝑥, 𝑦) (3.4)

where 𝜆 is the wavelength of the light and 𝐹 is the focal length of the lens.

𝑈፟፫፨፧፭(𝑥, 𝑦, ) =
𝑒
Ꮆᒕᑛᐽ
ᒐ

𝑗𝜆𝐹 𝑈̂፛ፚ፜፤(
𝑥
𝜆𝐹 ,

𝑦
𝜆𝐹 ) (3.5)

Figure 3.2: Effect of lens on the wavefront of a propagating light wave [62].

Scalar Diffraction Theory - Image Formation in a Microscope

Figure 3.3: A telecentric 4f optical system [62].

Figure 3.3 shows a two-lens optical imaging system. The optical system is an example of a telecentric
‘4f’ optical system where the aperture stop is imaged at ∞ in the image plane and numerical aperture
(NA) and magnification (M) does not change with 𝑧 position [62]. Using equations 3.1 and 3.4 the
complex amplitude function at the image plane can be described using the following equation:
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𝑈።፦ፚ፠፞(𝑥ኼ, 𝑦ኼ) = −
1

𝜆ኼ𝐹ኻ𝐹ኼ
∫∫𝑑𝑥ኻ 𝑑𝑦ኻℎ(𝑥ኼ, 𝑦ኼ; 𝑥ኻ, 𝑦ኻ)𝑈፨፛፣፞፜፭(𝑥ኻ, 𝑦ኻ) (3.6)

The term ℎ(𝑥2, 𝑦2; 𝑥1, 𝑦1) is the point spread function (PSF) of the system. The detectors present in
the image plane record image intensity which is found by taking the square of the complex amplitude.
Since the emission from the fluorescent proteins is incoherent, image intensity at the detector is the
convolution of the PSF with the fluorescence emission intensity of the object.

Vector Diffraction Theory
Figure 3.4 schematically represents the change in polarization when a light wave passes through a
high NA lens. When working with a high NA lens the paraxial approximation (𝑠𝑖𝑛𝛼 = 𝛼) does not hold
and the polarization of the incoming wave changes on interaction with a high NA lens [62]. The wave
propagation from the back focal plane of the lens to the front focal plane of the lens is still represented by
2D Fourier transform but there are modifications made to the amplitude and polarization of the wave.
The lens transfer matrix which is shown in equation 3.7 reflects how the input polarization changes
when passing through a high NA lens. The equations 3.8-3.10 show the individual components of the
propagating wave written as a Fourier transform incorporating the polarization change due to the high
NA system [63][59].

Figure 3.4: Representation of the change in polarization of light passing through a high NA lens.

[
𝐸፨፮፭፱
𝐸፨፮፭፲
𝐸፨፮፭፳

] = [
𝑐𝑜𝑠𝜃𝑐𝑜𝑠ኼ𝜙 + 𝑠𝑖𝑛ኼ𝜙 (𝑐𝑜𝑠𝜃 − 1)𝑠𝑖𝑛𝜙𝑐𝑜𝑠𝜙 −𝑠𝑖𝑛𝜃𝑐𝑜𝑠𝜙
(𝑐𝑜𝑠𝜃 − 1)𝑠𝑖𝑛𝜙𝑐𝑜𝑠𝜙 𝑐𝑜𝑠Ꭻ + 𝑐𝑜𝑠𝜃𝑠𝑖𝑛ኼ𝜙 −𝑠𝑖𝑛𝜃𝑐𝑜𝑠𝜙
𝑠𝑖𝑛𝜃𝑐𝑜𝑠𝜙 𝑠𝑖𝑛𝜃𝑠𝑖𝑛𝜙 𝑐𝑜𝑠𝜃

] [
𝐸።፧፱
𝐸።፧፲
𝐸።፧፳

] (3.7)

𝐸፱(𝑥ᖣ, 𝑦ᖣ) =
1
𝑗𝜆𝐹 ∫∫𝑑𝑥 𝑑𝑦

𝑐𝑜𝑠𝜃𝑐𝑜𝑠ኼ𝜙 + 𝑠𝑖𝑛ኼ𝜙
√𝑐𝑜𝑠𝜃

𝑒ዅ
Ꮄᒕᑛ(ᑩᖤᑩᎼᑪᖤᑪ)

ᒐᐽ (3.8)

𝐸፲(𝑥ᖣ, 𝑦ᖣ) =
1
𝑗𝜆𝐹 ∫∫𝑑𝑥 𝑑𝑦

(𝑐𝑜𝑠𝜃 − 1)𝑠𝑖𝑛𝜙𝑐𝑜𝑠𝜙
√𝑐𝑜𝑠𝜃

𝑒ዅ
Ꮄᒕᑛ(ᑩᖤᑩᎼᑪᖤᑪ)

ᒐᐽ (3.9)

𝐸፳(𝑥ᖣ, 𝑦ᖣ) =
1
𝑗𝜆𝐹 ∫∫𝑑𝑥 𝑑𝑦

𝑠𝑖𝑛𝜃𝑐𝑜𝑠𝜙
√𝑐𝑜𝑠𝜃

𝑒ዅ
Ꮄᒕᑛ(ᑩᖤᑩᎼᑪᖤᑪ)

ᒐᐽ (3.10)

3.2. Aberrations and Zernike Polynomials
A perfect optical system produces a spherical converging wavefront which produces a sharp image at
the sensor of the camera. Aberrations present in the optical system distort the spherical wavefront and
results in a blurry image as seen in Figure 3.5. The aberrations are introduced in wavefronts when a
smooth wavefront is reflected from a non-uniform surface or the propagating wavefront passes through
a medium with the non-uniform refractive index [8] (shown in Figure 3.6). The phase of the wavefront
is essential while quantifying the aberrations present in the system as the aberrations affect the phase
of a wavefront. The phase of the wavefront is defined by

𝜙 = 2𝜋
𝜆 𝑥 (3.11)
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Table 3.1: Representation of different Zernike aberration modes [12].

Index Noll’s Index Name Expression Representation PSF

𝑍ዅኼኼ (𝑥, 𝑦) 5 oblique
astigmatism 2𝑥𝑦

𝑍ኼኼ(𝑥, 𝑦) 6 vertical
astigmatism 𝑥ኼ − 𝑦ኼ

𝑍ዅኻኽ (𝑥, 𝑦) 7 vertical
coma 3𝑦ኼ + 3𝑥ኼ𝑦 − 2𝑦

𝑍ኻኽ(𝑥, 𝑦) 8 horizontal
coma 3𝑥ኼ + 3𝑦ኼ𝑥 − 2𝑥

𝑍ዅኽኽ (𝑥, 𝑦) 9 vertical
trefoil 3𝑥ኼ𝑦 − 𝑦ኽ

𝑍ኽኽ(𝑥, 𝑦) 10 horizontal
trefoil 𝑥ኽ − 3𝑥𝑦ኼ

𝑍ኺኾ(𝑥, 𝑦) 11 primary
spherical

6𝑥ኾ + 12𝑦ኼ𝑥ኼ−
6𝑥ኼ + 6𝑦ኾ−
6𝑦ኼ + 1
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Figure 3.5: Comparison of the effect of undistorted and distorted wavefront on the final image [12].

Figure 3.6: (a) Wavefront distortion when light is reflected of a non uniform reflective surface. (b) Wavefront distortion when
light passes through a region of non-homogeneous refractive index [41].

where 𝜙 is the phase of the propagating wave, 𝜆 is the wavelength of the wave and 𝑥 is the optical path
length.
Aberrations are incorporated in the definition of the pupil of an optical system. Since most commercial
microscopes have a circular pupil, defining the complex pupil function on a unit circle makes the most
sense. The function is defined in the spherical co-ordinate system by

𝑃(𝑟, 𝜃) = { 𝐴(𝑟, 𝜃)𝑒
᎖Ꭻ(፫,᎕) 0 ≤ 𝑟 ≤ 1

0 𝑟 ≤ 1 (3.12)

where 𝐴(𝑟, 𝜃) is the amplitude of the function and 𝑒᎖Ꭻ(፫,᎕) defines the phase of the complex pupil func-
tion. The aberrations present in the phase of the function are defined as a set of basis function as
shown by the following equation

𝜙(𝑟, 𝜃) =
ፍ

∑
።
𝑎።𝜓።(𝑟, 𝜃) (3.13)

where 𝑎። is the amplitude of a mode and 𝜓።(𝑥, 𝑦) is the mode. There is an infinite number of choices
for basis functions but in microscopy, Zernike polynomials are the used most extensively as they are
orthogonal over the interior of a unit circle [12].

Zernike polynomials [75] were introduced by Frits Zernike who invented Phase Contrast Microscopy
[11]. The choice of Zernike polynomials has many advantages.The first advantage is that the coefficient
of each mode is the RMS (Root Mean Square) wavefront error associated with that mode. Another
advantage is that the Zernike coefficient used to describe a wavefront is independent of the number of
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polynomials used in the sequence. Zernike modes which have higher magnitude represents a more
severe effect on the wavefront and hence degrades the performance of the optical system more. The
wavefront can be represented using the Zernike polynomials as

𝑊(𝑟, 𝜃) =∑
፧,፦

𝐶፦፧ 𝑍፦፧ (3.14)

where𝑊(𝑟, 𝜃) is the wavefront, 𝐶፦፧ is the RMSmagnitude of a particular mode and 𝑍፦፧ is the aberration
mode. Zernike modes are represented using 2 indices, 𝑛 representing the radial order and 𝑚 repre-
senting the azimuthal order. The Zernike polynomials can be represented using a complex equation

𝑍፦፧ (𝑟, 𝜃) ± 𝜄𝑍ዅ፦፧ (𝑟, 𝜃) = 𝑅፦፧ (𝑟)𝑒±᎖፦᎕ (3.15)

which can be written as

𝑍፦፧ (𝑟, 𝜃) = 𝑅፦፧ (𝑟)𝑐𝑜𝑠(𝑚𝜃) 𝑚 > 0
𝑍፦፧ (𝑟, 𝜃) = 𝑅፦፧ (𝑟)𝑠𝑖𝑛(𝑚𝜃) 𝑚 ≤ 0 (3.16)

where the radial function 𝑅፦፧ (𝑟) is defined over a unit circle

𝑅፦፧ (𝑟) =
(፧ዅ፦)/ኼ

∑
፥዆ኺ

(−1)፥(𝑛 − 𝑙)!
𝑙![ኻኼ(𝑛 + 𝑚) − 𝑙]![

ኻ
ኼ(𝑛 − 𝑚) − 𝑙]!

𝑟፧ዅኼ፥ (3.17)

A new representation was introduced was introduced by Noll [49] where the Zernike polynomials where
defined using a new normalization and with a single index. The table 3.1 shows the representation of
some Zernike modes and their blurring effect in the final image. Zernike aberration modes can be
categorized into 3 types [66]. The first type of aberration is a mode which does not affect the image
quality. Piston (𝑍ኺኺ) belongs to the first class of aberrations, which adds a constant phase to the whole
wavefront but does not affect the wavefront shape and hence doesn’t affect the image quality. Tip
(𝑍ዅኻኻ ), Tilt (𝑍ኻኻ) and Defocus (𝑍ኺኼ) belong the second type of aberration in which there is displacement
along the x, y and z-axis respectively but the quality of the image is not affected. All the other modes of
aberration belong to the third type of aberration which affects the image quality by distorting the shape
of the wavefront.

3.3. Fisher Information Matrix and CRLB
The Cramer-Rao lower bound is used as a metric which is used to evaluate the performance of a
localization algorithm. The Cramer-Rao lower bound is the lower limit on the precision [56] which
can be achieved using an unbiased estimator (an estimator whose estimates results in zero average
error). Fundamental properties of an optical system such as photon count, emission wavelength, the
numerical aperture of the objective lens, light collection efficiency and image acquisition duration affect
the theoretical precision with which a single emitter can be localized. The CRLB depends on the inverse
of the square root of the number of photons. Since the acquisition of the data on the detector is a random
process as the result of the stochastic nature of the single-molecule emission, the localization problem
is statistical. Therefore, the performance of a localization algorithm is characterized as the standard
deviation of results obtained from multiple experiments [50][37]. Comparing the CRLB with the 1𝜎
confidence obtained is used to characterize an estimators performance. To compute the CRLB, Fisher
Information Matrix is used whose inverse gives the lower bound variance. To calculate the lower bound,
the square root of the lower bound variance is computed which is the theoretical limit on the precision of
an unbiased estimator. The computation of the lower bound is independent of any estimation method
and therefore it serves as a uniform yardstick for comparison. The following equation represents the
mathematical formulation of the CRLB :

𝑐𝑜𝑣(𝜃̂) ≥ 𝐼ዅኻ(𝜃) (3.18)

where 𝐼(𝜃) is the Fisher Information Matrix, 𝑐𝑜𝑣(𝜃̂) is the covariance matrix, 𝜃 = {𝜃ኻ, 𝜃ኼ, 𝜃..., 𝜃፧} where
𝜃 is the vector of parameters and 𝜃̂ = {𝜃̂ኻ, 𝜃̂ኼ, 𝜃̂..., 𝜃̂፧} and 𝜃̂ are the estimated parameters. Both the
𝑐𝑜𝑣(𝜃̂) and 𝐼(𝜃) are an 𝑁 × 𝑁 matrix. The inequality does not imply that each element of the 𝑐𝑜𝑣(𝜃̂)
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matrix is bigger than each element of 𝐼(𝜃) but since the matrix 𝑐𝑜𝑣(𝜃̂) − 𝐼(𝜃) is positive semi-definite,
the main diagonal element of 𝑐𝑜𝑣(𝜃̂) is greater or equal to the diagonal element with the same index
in the 𝐼(𝜃) matrix. This relation can be represented mathematically using the following equation:

𝑣𝑎𝑟(𝜃̂።) ≥ [𝐼ዅኻ(𝜃።።)] (3.19)

where 𝑖𝑖 is the 𝑖፭፡ main diagonal element of matrix 𝐼(𝜃). Any parameter can be estimated from the
acquired images such as the signal photon count, background, location of the fluorophores, aberrations
present in the optical system as long as the parameters to estimated are appropriately incorporated
into the data [13]. The elements of the Fisher information matrix can be defined using the following
equation:

𝐼(𝜃) = 𝐸[𝛿𝑙𝑛(𝐿(𝜃))𝛿𝜃።
𝛿𝑙𝑛(𝐿(𝜃))
𝛿𝜃፣

] (3.20)

where 𝐿(𝜃) is the likelihood function, 𝜃 is the set of estimated parameters and 𝐸 is the expectation. As
the emission process is modeled as Poisson process the likelihood function can be written as

𝐿(𝜃) =∏
፪

𝜇ፍᑢ፪ 𝑒ዅ᎙ᑢ
𝑁፪!

(3.21)

where 𝑁 is observed data, 𝜇 is the expectation model and 𝑞 represents the pixel index. Using this
definition of the likelihood function the Fisher Information Matrix can be rewritten as

𝐼(𝜃) =∑
፪

1
𝜇፪
𝛿𝜇፪
𝛿𝜃።

𝛿𝜇፪
𝛿𝜃፣

(3.22)



4
smNet Architecture and Workflow

In this section, the working and the architecture of the deep learning method smNet which forms the
base of this research are discussed. The deep neural network, smNet proposed by Zhang et al [76]
can be used to perform 3D localization, dipole orientation estimation and wave-front aberration.

4.1. smNet Architecture
Zhang et al present a deep learning architecture for 3-D localization, orientation estimation and wave-
front aberration where each of the problems is modelled as a supervised regression problem. Multi-
plexing of the training process for each task reduces the complexity of the whole problem. Using a
single network to perform 3D localization, orientation estimation and wavefront aberration would make
the final complexity multiplicative. This would result in huge parameter space and the training process
would require an incredible amount of training data. By multiplexing the tasks, the complexity of the
problem is made additive, therefore, resulting in the reduction of the parameter space. The reduction
of the parameter space also means that the amount of training data required is also reduced signifi-
cantly. The input to the smNet (see figure 4.1 and tables 4.1 and 4.2) is a 3D image with the dimensions
𝐶×𝑁×𝑁 pixels (image size N = 16 or 32) where C stands for the number of channels in the input image
(C = 1 for single plane PSF and C = 2 for biplane PSF, for example). The network of the pipeline which
performs 3D localization and orientation estimation is 28 layers deep and contains 5 convolution lay-
ers followed by batch normalization layers after each convolution layer, 7 residual layer (each residual
layer contains 3 convolution layers) and 2 fully connected layers. The network for aberration detection
pipeline which estimates up to 12 Zernike coefficients is similar to the 3D localization network and the
only difference in network architecture is that aberration detection network has only 1 fully connected
layer instead of 2 layers. The network used for aberration detection with more than 12 Zernike modes
up to 21 Zernike modes has 2 convolution layers, 11 residual layers and batch normalization layers
after each convolution layers. For the task of xy localization, z localization and angle estimation, the
multiplexing is done while calculating the error by making selection of the appropriate cost function used
to train the network. While performing aberration estimation, multiplexing is done at an architectural
level apart as well as while calculating the error. The figure represents the architecture of the network
which is used to perform 3D localization and aberration estimation. The grey rectangles represent the
convolution layers, the coloured rectangles represent the residual layer and the last 2 layers represent
the fully connected layers. Table 4.1 describes the detailed architectural information of each layer of the
network pipeline which performs aberration estimation. Table 4.2 describes the detailed architectural
information of the network which is used to estimate the up to 12 modes of wavefront aberration.

Convolution Layer
Convolution layers [33] are extremely efficient in extracting spatial information and are therefore exten-
sively used in image-based applications such as object detection, image classification. A convolution
layer takes an image as input of a size C×N×N where C is the number of the channel of the image
and N is the number of pixels. It generates feature maps by convolving kernels whose weights are

32
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Figure 4.1: Visual representation of the smNet architecture.

Table 4.1: Details of smNet architecture used to perform 3D localization.

Building Blocks Kernel Size Stride Output Size
conv(1) C×7×7 1 64×N×N
conv(2) 64×5×5 1 128×N×N

res(1-3) [
128 × 3 × 3
32 × 3 × 3
64 × 3 × 3

] [
1
1
1
] [

32 × 𝑁 × 𝑁
64 × 𝑁 × 𝑁
128 × 𝑁 × 𝑁

]

res(4) [
128 × 3 × 3
64 × 3 × 3
128 × 3 × 3

] [
1
1
1
] [

64 × 𝑁 × 𝑁
128 × 𝑁 × 𝑁
256 × 𝑁 × 𝑁

]

res(5-7) [
256 × 3 × 3
64 × 3 × 3
128 × 3 × 3

] [
1
1
1
] [

64 × 𝑁 × 𝑁
128 × 𝑁 × 𝑁
256 × 𝑁 × 𝑁

]

conv(3) 256×1×1 1 128×N×N
conv(4) 128×1×1 1 64×N×N
conv(5) 64×5×5 1 1×N×N
FC(1) — — 10
FC(2) — — 1 or 2

initialized randomly. Each feature map contains some information about the input images. The higher
the number of feature maps generated the more spatial information about the image is collected. So,
smNet takes a 1 ×N ×N image and generates 64×N ×N output with a kernel size of 7 in the first layer.
It means in the first layer of smNet 64 kernels of size 7×7 are generated with random weights. These
randomly initiated kernels are used to perform convolutions and generate 64 feature map of the size
N ×N. The initial feature maps are used to extract low-level information such as vertical edges and
horizontal edges. The feature maps in the subsequent layers extract high-level information from the
feature maps generated in the previous layers. While training, the weights of the randomly initialized
kernels are adjusted so that the error in prediction coming out of a network and ground truth is mini-
mized. Strides in the convolution layers are used to control the output size of the feature maps. If the
stride is 2, then the feature map generated will be sub-sampled by a factor of 2. The figure 4.2 shows
a visual representation of the process of generation of feature maps in a convolution layer.

Residual Layer

A common problem while training very deep neural networks is the problem of exploding or vanishing
gradient. To tackle this, the concept of residual blocks [21] or skip connection was introduced. The
figure 4.3 shows how a skip connection can be implemented. It was observed that without skip con-
nections the training error first decreases and after a certain number of layers the training error starts
increasing. When a skip connection is implemented the training error keeps decreasing with the in-
crease in the number of layers. Each unit with a skip connection as shown in the figure 4.3 is called a
residual block. Such residual blocks are stacked one after the other to train deep neural networks.

The following equations represents the mathematics of the residual blocks

𝑋፫ዄኻ = 𝜎(𝑅(𝑤፫ , 𝑋፫) + 𝑓(𝑤፫፟ , 𝑋፫))
𝑅(𝑤፫ , 𝑋፫) = 𝐵𝑁(𝐹፜ፚ(𝑤፫ᑝᎵ , 𝜎(𝐵𝑁(𝐹፜ፚ(𝑤፫ᑝᎴ , 𝜎(𝐵𝑁(𝐹፜ፚ(𝑤፫ᑝᎳ , 𝑋፫)))))))))

(4.1)
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Table 4.2: Details of smNet architecture used to perform aberration estimation.

Building Blocks Kernel Size Stride Output Size
conv(1) C×7×7 1 64×N×N
conv(2) 64×5×5 1 128×N×N

res(1-3) [
128 × 3 × 3
32 × 3 × 3
64 × 3 × 3

] [
1
4
1
] [

32 × 𝑁 × 𝑁
64 × 𝑁 × 𝑁
128 × 𝑁 × 𝑁

]

res(4) [
128 × 3 × 3
64 × 3 × 3
128 × 3 × 3

] [
1
1
1
] [

64 × 𝑁 × 𝑁
128 × 𝑁/4 × 𝑁/4
256 × 𝑁/4 × 𝑁/4

]

res(5-7) [
256 × 3 × 3
64 × 3 × 3
128 × 3 × 3

] [
1
1
1
] [

64 × 𝑁/4 × 𝑁/4
128 × 𝑁/4 × 𝑁/4
256 × 𝑁/4 × 𝑁/4

]

conv(3) 256×1×1 1 128×N/4×N/4
conv(4) 128×1×1 1 64×N/4×N/4
conv(5) 64×5×5 1 1×N/4×N/4
FC(1) — — 12

Figure 4.2: Generation of a feature map in CNN

𝑓(𝑤፫፟ , 𝑋፫) = {
𝑋፫ 𝑝 = 𝑞
𝐵𝑁(𝐹፜ኻ(𝑤፫፟ , 𝑋፫) 𝑝 ≠ 𝑞 (4.2)

where 𝜎 represents the PReLU activation function, BN represents Batch Normalization layer, 𝑤፫ and
𝑤፫፟ are parameters of the residual block and identity function 𝑓. 𝑋፫ and 𝑋፫ዄኻ are the input and output
of a residual block respectively. 𝐹፜ፚ is a 3 × 3 convolution and 𝑤፫ᑝᎳ , 𝑤፫ᑝᎴ , 𝑤፫ᑝᎵ are parameters to the
convolution layers 𝑟፥ኻ, 𝑟፥ኼ and 𝑟፥ኽ. 𝐹፜ኻ is a 1×1 convolution and 𝑝 and 𝑞 are the number of feature maps
in the input and output layers of a residual blocks, respectively, The identity function in the residual
block enables the back-propagation signal to reach the input layer from the output layer in a deep
neural network.

Fully Connected Layer
Fully connected layers are powerful feature extractors. Fully connected layers work on the universal
approximation theorem [7] which states that a neural network with a finite number of neurons and non-
linear activation is capable of predicting any real-valued function. Still, fully connected layers are not
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Figure 4.3: Implementation of skip connections in residual blocks.

used to create deep networks because even a few fully connected layers significantly scale up the
number of trainable parameters and make the model large and computationally expensive. It is the
limitation on the available computational power which limits the usage of fully connected layers in deep
learning. Generally, it is used in the final layer of a deep neural network where a real-valued outcome
is expected.

Figure 4.4: Representation of fully connected layers in a neural network.

Batch Normalization Layer
For training the neural networks, if the weights are updated after passing a single dataset through
the network the training process would become noisy. Instead, training is done in batches where the
average error of a single batch is used to update the weights. Batch normalization is used to between
layers as ameasure to counteract internal covariate shift [27] by normalizing the gradients coming out of
a layer and prevents the problem of exploding gradients. It is also seen that adding batch normalization
layer makes the training process significantly faster. The training process becomes faster as all the
features after batch normalization have a mean of zero and a standard deviation of one and it makes
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the parameter space smaller. In some cases, it is also seen that adding batch normalization layers
increases the accuracy of the model. Since the normalization step takes place when the error for a
batch is computed the layer is called batch normalization layer. In smNet, the batch normalization layer
is present after each of the convolution layers and it prevents the problem of exploding gradients.

Activation Functions
Activation functions are used to introduce non-linearity in the neural networks. With the non-linearity
in the system, the neural networks would essentially perform linear regressions. In smNet, parameter-
ized ReLu (PReLu) or leaky ReLu have been used after each CNN and residual layers as it does not
saturates. The figure shows the PReLu function which is defined by the following equations :

Figure 4.5: This figure shows the leaky ReLu or Paramterized Relu (PReLu) function.

𝑓(𝑥) = { 𝑎𝑥 𝑥 < 0
𝑥 𝑥 ≥ 0 (4.3)

where 𝑎 is a tunable hyperparameter. In smNet, the default initialization provided by PyTorch is used.
The final fully connected layer of the model which is used for 3D localization and orientation estimation
uses HardTanh activation. The HardTanh activation (shown in the figure) is represented by the following
equation.

Figure 4.6: This figure shows the HardTanh function.

4.2. smNet training algorithm
The figure 4.7 shows the steps involved in training smNet. The dataset is normalized, divided into
training and validation data and training data is passed through the network to generate output. Using
the output the error is computed and the weights are adjusted to reduce the error. Once after every
pass, the validation data is passed through the network to evaluate the validation error which gives
insight about the networks ability to generalize.
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Figure 4.7: Flowchart of the smNet training process

Training and Validation Split
smNet is a supervised learning algorithm where the images are fed to the neural network with the
ground truth data. While training smNet to perform 3D localization, the ground truth data or the labels
are the spatial locations of the single-molecule emitters. While the network is trained to perform angle
orientation, the labels are the azimuthal and polar orientation of the single-molecule emitter. To perform
wavefront aberration estimation, while training the network the labels are the Zernike coefficient of each
mode of aberration present in the optical system. The training data and the validation data is split in a
75 % to 25 % ratio and all the inputs are normalized and fed to the neural network for training.

Weight and Bias Initialization
The use of batch normalization has many benefits. It enables using of a higher learning rate and
reduces the dependence of the training process on the weight initialization [27]. So the weights and
bias of each of the filter kernels in the convolution layers and the connections in the fully connected
layer was generated from a uniform distribution with a range of [−𝑠𝑡𝑑𝑣,−𝑠𝑡𝑑𝑣] where 𝑠𝑡𝑑𝑣 is defined
as

𝑠𝑡𝑑𝑣 = {
ኻ

√፤ፖ×፤ፇ×ፍᑚᑟᑡᑦᑥᑡᑝᑒᑟᑖᑤ
𝑐𝑜𝑛𝑣𝑜𝑙𝑢𝑡𝑖𝑜𝑛

ኻ
ፈ፧፩፮፭ፒ።፳፞ 𝑓𝑢𝑙𝑙𝑐𝑜𝑛𝑛𝑒𝑐𝑡𝑒𝑑

(4.4)
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where 𝑘𝑊 and 𝑘𝐻 are the height and width of the filter kernel and 𝑁ፈ፧፩፮፭ፏ፥ፚ፧፞ is the information about
the number of input channels.

Forward Propagation
Forward propagation is used to generate the output of a neural network depending upon the existing
weights and biases present in the network. The final output is an estimate of either the 3D positions,
orientation angles or the wavefront aberrations. For generating the output of each pass, the training
data is divided into batches of 128 images and an estimate of each batch is generated. When all the
batches produce an output it is called an epoch. Forward propagation of smNet can be mathematically
represented by :

𝐴፥ዄኻ። =
⎧

⎨
⎩

𝜎(𝐵𝑁(𝐹፥(𝑤፥ , 𝐴፥።))) 𝑐𝑜𝑛𝑣𝑜𝑙𝑢𝑡𝑖𝑜𝑛𝑎𝑙
𝜎(𝑅(𝑤፥ , 𝐴፥።) + 𝑓(𝑤፥፟ , 𝐴፥።)) 𝑟𝑒𝑠𝑖𝑑𝑢𝑎𝑙
𝜎((𝐹፥(𝑤፥ , 𝐴፥።))) 𝑓𝑢𝑙𝑙𝑦 − 𝑐𝑜𝑛𝑛𝑒𝑐𝑡𝑒𝑑
𝐻𝑇((𝐹፥(𝑤፥ , 𝐴፥።))) 𝑓𝑢𝑙𝑙𝑦 − 𝑐𝑜𝑛𝑛𝑒𝑐𝑡𝑒𝑑(𝐻𝑎𝑟𝑑𝑇𝑎𝑛ℎ)

(4.5)

where 𝐴፥ዄኻ። represents the output of a layer for for the mini batch 𝑖 for the layer 𝑙. 𝐵𝑁 represents the
Batch Normalization operation, 𝜎 represents the PReLu non-linear activation function and HT repre-
sents the HardTanh non-linear activation function. 𝐹፥ represents the linear transformation applied on
the input of a previous layer and 𝑓 is the identity function of a residual block. The outputs generated
by the various pipelines of smNet after a forward pass are :

𝐴፥። =
⎧
⎪
⎨
⎪
⎩

(𝑥̂, 𝑦̂)
𝑧̂
𝛼̂
𝛽̂
( ̂𝑍𝑒𝑟ኻ, ̂𝑍𝑒𝑟ኼ, ....)

(4.6)

Error Calculation
Once the network generates an estimate after the forward pass, the difference between the ground
truth and the network estimate is calculated which is known as the error. The Error is computed in
the form of the cost function and the neural network tries to reduce the cost function by adjusting the
weights and biases to make the predictions as close as possible to the ground truth. The cost function
used in smNet for calculating the error is a CRLB-weighted minimum square loss function. The CRLB
weighting makes the algorithm try to improve the precision compared to the theoretical limit. The error
is computed for each mini-batch and the average error of all the mini-batches is used to adjust the
weights and biases. The cost function used to calculate the error in smNet is described using the
equation 4.7. The training error continuously decreases with each passing epoch and the training error
is stopped when the validation error converges and doesn’t change for a few epoch. It is defined by :

𝐸᎕̂ =
1
𝑁𝑇

ፍ

∑
፧዆ኻ

ፓ

∑
፭዆ኻ

(𝜃̂፭፧ − 𝜃፭፧)ኼ
𝐶𝑅𝐿𝐵᎕ᑥᑟ

(4.7)

where 𝑁 is the number of images in each batch, 𝑇 is the size of the output, 𝜃̂ being the networks
estimate and 𝜃 is the ground truth.

Weight Updation
Once the average error is computed in each epoch the weights and biases of the networks are updated
using the Adam optimizer. The Adam optimizer is based on a modified implementation of the stochastic
gradient descent [28]. In stochastic gradient descent, the learning rate is constant and this might
lead to the error not converging. The Adam optimizer uses an adaptive learning rate which ensures
convergence. Furthermore, it uses an exponential moving average of the gradient (if the gradient
descent is moving in the correct direction towards the minima the learning rate is increased by taking
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a moving average of the gradients) and the squared gradient. The gradient-based weight updation
process is defined by :

𝑤፥፤ዄኻ = 𝑤፥፤ −
𝜂
𝑀

ፌ

∑
፧዆ኻ

𝜕𝐸 ̂᎕ᑟ,ᑜ
𝜕𝑤፥፧,፤

(4.8)

where 𝑤፤ are the existing weights and 𝑤፤ዄኻ are the updated weights, 𝜂 is the initial learning rate and 𝑘
is the iteration number and 𝑀 is the number of images in a mini batch.

Stopping Point
During the training process, the neural network can learn noise and useless features. This can cause
the performance of the neural network to degrade when it is used to make predictions on the test
dataset. This degradation in the network’s performance is called overfitting and the validation dataset
is used to measure the network’s generalization capability. The training error continuously decreases
while the training error converges at a certain point. The training process is stopped empirically when
the validation error converges. For smNet when the validation error is equal to one it means that smNet
had learnt all possible information present in the image and the performance of the smNet is equal to
the theoretical limit.

Regularization: Batch Normalization vs Dropout
Dropout is a popular method which is used to reduce overfitting in neural networks. This is done by
randomly switching off a few connections while training. This leads to an ensemble type of learning
where each of the updates is done using a different configuration. In smNet, it was found that introduc-
ing dropout does not reduce overfitting. The possible reason was that smNet uses very small images
for training the network and randomly dropping connections may reduce the spatial resolution and
make the smNet’s performance unstable [26]. Batch Normalization was used as a method to reduce
overfitting and it was found that adding a Batch Norm layer after the convolution layer improves the
performance of smNet.

4.3. smNet workflow
When the smNet models are trained they can be used to make predictions on experimental data. The
steps involved in making a prediction using an smNet network on an image generated by a fluorescence
microscope are :-

• Channel Registration (For multi plane PSFs)

• Segmentation

• smNet estimation

• Rejection

• Averaging

Channel registration is an essential step to use smNet with microscopes acquiring bi-plane PSFs. The
rigid registration step aligns the images obtained in the 2 planes. The affine transformation is computed
on a couple of beads and the transform is used to register the images. After the registration is done,
candidate emitters are selected from the whole field of view. The selection of candidate emitters is done
by identifying the local maxima over a user-defined threshold present in the image. A 16×16 region or
32×32 region is segmented from the image keeping the local maxima as the centre. The size of the
segmented image depends on the size of the training data used to train smNet. The trained smNet
model is used to predict the axial and lateral position, dipole angle or the wavefront aberration which is
present in the optical system. Since this localization information is used by reconstruction algorithms to
generated super-resolved images, only localizations which can be reliable are retained. The rejection of
unreliable localization is done by estimating the photon count and background present in a segmented
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image and computing the SNR. If the SNR is below a user-defined threshold, the predictions of smNet
are rejected. To ensure the generation of accurate images of the biological structures, the localization
needs to be robust. This is ensured by averaging the estimates from multiple images obtained from
the microscope from the same field of view.



5
Methods

In this section, the design of all the simulation experiments which were carried out are discussed. In
addition to the simulation experiments, experiments are performed on experimentally collected data
used by Thorsen et al in their work ’Impact of optical aberrations on axial position determination by
photometry [67].’ All the simulation experiments comprised of three parts. The first part of the simula-
tion experiments was the generation of training data. To generate the training data, the Vector 3D PSF
model [59][63] was used. The training data was generated on the local computer running MATLAB
R2019a. The local computer was running on Intel i7-8750H processor (12 cores) with a clock speed
of 2.2 GHz. It had 16 GB of RAM and 4 GB Nvidia Quadro P1000 graphics card. The second part of
the simulation experiments was to train the neural network. For training the neural network, a high-
performance cluster was used with 32 CPUs, 192 GB memory and 16 GB GPU. For training the neural
network, Pytorch 0.4.0 and CUDA 10.1 libraries were required. The last part of the simulation exper-
iments was to generate test data and test the performance of the neural network which was done on
the local machine. The various simulation experiments are designed to characterize the performance
of smNet trained on simulated images. The performance of smNet is characterized over a large range
of varying physical conditions such as signal photon count, background count, aberration intensity and
aberration modes. Once the characterization of smNet’s performance is done, a pipeline is developed
which can be used to efficiently train the smNet to deliver robust performance irrespective of physical
conditions. The concept of simulator learning is also tested using smNet where a neural network is
trained with purely simulated data and it is used on experimental data without any retraining. The per-
formance of smNet trained on simulated data is compared to the performance of a state of the art fitting
based algorithm [67] on experimentally obtained data.

5.1. Characterization of the performance of smNet with an accurate
PSF model

Lateral localization of single emitters simulated at the focus
- constant photon and background count

The first simulation experiment was done to characterize the lateral localization performance of smNet
when the signal photon count and the background count were constant and equal in both the training
and the test data. In this experiment, an smNet model was trained to perform lateral localization of a
single emitter which was at the focus. Figure 8.1 (Appendix A) is a representation of the training data
which was used to train the neural network and figure 8.5 (Appendix A) represents the training curve
which was obtained while training the neural network. The parameters which were used to train the
neural network are listed in the table 5.1.

41
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Table 5.1: Experiment 1 - Training smNet to perform lateral localization at the focus with constant signal photon and background

Localization Mode xy localization
Training Data Size 16x16x1x100000
Test Data Size 16x16x1x1000
x and y range [-5 pixel 5 pixel]

z range 0
Signal Count 2000 photons

Background Count 20
Aberration Mode None

Tanh Limit 6
Batchsize 128

Axial and lateral localization of single emitters with defocus
- constant signal photon and background count
In the second simulation experiment, the motivation was to characterize the performance of smNet in
performing 3D localizations where the signal photon count, background count and vertical astigmatism
were constant and equal in both training and test data. In this simulation experiment, smNet was
trained to perform both axial and lateral localization of a single emitter where the single emitter could be
randomly present in the axial plane between -500 nm to 500 nm. In this simulation, vertical astigmatism
was introduced to break the symmetry of the PSF shape in the axial plane above and below the focus.
Figure 8.2 (Appendix A) shows a representation of the training and the test data used. The neural
network is trained separately for xy and z localization and both the training curves are presented in the
figure 8.6 (Appendix A ). The table 5.1 presents information about the parameters which were used to
train the neural network.

Table 5.2: Experiment 2 - Training smNet to perform 3D localization with constant signal photon, background and aberration.

Localization Mode xyz localization
Training Data Size 16x16x1x120000
Test Data Size 16x16x1x1000
x and y range [-3 pixel 3 pixel]

z range [-500 nm 500 nm]
Signal Count 2000 photons

Background Count 20
Aberration Mode [2,2]
Aberration Level 72 m𝜆
Tanh Limit - xy 4
Tanh Limit - z 2
Batchsize 128

Axial and lateral localization of single emitters with defocus -
signal photon count and background dependence
The next simulation experiment was done to characterize the ability of smNet in performing 3D local-
ization when the test images had varying level of signal photon count and background count. The level
of astigmatism used to break the symmetry of PSFs above and below the focus was kept constant in
both the training and the test images. In this simulation experiment, the smNet model was trained with
images with the signal photon and background count varying as Gaussian distributions (details in the
table 5.3). To characterize the performance of the smNet as a function of the signal photon, multiple test
data set were generated. Each test data set had 1000 images where the background was constant (20)
and the signal photon count was of a certain value. The performance of the smNet was characterized
over a range a large range of photon count which varied from 1000 photons to 8000 photons. A similar
design was chosen to characterize the performance of smNet as a function of background. Multiple
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test data set was generated where all the images had a signal photon count of 4000. Each set of 1000
images had a certain level of background. The background was varied from 10 to 200. The figure 8.7
(Appendix A) shows the training curve which was obtained while training the network where the signal
photon count and the background count was sampled randomly from a Gaussian distribution.

Table 5.3: Experiment 3 - Characterizing the 3D localization performance of smNet as a function of signal photon and
background

Localization Mode xyz localization
Training Data Size 16x16x1x120000
Test Data Size 16x16x1x1000
x and y range [-3 pixel 3 pixel]

z range [-500 nm 500 nm]
Signal Count Gaussian Distribution, 𝜇 = 4000, 𝜎 = 1200

Background Count Gaussian Distribution, 𝜇 = 25, 𝜎 = 15
Aberration Mode [2,2]
Aberration Level 72 m𝜆
Tanh Limit - xy 4
Tanh Limit - z 2
Batchsize 128

Axial and lateral localization of single emitters with defocus
- dependence on aberration intensity

This simulation experiment was done to characterize smNet’s performance in performing 3D localiza-
tion in images which had a different aberration intensity compared to the simulated images which were
used to train the network. This experiment was done to find out how capable smNet was in dealing
with aberration intensity levels which it hasn’t encountered in the training process. For this experiment,
2 models were trained where each model was trained with a certain level of fixed vertical astigmatic
aberration (see table 5.4 for more details). Test data sets were generated similarly and 1000 images
were generated for each signal photon level which was varied from 1000 photons to 8000 photons.
Generating test data set with varying level of photon count was used to characterize the performance
of the networks over a range of signal photons. Figure 8.3a and 8.3b (Appendix A) show the represen-
tation of the PSFs used to train the 2 different model with simulated data having vertical astigmatism
of 36 𝑚𝜆 and 72 𝑚𝜆 respectively.

Table 5.4: Experiment 4 - Characterizing the performance of smNet on test data having different aberration intensity

Data 36 m𝜆 Data 72 m𝜆
Localization Mode xyz localization Localization Mode xyz localization
Training Data Size 16x16x1x120000 Training Data Size 16x16x1x120000
Test Data Size 16x16x1x1000 Test Data Size 16x16x1x1000
x and y range [-3 pixel 3 pixel] x and y range [-3 pixel 3 pixel]

z range [-500 nm 500 nm] z range [-500 nm 500 nm]
Signal Count 𝜇 = 4000, 𝜎 = 1600 Signal Count 𝜇 = 4000, 𝜎 = 1600

Background Count 𝜇 = 25, 𝜎 = 5 Background Count 𝜇 = 25, 𝜎 = 5
Aberration Mode [2,2] Aberration Mode [2,2]
Aberration Level 36 m𝜆 Aberration Level 72 m𝜆
Tanh Limit - xy 4 Tanh Limit - xy 4
Tanh Limit - z 2 Tanh Limit - z 2
Batchsize 128 Batchsize 128
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Axial and lateral localization of single emitters with defocus
- 1 aberration mode vs 5 aberration mode
To characterize the performance of smNet in localizing single emitters in the presence of different
modes of wavefront aberrations, this simulation experiment was carried out. This was done by training
2 smNet models. The first model was trained with images having 1 mode of wavefront aberration (see
to the table 5.5). The second model was trained with images having 5 modes of wavefront aberration
present in the simulated optical setup. To test the performance of these networks, multiple test sets
were generated. A test data set was generated with only one mode of aberration and the test data
set had images with varying level of signal photon count to test the performance of both the trained
network as a function of signal photon count. Similarly, a test data set was generated in which 5 modes
of wavefront aberration were present. The performance of both the model was evaluated by running
both the models on the two test data set. The performance of both the models was tested by varying
the signal photon count from 1000 photons to 8000 photons.

Table 5.5: Experiment 5 - Characterizing the performance of smNet on test data having different aberration modes

Data 1 Aberration Mode Data 5 Aberration Mode
Localization Mode xyz localization Localization Mode xyz localization
Training Data Size 16x16x1x120000 Training Data Size 16x16x1x120000
Test Data Size 16x16x1x1000 Test Data Size 16x16x1x1000
x and y range [-3 pixel 3 pixel] x and y range [-3 pixel 3 pixel]

z range [-500 nm 500 nm] z range [-500 nm 500 nm]
Signal Count 𝜇 = 4000, 𝜎 = 1600 Signal Count 𝜇 = 4000, 𝜎 = 1600

Background Count 𝜇 = 25, 𝜎 = 5 Background Count 𝜇 = 25, 𝜎 = 5
Aberration Mode [2,2] Aberration Mode [2,-2],[2,2],[3,1],[3,-1],[4,0]
Aberration Level 72 m𝜆 Aberration Level 72 m𝜆
Tanh Limit - xy 4 Tanh Limit - xy 4
Tanh Limit - z 2 Tanh Limit - z 2
Batchsize 128 Batchsize 128

Axial and lateral localization of single emitters with defocus
- splitting of the parameter space
In a step towards simulator learning, an smNet model should perform robust 3D localizations irrespec-
tive of the level of aberration present in the optical system. To characterize the performance of smNet in
dealing with random signal count, background, aberration intensity, aberration modes, 4 smNet models
are generated where each model is trained with a certain root mean square (RMS) level of wavefront
aberration (refer table 5.6 for more information) comprising of oblique astigmatism, vertical astigma-
tism, vertical coma, horizontal coma and primary spherical aberration. The random aberrations of a
certain RMS value which are generated are added to a constant level of vertical astigmatism which is
used to break the symmetry in PSF shapes in the axial plane above and below the focus. Four sets of
test data are generated similarly and the performance of all the models are tested on all the four test
data sets.

Aberration Estimation on Simulated Data
To characterize the performance of smNet in estimating wavefront aberration, a model is trained with
simulation data containing various levels of wavefront aberration. The network is trained to estimate
the first 5 aberration modes: oblique astigmatism, vertical astigmatism, vertical coma, horizontal coma
and primary spherical aberration. The aberration coefficient for each of the Zernike mode is gener-
ated randomly from the volume of a 5-dimensional hypersphere where the surface of the hypersphere
represents the RMS value of 150 m𝜆. Randomly a 𝑊ፑፌፒ is chosen and then random coefficients are
chosen whose RMS value is equal to 𝑊ፑፌፒ and that wavefront aberration is added to an image. This
process is done repeatedly to generate the training and test data. The parameters used to generate
the training and test data is described in the table 5.7.
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Table 5.6: Experiment 6 - Splitting of the parameter space

Data RMS level 1 Data RMS level 2
Localization Mode xyz localization Localization Mode xyz localization
Training Data Size 16x16x1x160000 Training Data Size 16x16x1x160000
Test Data Size 16x16x1x1000 Test Data Size 16x16x1x1000
x and y range [-3 pixel 3 pixel] x and y range [-3 pixel 3 pixel]

z range [-500 nm 500 nm] z range [-500 nm 500 nm]
Signal Count 𝜇 = 4000, 𝜎 = 1600 Signal Count 𝜇 = 4000, 𝜎 = 1600

Background Count 𝜇 = 25, 𝜎 = 5 Background Count 𝜇 = 25, 𝜎 = 5
Aberration Mode [2,-2],[2,2],[3,1],[3,-1],[4,0] Aberration Mode [2,-2],[2,2],[3,1],[3,-1],[4,0]
Aberration Level 0 m𝜆 Aberration Level 36 m𝜆
Constant [2,2] 54 m𝜆 Constant [2,2] 54 m𝜆
Tanh Limit - xy 4 Tanh Limit - xy 4
Tanh Limit - z 2 Tanh Limit - z 2
Batchsize 128 Batchsize 128

Data RMS level 3 Data RMS level 4
Localization Mode xyz localization Localization Mode xyz localization
Training Data Size 16x16x1x160000 Training Data Size 16x16x1x160000
Test Data Size 16x16x1x1000 Test Data Size 16x16x1x1000
x and y range [-3 pixel 3 pixel] x and y range [-3 pixel 3 pixel]

z range [-500 nm 500 nm] z range [-500 nm 500 nm]
Signal Count 𝜇 = 4000, 𝜎 = 1600 Signal Count 𝜇 = 4000, 𝜎 = 1600

Background Count 𝜇 = 25, 𝜎 = 5 Background Count 𝜇 = 25, 𝜎 = 5
Aberration Mode [2,-2],[2,2],[3,1],[3,-1],[4,0] Aberration Mode [2,-2],[2,2],[3,1],[3,-1],[4,0]
Aberration Level 72 m𝜆 Aberration Level 104 m𝜆
Constant [2,2] 54 m𝜆 Constant [2,2] 54 m𝜆
Tanh Limit - xy 4 Tanh Limit - xy 4
Tanh Limit - z 2 Tanh Limit - z 2
Batchsize 128 Batchsize 128

5.2. Design of Pipeline for Simulator Learning
After characterizing the performance of smNet over a broad range of physical conditions, three hy-
potheses were developed. The first hypothesis was “Deploying multiple smNet models each designed
to tackle a small parameter space, precise and accurate 3D localizations could be performed over a
large parameter space”. The second hypothesis which was developed was “Splitting the parameter
space, the training process of smNet could be optimized. The required training data and computa-
tional load could be reduced without affecting the performance of smNet”. To test these hypotheses, a
pipeline was designed which is shown in figure 5.1. The proposed pipeline takes a region of interest
(ROI) containing a single emitter as an input. First, the aberration level is estimated using a smNet
model trained to estimate wavefront aberrations present in an image. Once an estimate about the
𝑊፫፦፬ (RMS wavefront intensity) is made, model selection is performed. In model selection, out of the
many smNet models trained to perform 3D localization, the model which is trained with simulated im-
ages having aberration intensity closest to the estimated aberration intensity is chosen to perform 3D
localization of the single emitter. In this way, the problem is made additive instead of multiplicative in
covering the whole parameter space and would, therefore, reduce the amount of training data which
is required to train the localization model. To test this hypothesis, an experiment is designed where
a test dataset having 1000 images with a certain level of aberration present is fed to the aberration
estimation model. The estimates from the model are used to select the appropriate localization model.
Then, localization is performed with the selected model and with a model trained with wrong aberration
level which acts as a control. The null hypothesis would be “There is no significant difference in the
localization accuracy and precision when localization is performed with the selected model and control
model.”
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Table 5.7: Experiment 7 - Training smNet to perform aberration estimation

Localization Mode Aberration Estimation
Training Data Size 16x16x1x1600000
Test Data Size 16x16x1x1000
x and y range [-3 pixel 3 pixel]

z range [-500 nm 500 nm]
Signal Count Gaussian Distribution, 𝜇 = 4000, 𝜎 = 1600

Background Count Gaussian Distribution, 𝜇 = 25, 𝜎 = 5
Aberration Mode [2,2],[2,-2],[3,-1],[3,1],[2,-2],[4 0]
Aberration Level [0 m𝜆 150 m𝜆]

Batchsize 128

Figure 5.1: Proposed workflow for smNet to perform 3D localization using the concept of Simulator Learning

5.3. Simulator Learning
The third hypothesis which was developed was “Since the accurate PSF model replicates the reality
very closely, smNet trained on simulated images can be used directly to make estimations on exper-
imentally obtained images without any retraining”. To test this hypothesis, a smNet model which was
trained to perform aberration estimation on simulated images was deployed to estimate the wavefront
aberration present in experimentally obtained images. Wavefront aberration estimation was also per-
formed using a very accurate vector fitting based algorithm [67] which was used to verify the level of
aberration present in the experimental data which is generated by PSF engineering using an SLM in
the optical path [67]. The null hypothesis was “The smNet model trained on simulated data cannot be
used directly on experimental data without retraining the model.”
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Results and Discussion

In this section, the results of the various simulation experiments which were performed are discussed.
In the first section, the performance of the smNet in doing 3D localization and aberration estimation is
characterized. In the second section, the performance of the proposed pipeline is evaluated. Lastly
in the third section, the concept of simulator learning is tested using smNet and its performance is
compared with the vector fitter algorithm [67].

6.1. Performance characterization of smNet
Characterization of localization performance

Figure 6.1: Scatter plot of localizations for in-focus single emitter molecules when the signal photon count and background
count is constant.

The first experiment was done to characterize the performance of smNet in localizing single-molecule
emitters at the focus along the x-y axis when the signal photon count and the background were constant
(details in Chapter 5). This was done to find out how accurate and precise smNet was in performing
the simplest localization task when it was trained with the accurate vector model. The images were
simulated using a wavelength of 690 nm, the NA of the objective lens was 1.4 and the effective pixel size
was 100 nm (slight oversampling as the Nyquist rate was 123 nm). The imaging conditions were kept
the same in all the experiments. To characterize the performance of smNet in doing lateral localization
of single-molecule emitters at the focus, a smNet model was trained with simulated images where the
signal photon count and background were kept constant. Figure 6.1 shows the performance of smNet

47
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in localizing 1000 single emitters in the x-y plane. The computed Cramer-Rao lower bound for both x
and y-axis were 3.78 nm. The experiment was repeated 10 times with each experiment having 1000
localizations. The performance of smNet trained with the vector model was similar to its counterpart
trained with the diffraction model. Similar to the diffraction model, negligible bias was observed. Along
the x-axis, the bias was -0.26 nm ± 0.15 nm (mean bias ± std) and along the y-axis, the bias was -0.51
nm ± 0.09 nm (mean bias ± std). Compared to the pixel size of 100 nm, the biases along the x and
y-axis can be considered negligible. The observed precisions in these experiments were 4.34 nm ±
0.08 nm (mean precision± std) along the x-axis and 4.32 nm± 0.09 nm (mean precision± std). Zhang
et al [76] claimed that smNet could perform axial localizations with a negligible bias and a precision
matching the theoretical limit when using the diffraction model. These results show that smNet trained
with the accurate vector model matched the performance (negligible bias and precision which is about
1.1 times higher than the theoretical limit along both the axes) of smNet trained using the diffraction
model when performing axial localization when the signal and background count were constant.

Figure 6.2: Scatter plot of lateral localizations of single emitter molecules with defocus when the signal photon and background
count is constant in the presence of constant level of astigmatism.

Figure 6.3: Scatter plot of 3D localizations of single emitter molecules when the signal photon and background count is
constant in the presence of constant level of astigmatism.

The next experiment was done to characterize the performance of smNet in doing 3D localization when
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the signal photon and background count were constant. Figure 6.2 shows the performance of smNet
in performing 1000 localization along the x-y axis in the presence of defocus and constant vertical
astigmatic wavefront aberration. Figure 6.3 shows the performance of smNet in localizing the single
molecules axially and laterally. The inner ellipsoid represents the CRLB (6.24 nm along both the x
and y-axis and 25.71 nm along the z-axis) along all the three-axis and the outer ellipsoid represent the
precision of smNet. When smNet was used to perform 3D localization on simulated images generated
with the diffraction model, Zhang et al [76] claimed that the observed bias along the x and y-axis was
negligible and bias of ∼ 10 nm was observed along the z-axis. It was also claimed that the precision
was close to the theoretical limit along all the 3-axes. While performing 3D localization with a smNet
model trained with the vector model, it was observed that the biases (mean and std of 10 bias where
each bias was calculated from 1000 localizations) were 1.27 nm ± 0.2 nm along the x-axis, 0.37 nm
± 0.15 nm along the y-axis and 3.81 nm ± 0.81 nm along the z-axis. This slight improvement in the
bias observed along the z-axis of smNet compared to the diffraction model could be attributed to the
better representation of PSF structure and hence a more accurate mapping of the training data to the
training labels. The observed precisions were 7.69 nm ± 0.25 nm along the x-axis, 7.71 nm ± 0.24
nm along the y-axis and 32.26 nm ± 0.85 nm along the z-axis. Using the vector model to simulate
the training data results in a better performance (bias reduction along the z-axis and precision about
1.2 times higher than the theoretical limit along all the 3-axes) compared to the smNet trained with the
diffraction model.

Once the performance of smNet trained with the vector model was characterized in doing 3D lo-
calization with a constant signal photon and background count, the next step was to characterize the
performance of smNet in doing 3D localization as a function of varying signal photon and background.
This characterization was essential as it would give an insight into the performance of smNet under
varying SNR conditions. A smNet model was trained with simulated images where each image was
assigned a random signal photon count and background which were drawn from 2 Gaussian distribu-
tions respectively (details in Chapter 5). Figure 6.4 shows the precision and biases obtained along each
of the axes for various levels of signal photon and background count respectively. In characterizing
the performance of smNet in doing 3D localization when the signal photon levels were varying, it was
observed that the precision obtained closely followed the theoretical limit across all photon levels along
the x and y-axis (about 1.35 times the theoretical limit along the x-axis and about 1.25 times the theo-
retical limit along the y-axis). Along the z-axis, it was observed that the best performance in precision
was obtained around the signal photon count of 4000 which corresponded to the mean of the Gaussian
curve from which the signal photon count was sampled. This difference in the performance along the x
and y-axis and the z-axis arises from the different nature of the two tasks. To perform localization along
the x and y-axis, smNet tries to find the position of highest intensity which is the intersection of the all
the gradients which corresponds to the centre of ellipse while performing localization along the z-axis is
done by creating a correspondence between the PSF shape and the axial position so it requires more
training data to accurately map the correspondence between PSF shape and axial position. It was also
observed that the bias decreased with increasing photon count for localization along all the axes. This
effect shows the limitation of smNet in extracting structural information when the SNR is low. From this,
it can be concluded that the width of Gaussian distribution from which signal count was sampled needs
to wider so that precise localization along the z-axis can be ensured across all signal photon level. The
other alternative is to generate more training samples which will ensure more training samples from the
region of very low and very high photon count which would, in turn, ensure more precise localizations
at these photon count levels. This method would make the training process computationally more ex-
pensive. For the varying level of background count, it is seen that performance degrades faster with a
small increase in background as compared to degradation of performance when the the signal photon
count is low. This helps us understand that smNet is more robust in dealing with a low level of signal
photon count than a high level of background.
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Figure 6.4: (a) Precision of smNet as a function of signal photon count along the x-axis. (b) Precision of smNet as a function of
background count along the x-axis. (c) Precision of smNet as a function of signal photon count along the y-axis. (d) Precision
of smNet as a function of background count along the y-axis. (e) Precision of smNet as a function of signal photon count along
the z-axis. (f) Precision of smNet as a function of background count along the z-axis. (g) Bias of smNet as a function of signal
photon count. (h) Bias of smNet as a function of background count. The mean and the std of the biases are calculated from 10

bias and each bias was calculated from 1000 localizations.



6.1. Performance characterization of smNet 51

Once the performance characterization of smNet in doing 3D localization with variable signal photon
count and background was done, the next idea was to characterize the performance of smNet in doing
3D localization while dealing with variable aberrations. In this experiment, the idea was to test the
performance of smNet in doing 3D localization in the presence of aberration intensity which was different
than the aberration intensity present in the training data. To do this, 2 smNet models were trained. The
first smNet model was trained with simulated images having vertical astigmatism intensity of 36 m𝜆
and the second model was trained with images having vertical astigmatism intensity of 72 m𝜆. Both
the models were then tested on the 2 separate datasets. The first dataset comprised of the images
with 36 m𝜆 of vertical astigmatism and the second dataset had images with 72 m𝜆 of astigmatism.
The results of this experiment are presented in figure 6.5. Both the models are perfectly capable of
performing localization along the x and y-axis with precision close to the theoretical limit on the two
different dataset. It is also seen that the model trained on images having 36 m𝜆 vertical astigmatism is
only capable of precise localization along the z-axis on the dataset having the same aberration intensity.
Similarly, the model trained on 72 m𝜆 of vertical aberration does precise localization along the z-axis on
a dataset having the same level of vertical aberration. The reason can be attributed to the way smNet
learns to do lateral and axial localization. A probable explanation of the way smNet performs lateral
localization could be that smNet learns to identify the intersection of the gradients which corresponds
to the centre of the elliptical PSF. Irrespective of the ellipticity (ratio of the width of an ellipse to the
height of an ellipse) of the PSF (PSFs generated using an optical system having 72 m𝜆 of vertical
astigmatic aberration is more elliptical than PSFs generated using an optical system having 36 m𝜆 of
vertical astigmatic aberration), the centre of the PSF in an elliptical PSF is the point of intersection of
the gradients. So assuming, smNet learns to do lateral localization by identifying the intersection of
gradients in a PSF, a smNet model trained on images with 36 m𝜆 of vertical astigmatic aberration is
perfectly capable of doing lateral localization of dataset with 72 m𝜆 of aberration as the centre of PSF
in both the cases is the intersection of gradients. The reason behind the failure of smNet in doing axial
localization on a dataset with different vertical astigmatic aberration is that axial position is learnt by
smNet by associating ellipticity to the axial position. So, a PSF generated using an optical system with
72 m𝜆 of vertical aberration has a higher ellipticity than a PSF generated using an optical system with
36 m𝜆 of vertical aberration at the same axial position. So, the ellipticity-axial correspondence learnt
by smNet trained with 36 m𝜆 of aberration doesn’t hold for smNet trained with 72 m𝜆 of aberration.
The bias plot shows that bias decreases with an increase in signal photon count as at lower photon
count sufficient information about the elliptical PSF’s structure is not available and hence it leads to
inaccuracies in predictions.

The next experiment was designed to characterize the performance of smNet in performing 3D
localization when the training set had different aberration modes present than the test set. This was
done by training the one smNet model with the vertical astigmatic aberration having an intensity of 72
m𝜆 and the second smNet model was trained with a root-mean-squared (R.M.S) aberration intensity of
72 m𝜆 comprising of 5 aberration modes (Noll’s index 5,6,7,8,11). Both the smNet models were tested
on 2 datasets, the first dataset having only one mode of aberration and the other having 5 modes of
aberration of the same RMS intensity of 72 m𝜆. Figure 6.6 show the performance of both the smNet
models on the 2 datasets. The model trained on one aberration mode doesn’t perform well on the
dataset having 5 modes of aberrations and vice-versa for localization along the x and y-axis. This is
because one of the smNet models is trained to find out the centre of the elliptical PSF and it cannot
generalize to find the centre of the arbitrary shaped PSF (5 aberration mode) and the second model
trained to find the centre of arbitrary shapes isn’t well trained to find the centre of the elliptical PSF. For
localization along the z-axis, the observation is similar. The ellipticity-axial correspondence learned by
smNet doesn’t hold when the model is used on a dataset having different aberrations modes than the
data used to train the model. So, a model trained on vertical astigmatic aberration does not perform
well on the dataset having 5 aberrations modes and vice versa.
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Figure 6.5: (a) Precision of smNet on test data with aberration intensity of 36 ፦᎘ along the x-axis. (b) Precision of smNet on
test data with aberration intensity of 72፦᎘ along the x-axis. (c) Precision of smNet on test data with aberration intensity of 36
፦᎘ along the y-axis. (d) Precision of smNet on test data with aberration intensity of 72 ፦᎘ along the y-axis. (e) Precision of
smNet on test data with aberration intensity of 36 ፦᎘ along the z-axis. (f) Precision of smNet on test data with aberration

intensity of 72፦᎘ along the z-axis. (g) Bias of smNet on test data with aberration intensity of 36 ፦᎘. (h) Bias of smNet on test
data with aberration intensity of 72፦᎘. The mean and the std of the biases are calculated from 10 bias and each bias was

calculated from 1000 localizations.
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Figure 6.6: (a) Precision of smNet on test data with 1 aberration mode along the x-axis. (b) Precision of smNet on test data
with 5 aberration mode along the x-axis. (c) Precision of smNet on test data with 1 aberration mode along the y-axis. (d)

Precision of smNet on test data with 5 aberration mode along the y-axis. (e) Precision of smNet on test data with 1 aberration
mode along the z-axis. (f) Precision of smNet on test data with 5 aberration mode along the z-axis. (g) Bias of smNet on test
data with 1 aberration mode. (h) Bias of smNet on test data with 5 aberration mode. The mean and the std of the biases are

calculated from 10 bias and each bias was calculated from 1000 localizations.
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Figure 6.7: Localization performance of smNet along the x-axis for dataset with: (a) vertical astigmatism of 54 m᎘ + 0 m᎘ of
random aberrations. (b) vertical astigmatism of 54 m᎘ + 36 m᎘ of random aberrations. (c) vertical astigmatism of 54 m᎘ + 72

m᎘ of random aberrations. (d) vertical astigmatism of 54 m᎘ + 104 m᎘ of random aberrations.

Once the characterization of the effect of signal photon count, background, aberration intensity and
aberration modes was done, the next idea was to design a method which could ensure robust 3D
localization using smNet across the entire parameter space of photon count, background, aberration
intensity and modes. The simplest method is to generate a huge amount of training data which covers
the entire parameter space. This method is used by Zhang et al [76] and this method is extremely
compute-intensive and requires a cluster of GPUs to train the network. This makes smNet difficult
to use for researchers with limited computational power. This training process uses the brute force
approach to train the neural network. According to the brute force approach, the whole parameter
space is sampled at once to generate the training data and a lot of training data is required to represent
the whole parameter space. Training smNet using such an approach is not optimal and using the
conclusions from the previous experiments the idea was to design a better training process which
could ensure robust 3D localization across the entire parameter space. The important conclusions
from the previous experiments using which the optimal training process was designed are mentioned
below:

• To ensure optimal 3D localizations across all signal photon count and background count which are
typically seen in an experiment, a broad Gaussian distribution of signal photon and background
should be used. This would ensure robust 3D localization in experiments when the signal photon
count or background is very low or very high.

• It was also observed for vertical astigmatic aberration mode which is used in experiments to
break the symmetry of PSFs in the 2 focal planes, smNet trained on a certain aberration intensity
performs robust lateral localization on data having other aberration intensity but axial localization
is not precise on a dataset having other aberration intensity.

• It was observed that a smNet model trained with data having one aberration mode cannot perform
precise and accurate 3D localization on data having multiple aberrations mode and vice versa.
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Figure 6.8: Localization performance of smNet along the y-axis for dataset with: (a) vertical astigmatism of 54 m᎘ + 0 m᎘ of
random aberrations. (b) vertical astigmatism of 54 m᎘ + 36 m᎘ of random aberrations. (c) vertical astigmatism of 54 m᎘ + 72

m᎘ of random aberrations. (d) vertical astigmatism of 54 m᎘ + 104 m᎘ of random aberrations.
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Figure 6.9: Localization performance of smNet along the z-axis for dataset with: (a) vertical astigmatism of 54 m᎘ + 0 m᎘ of
random aberrations. (b) vertical astigmatism of 54 m᎘ + 36 m᎘ of random aberrations. (c) vertical astigmatism of 54 m᎘ + 72

m᎘ of random aberrations. (d) vertical astigmatism of 54 m᎘ + 104 m᎘ of random aberrations.
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The training process was made efficient by using these conclusions. The idea was to split up the
whole parameter space and train multiple models to deal with a section of the parameter space. A
pre-estimate (calibration run) of the vertical astigmatic aberration used to break the symmetry was
the apriori knowledge that was required which was also done using smNet (discussed in details in
subsection 6.1). Figures 6.7, 6.8 and 6.9 represents the performance of smNet in doing 3D localization
over a range of aberrations intensity over a range which varies from 0 m𝜆 to 104 m𝜆 which is well over
the Marechal’s diffraction criterion of 72 m𝜆 using the splitting the parameter space approach. The
training of a model was done by generating dataset having a base vertical aberration of the estimated
intensity (54 m𝜆 in this case) and adding 5 modes of random aberrations (Noll’s index 5,6,7,8,11) on top
of it of a certain RMS intensity. Splitting the parameter space in this way ensures robust performance
(precision of best model less than 1.7 times the theoretical limit across all aberration intensities) across
all aberration intensity level of all aberration modes and the training process isn’t as computationally
expensive as the brute force method. To cover the whole parameter space, Zhang et al [76] needed 1
million images while training one model using this technique requires only 160,000 images and since
4 such models are used to cover the entire parameter space the total images required are 640,000.
Since we train each model separately, each model is trained with only about one-tenth of the images
needed to train the original smNet model.

Characterization of aberration estimation performance
Once the smNet’s ability to perform 3D localization over a vast range of physical conditions was char-
acterized, the next step was to characterize the performance of smNet in doing aberration estimation.
This step was essential as the proposed pipeline which was used to do 3D localization had a model
selector module which estimates the aberrations present in the image and then makes a selection of
the most suitable smNet model for 3D localization depending on the aberration intensities. Figure 6.10
shows that smNet can be used to perform accurate and precise aberration estimation over a broad
range of aberrations intensities. For aberration intensities below the Marechal’s limit of 74 m𝜆 it is ob-
served that smNet can perform aberration estimation with precisions close to the theoretical limit with
very high accuracy. Even beyond the Marechal’s limit smNet can perform aberration estimation with
considerable precision and very high accuracy. This characterization was done for oblique astigma-
tism, vertical astigmatism, horizontal coma, vertical coma and primary spherical aberrations. It was
essential for the robust performance of the pipeline that the smNet could perform aberration estimation
over a large range of imaging conditions. Figure 6.11 shows the performance of smNet in estimating
horizontal astigmatic aberrations over a large range of photon count and background. For the other
modes of aberrations, a similar trend was observed. It can be be seen that smNet performs aberra-
tions estimation with precisions close to the theoretical limit for a large range of signal photon count
with very high accuracy (highest bias of 2.68 m𝜆 and an average bias of -0.37 m𝜆). For background, it
was seen that smNet could do precise aberration estimation close to the theoretical limit over a large
range of background count but when the background was very high (∼ 200) the precision decreased
slightly. For the varying level of background, smNet could perform aberration estimation very accu-
rately where the worst performance was a bias of 4 𝑚𝜆 for a background level of 200 and the average
bias for aberration estimation for was 0.75 𝑚𝜆. Figure 6.12 shows that smNet can estimate oblique
and vertical astigmatism more accurately when the emitters are not exactly at the focus because of the
spherical nature of the PSF spots near focus. For primary spherical aberration, smNet could perform
more accurate estimation when the emitters were near focus. This might be happening because the
secondary rings associated with spherical aberration might be going out of 16 pixel × 16 pixel region of
interest when the single emitters are away from the focus as the size of the spot becomes bigger and
blurred when the emitters are away from the focus.



58 6. Results and Discussion

(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 6.10: (a) Precision of smNet in estimating aberrations (ፖᑉᑄᑊ ዆ ኺ፦᎘) (b) Bias of smNet in estimating aberrations
(ፖᑉᑄᑊ ዆ ኺ፦᎘) (c) Precision of smNet in estimating aberrations (ፖᑉᑄᑊ ዆ ኽዀ፦᎘) (d) Bias of smNet in estimating aberrations
(ፖᑉᑄᑊ ዆ ኽዀ፦᎘) (e) Precision of smNet in estimating aberrations (ፖᑉᑄᑊ ዆ ዁ኼ፦᎘) (f) Bias of smNet in estimating aberrations
(ፖᑉᑄᑊ ዆ ዁ኼ፦᎘) (g) Precision of smNet in estimating aberrations (ፖᑉᑄᑊ ዆ ኻ኿ኺ፦᎘) (h) Bias of smNet in estimating aberrations
(ፖᑉᑄᑊ ዆ ኻ኿ኺ፦᎘). The mean and std of biases are computed from 10 bias and each bias is calculated from 1000 estimations.
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(a) (b)

Figure 6.11: Estimation of oblique astigmatism as a function of (a) signal photon (b) background

(a) Emitters at focus (b) Emitters away from focus

(c) Emitters at focus (d) Emitters away from focus

(e) Emitters at focus (f) Emitters away from focus

Figure 6.12: Aberration estimation at the focus and away from the focus
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6.2. Pipeline for Simulator Learning

(a) Incorrect Model Selection (b) Correct Model Selection

(c) Incorrect Model Selection (d) Correct Model Selection

(e) Incorrect Model Selection (f) Correct Model Selection

Figure 6.13: Comparison of the scatter plots of localization as a function of model selection for test data (a,b) 54 m᎘ vertical
aberration + 5 random Zernike modes ofፖᑣᑞᑤ = 5 m᎘ (c,d) 54 m᎘ vertical aberration + 5 random Zernike modes ofፖᑣᑞᑤ = 34

m᎘ (e,f) 54 m᎘ vertical aberration + 5 random Zernike modes ofፖᑣᑞᑤ = 68 m᎘



6.2. Pipeline for Simulator Learning 61

The main idea was to design a pipeline using which smNet trained on images generated using the
accurate vector model could be used to perform robust 3D localization for a vast range of physical
conditions. The proposed pipeline (details in Section 5) would take in a 16 pixels × 16 pixels region
of interest containing a single emitter as an input. The model selection module built using the smNet’s
aberration estimation pipeline would be used to estimate the aberration intensities present in the image
of the single emitter. Once the estimation of the aberration intensities is made, selection of the best
smNet model to perform 3D localization would be done. The selected smNet model would be used to
localize the single emitter axially and laterally. In this section, the performance of the proposed pipeline
is tested. The model selection module estimates the aberration intensities of the 5 aberration modes
(Noll’s index 5,6,7,8,11). Once the estimates are made, a constant vertical astigmatism aberration
which was determined in the calibration run is subtracted from the aberration estimate of vertical aber-
ration. Next, the RMS aberration intensity is calculated using the estimates of the 5 aberration modes
and then the appropriate model is selected based on the difference of the estimated RMS and the RMS
intensities of the trained model. The model which has the smallest difference is selected as the most
appropriate model to 3D localization. Table 6.1 shows the performance of the model selection module
on the test data set with different RMS aberration intensity levels (54 m𝜆 base vertical astigmatism +
random aberration intensities). It is observed that instead of 4 models which each covers 36 m𝜆 of the
108 m𝜆 aberration intensity parameter space if 10 models each covering ∼ 10 m𝜆 of the aberration
intensity parameter space then the model selection algorithm would be more accurate and hence the
3D localization would be more precise and accurate.

Table 6.1: Performance of the model selection mechanism based on aberration estimation

Aberration Model 1 (54+0 m𝜆) Model 2 (54+36 m𝜆) Model 3 (54+72 m𝜆) Model 4 (54+108 m𝜆)
(54+8 m𝜆) 63.2 % 35.1 % 1.6 % 0.1 %
(54+16 m𝜆) 37.5 % 61.3 % 1.2 % 0 %
(54+24 m𝜆) 10.4 % 88 % 1.6 % 0 %
(54+32 m𝜆) 1.2 % 94.2 % 4.6 % 0 %
(54+40 m𝜆) 0.5 % 91.3 % 8 % 0.2 %
(54+48 m𝜆) 0.2 % 80.1 % 19.4 % 0.3 %
(54+56 m𝜆) 0.1 % 52.6 % 46.6 % 0.7 %
(54+64 m𝜆) 0 % 26.7 % 71.8 % 1.5 %
(54+72 m𝜆) 0 % 11.1 % 83.9 % 5 %
(54+80 m𝜆) 0 % 4.7 % 82 % 13.3 %
(54+88 m𝜆) 0 % 4.3 % 67.5 % 28.2 %
(54+96 m𝜆) 0 % 3.4 % 51.2 % 45.4 %
(54+104 m𝜆) 0 % 2.2 % 42.1 % 55.7 %
(54+112 m𝜆) 0 % 2.1 % 31.5 % 66.4 %

Table 6.2: Performance of the pipeline in localization along the x-axis

Test Data Selected Model Accuracy CRLB (nm) 1𝜎 (nm) Bias (nm)
(54+8 m𝜆) model 1 (54 m𝜆 + 0 m𝜆) 65.7 % 6.35 8.90 0.29
(54+34 m𝜆) model 2 (54 m𝜆 + 36 m𝜆) 94.2 % 6.48 8.98 1.13
(54+68 m𝜆) model 3 (54 m𝜆 + 72 m𝜆) 81 % 8.69 14.30 0.26

Table 6.3: Performance of the pipeline in localization along the y-axis

Test Data Selected Model Accuracy CRLB (nm) 1𝜎 (nm) Bias (nm)
(54+8 m𝜆) model 1 (54 m𝜆 + 0 m𝜆) 65.7 % 6.41 8.48 -0.42
(54+34 m𝜆) model 2 (54 m𝜆 + 36 m𝜆) 94.2 % 6.55 8.91 1.00
(54+68 m𝜆) model 3 (54 m𝜆 + 72 m𝜆) 81 % 8.38 14.79 0.52

Tables 6.2, 6.3 and 6.4 show the performance of the pipeline in performing 3D localization after selecting
the appropriate models trained to handle a certain range of aberration intensities. Figure 6.13 visually
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Table 6.4: Performance of the pipeline in localization along the z-axis

Test Data Selected Model Accuracy CRLB (nm) 1𝜎 (nm) Bias (nm)
(54+8 m𝜆) model 1 (54 m𝜆 + 0 m𝜆) 65.7 % 22.19 23.9 -3.7
(54+34 m𝜆) model 2 (54 m𝜆 + 36 m𝜆) 94.2 % 23.10 42.82 2.65
(54+68 m𝜆) model 3 (54 m𝜆 + 72 m𝜆) 81 % 25.66 65.36 3.81

show the effectiveness of the designed pipeline and selection of the correctly trained model improved
the precision and accuracy with which the correct smNet model could perform localization compared
to the incorrect model. Hence, it was verified that the designed pipeline not only reduced the training
time, computational load but also it could be used to robust 3D localizations across a vast parameter
space of random signal photon count, background, aberration modes and aberration intensities.

6.3. Simulator Learning

Figure 6.14: Comparison of the performance of smNet and vector fitter in estimation of vertical coma in experimental data.

Zhang et al [76] used interpolation-based data augmentation on experimental data to train the neu-
ral networks to make predictions on experimental data and a simplified diffraction model and a phase
retrieval method to extract the pupil function to train smNet on simulated data to make predictions on
simulated and experimental data. The concept of simulator learning – training the neural network with
purely simulated data without using any apriori knowledge from the experimental data (done using the
vector model) and testing on experimental data was tested using smNet. The performance of smNet
was compared to a vector fitter algorithm [67] in estimating the aberrations present in the experimental
data. The first experiment was done where the performance of smNet trained on simulated data was
compared to the vector fitter algorithm in estimating vertical coma. An SLM was used in the exper-
imental setup to convert uncorrected images with arbitrary aberrations to images of a single emitter
having a certain aberration intensity of certain aberration mode. In the first experiment, using SLM only
vertical coma was present and the rest of the aberration modes were set to zero and the results are
shown in figure 6.14. In the next experiment, the SLM was used to generate experimental data having
only vertical astigmatism and the rest of the aberration modes set to zero. The performance of smNet
and the vector fitter on this experimental data is shown in the figure 6.15. In the third experiment, ex-
perimental data with only spherical aberration was generated and the smNet and vector fitter algorithm
was used to estimate the aberrations present in the images and the result is shown in figure 6.16. It
was observed that for the first two experiments both smNet and the vector fitter algorithm estimated the
aberration modes and the aberration intensities quite accurately. In both the experiments, it was seen
that smNet performs slightly better than the vector fitter algorithm. In the third experiment, both smNet
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Figure 6.15: Comparison of the performance of smNet and vector fitter in estimation of vertical astigmatism in experimental
data.

Figure 6.16: Comparison of the performance of smNet and vector fitter in aberration estimation in experimental data.

and the vector fitter algorithm fails to estimate the correct aberration mode and the correct aberration
intensities shown in figure 6.16. It is seen in figure 6.19 that the rings which are associated with primary
spherical aberration are not contained with the bound of the 16 pixels × 16 pixels. Hence, the features
associated with the image of a single emitter corrupted with primary spherical aberrations is missed
by both smNet and vector fitter algorithm and both the methods produce wrong estimates. The final
experiment was done on uncorrected images and figure 6.17 shows the performance of both smNet
and the vector fitter algorithm in estimating aberrations on uncorrected images. It was observed that
smNet and vector fitter algorithm produced estimates which were different. Figure 6.18 shows that
there was a presence of higher aberration modes in the uncorrected images. This was the reason
for mismatch in the estimates produced by smNet and the vector fitter algorithm as the smNet model
was only trained with only 5 aberration modes (Noll’s index 5,6,7,8,11). The speed of both algorithms
was also compared. It took smNet 0.02 secs to estimate the aberrations present in the experimentally
obtained images while it took the vector fitter algorithm 44.69 secs to do the same task. smNet is sig-
nificantly much faster than the vector fitter algorithm. Another benefit of using smNet was that smNet
could estimate the aberrations present in the image using a single image while the vector fitter algo-
rithm needed a stack of images taken at different axial positions to do the same. In these experiments,
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Figure 6.17: Comparison of the performance of smNet and vector fitter in aberration estimation in experimental data.

it was shown that smNet which was trained on simulated data could be used directly on experimental
data without any retraining or domain adaptation [30].

Figure 6.18: Evidence of presence of higher aberration mode in uncorrected data which causes the mismatch of the estimate
of smNet and vector fitter algorithm.
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(a) Image with horizontal field of view of 16 pixels. (b) Image with horizontal field of view of 31 pixels.

Figure 6.19: Comparison of the image of single emitter with primary spherical aberration with the horizontal field of view of 16
and 31 pixels respectively.
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Conclusions and Recommendations

7.1. Conclusions
The aim of the thesis was to find out if smNet trained with the simulated images generated using
the accurate vector model could perform accurate and precise 3D localization for a wide range of
parameters and to design a pipeline using which smNet trained on simulated images could be used to
be used on experimental data without any retraining.

The time taken to generate a super-resolution image is limited by the speed of the algorithm which
localizes the emitters (discussed in detail in chapter 1 and chapter 2). Fluorescent microscopes are
used to generates frames of sparsely distributed fluorescent protein. The centres of the fluorescent pro-
teins are then localized using localization algorithms and with thousand of such frames and information
about the centre of each of the protein label a synthetic super-resolved image is created which reveals
information about the finer biological structures which could not be seen before using light microscopy
as the resolution was limited by Abbe’s diffraction limit. The image formation process in a fluorescent
microscope is discussed in detail in chapter 3. There is a mathematical limit on how precise an unbi-
ased estimator can be which is called the Cramer-Rao lower bound and this concept is also discussed
in chapter 3.

Since the speed of generation of super-resolved images is constrained by the speed of the localiza-
tion process, smNet was developed which claimed to improve the speed of localization while performing
accurate and precise localization. This would improve the speed of generation of a super-resolution
image without impacting the quality of the synthetically created image. smNet was a deep learning
method which was designed to tackle multiple problems in the field of localization microscopy. It could
perform 3D localization, estimation of the orientation angle of a dipole and estimation of the optical
aberrations present in a system. This was done by multiplexing each of the problems and making the
complexity additive instead of multiplicative. The design of the smNet neural network and the working
and purpose of all it’s building blocks are discussed in details in chapter 4

smNet was trained on either augmented experimental data or simulated data which was generated
using an erroneously simple simulation model. The problem with using augmented experimental data
was that an interpolation-based augmentation technique was used which would not provide an accurate
representation of the entire parameter space. Generation of simulated images for training using the
simple diffraction model also had the same shortcoming of not representing the reality with accuracy
and needed apriori information about the pupil function from experimental data. Training smNet with an
accurate vector model would ensure smNet learnt the correct intricate details and in principle should be
more robust in doing localization and it would not require any apriori information from the experimental
data. The performance of smNet, trained with the vector model generated simulation images, was
characterized for varying physical conditions and the development of a pipeline which made the training
process more efficient while maintaining the accuracy and precision of localization and the testing of
the idea of simulator-learning was discussed in chapter 6. It was found out that the pipeline which
was designed could be used to perform 3D localization accurately and precisely for a wide range of
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parameters. The idea of splitting the parameter space and using multiple smNet models to deal with
a section of the parameter space made the training process efficient and reduced the computational
load and training time.

7.2. Recommendations
All the experiments were done with only 5 aberration modes to show as a proof of concept that smNet
can be trained using the vector model generated images to do precise and accurate 3D localization.
smNet can be used to estimate up to 21 aberration modes, so the same concept of splitting the pa-
rameter space and proposed pipeline can be extended when images are corrupted with many more
aberration modes. The next step would be to test the working of the pipeline when smNet is trained
with more aberration modes and to find the effect of the scaling up of the parameter space with the
amount of training data that is required.

The localization pipeline which was proposed was used independently to generate a localization list.
An important step forward would be to integrate the proposed pipeline into the localization microscopy
pipeline and use it end to end on images of biological samples to generate a super-resolution image.
The quality of the generated super-resolution image would help us understand the performance of
smNet when it is a part of the localization pipeline.

Another important step would be to do the experiments with bigger ROIs (32 pixels × 32 pixels) to
see if the accuracy with which primary spherical aberrations are estimated improves. In all of these
experiments, the ROI was kept small to ensure that the only one single emitter was present per ROI.
It would be interesting to see how the presence of the trailing edges of other single emitters in the ROI
would affect the estimation precision and accuracy. This would help researchers find out how effective
smNet can be in doing estimation in a dataset where the labelling density is very high. Another interest-
ing step forward would be to characterize how effective smNet is in handling multi-emitter localization
and to find out what modification needs to done to make smNet perform multi-emitter localization.

smNet was also designed to perform estimation of the orientation angle of a dipole emitter. Training
smNet with the accurate vector model for orientation estimation and its performance characterization is
also something which needs to be explored. In this thesis, only smNet’s ability to perform 3D localization
and aberration estimation has been studied in details.

Another recommendation would be to make the smNet more accessible to researchers with limited
hardware resources. One method of doing it would be by application of model compression techniques
[20], [34], [38] . Model compression techniques such as pruning and weight sharing have been suc-
cessfully implemented in object detection problems which involve both classification and regression.
3D localization and aberration estimation largely are regression problems and hence the same model
compression techniques can be tested on smNet. Applying thesemodel compression techniques would
make the total number of learnable parameters even smaller thereby making the training process of
smNet computationally much cheaper. The model compression techniques would also make the final
model size smaller making it possible to implement smNet as an edge computing solution where the
model can be deployed offline integrating it with the microscopes data acquisition software.
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Appendix A

Training and Test Data Representation

Figure 8.1: Training and Test Data Representation: Experiment 1 - Characterizing the performance of smNet in performing
lateral localization when emitters are at the focus and the background and signal count are constant
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Figure 8.2: Training and Test Data Representation: Experiment 2 - Characterizing the performance of smNet in performing 3D
localization when emitters are at the focus and the background and signal count are constant
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(a) (b)

Figure 8.3: Training and Test Data Representation (a) with 36 m᎘ of vertical astigmatic aberration (b) with 72 m᎘ of vertical
astigmatic aberration

(a) (b)

Figure 8.4: Training and Test Data Representation (a) with 72 m᎘ of vertical astigmatic aberration (b) with 72 m᎘ of random
aberrations (Noll’s Index 5,6,7,8,11)
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Training Curve

Figure 8.5: Training Curve : Experiment 1 - Lateral localization when signal photon and background are constant

(a) Training Curve (xy) (b) Training Curve (z)

Figure 8.6: Training Curve : Experiment 2 - 3D localization when signal photon and background are constant
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(a) Training Curve (xy) (b) Training Curve (z)

Figure 8.7: Training Curve: Experiment 3 - Training smNet with varying signal photon count and background

(a) Training Curve (xy) (b) Training Curve (z)

Figure 8.8: Training Curve of model 1 - splitting the parameter space

(a) Training Curve (xy) (b) Training Curve (z)

Figure 8.9: Training Curve of model 2 - splitting the parameter space
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(a) Training Curve (xy) (b) Training Curve (z)

Figure 8.10: Training Curve of model 3 - splitting the parameter space

(a) Training Curve (xy) (b) Training Curve (z)

Figure 8.11: Training Curve of model 4 - splitting the parameter space
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