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Abstract

Phased array antennas are found in many variations. The two main advan-
tages of phased array antennas are their compactness and their ability to
perform high speed beam steering. This makes them very useful for mobile
systems like the Patriot missile system of the RNLAF.

In one way or the other a phased array antenna is to be considered as a
periodic structure, either periodically placed separate radiating elements or
some kind of slotted waveguide. It is not unusual that these antennas are
covered with a metallic structure that is mechanically supported by a dielec-
tric layer. Such structures enable the appearance of surface waves to travel
along the structure.

In some applications these surface waves are a desired phenomenon, in other
they are not. When undesired, these surface waves, also known as guided
or propagating modes, cause a loss of energy and possibly returns from un-
wanted directions.

In this report we model the guided modes for an infinitely long structure in
the lateral direction, that is invariant in the transverse direction. This mod-
eling is done without making any assumptions about the width of the slots
relative to the spatial period. We do this by representing the electric field
by their Floquet series in combination with a plane wave representation for
the field between the plates. Applying the appropriate boundary conditions
leads us to a determinantal (or dispersion) equation.

Complex solutions to this dispersion equation have been found numerically
using a sophisticatedly adjusted downhill method in two dimensions. Fi-
nally this new method has been used to show the effect of the variation of
four important parameters in the modeling of a periodically loaded open
waveguide. These parameters are: the number of space harmonics, the per-
mittivity of the dielectric layer, the slot size and the height of the dielectric
layer.
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Chapter One

Introduction

1.1 Introduction to periodic structures

The first study of (mechanical) periodic lattices was performed by Isaac New-
ton and dates back to the end of the seventeenth century. In the eighteenth
century the work was continued by father and son Bernoulli. Also Taylor,
Fourier, Euler and Lagrange worked on problems related to (1-D) periodic
lattices. In 1830, it was Cauchy who used Newton’s mechanical model in
an attempt to find a model for the dispersion of optical waves [8]. During
the second World War scientific research in the area of electromagnetic ra-
diation, scattering and imaging, including periodic open waveguides, flew a
high pitch, although, for obvious reasons, not much was published during
this period.

In the beginning of the ’60 of the previous century it was, amongst others,
A.A. Oliner who focused research on periodic modulated slow wave struc-
tures. In his paper [17] Oliner has identified several periodically-modulated
slow-wave structures amongst which a strip-loaded-dielectric slab. R.A.
Sigelmann has used two methods in his paper [20] to obtain the surface-
wave modes, when a field is generated by a magnetic line current in such
a structure. A very thorough investigation on periodically-modulated slow-
wave structures has been performed by Jacobsen [15]. This paper focuses on
modulation of the E-field (by covering a dielectric slab with narrow strips)
and makes use of the so-called Hertzian potentials. Balling focused his
master-of-science thesis (supervised by Jacobsen) and the resulting publica-
tion [6] on similar structures, but now covered in wide strips.

More recently, Yariv, Yeh and Hong [23] describe a general theory of elec-
tromagnetic propagation in periodic media using the theory of Bloch modes,
forbidden gaps, evanescent waves and surface waves. The scattering of elec-
tromagnetic waves from a dielectric slab loaded with a periodic array of
perfectly conducting strips has been analyzed by Kalhor [16].
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In periodic structures the electromagnetic field will only contain waves with
a periodicity related to that of the structure, i.e. it can be described as a
plane wave expansion (so called space harmonics) times a function with a
periodicity related to that of the structure. These plane waves are called
Bloch (or Floquet) waves or Bloch (or Floquet) modes. The phenomenon
of a Bloch state was developed by Felix Bloch in 1928. It describes the
conduction of electrons in crystalline solids. The same concept (with its
mathematics) was also discovered independently by George William Hill
(1877), Gaston Floquet (1883), and Alexander Lyapunov (1892). This has
led to a variety of nomenclatures. As common in the used literature, in this
work we will apply the theorem to our partial differential equations and use
the term ”Floquet theorem”.

The analysis of the propagation characteristics of the aforementioned plane
waves in a general 1-D periodic structure, can be done best by using a dis-
persion diagram. A quantification for the fundamental field quantity for
TE-fields can be found by using a plane wave expansion, whichs leads to
a (semi) infinite matrix-vector equation. A dispersion equation is found by
letting the determinant of the system matrix vanish.

1.2 Application of periodic open structures

The application of periodic open structures is found in the area of Travel-
ling Wave Antennas (TWA). TWA are wave guiding structures that radiate
from one or more points in the (periodic open) aperture. Usually TWA’s are
fed from a single source. Effective use of travelling wave structures as an-
tenna requires detailed knowledge of the propagation characteristics of the
structure. Three different types of TWA’s can be distinguished: leaky-wave
antennas (LWA), surface-wave antennas and log-periodic antennas [19]. In
these cases surface waves are intentionally generated and used to transport
electromagnetic energy. However, in some cases surface waves can appear
unintentionally.

1.3 Surface waves guiding structures

Open waveguides capable of guiding surfaces waves can be classified in dif-
ferent ways. One often used, is to make a distinction between periodic
and non-periodic structures (as done in [24]). Periodic structures can be
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divided into structures with continuous periodically varying electrical prop-
erties and structures with periodic boundary conditions [11]. Waveguides
of the latter type are shown in sub-figures b,d,e,g and h of figure 1.1. The
other (non-periodic) waveguides are said to have a smooth interface. ”Leaky
waveguides” refer to shielded waveguides that are coupled to space through
one or several slots through which (for certain frequencies) energy can leak
away from the waveguide. Leaky waveguides can be placed between open
and closed waveguides.

Figure 1.1: waveguide structures (from [24])

1.4 This report

In this report we answer the question for which frequencies surface waves
appear on a periodic structure. That is, to find which modes may propagate
in the lateral direction (relative to the normal on the array). To do this, we
have developed a new method for the derivation of the dispersion relation for
periodic open structures, using a plane wave expansion. We do not make any
assumptions about the strips loading the structure being narrow or wide as
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done by e.g. Jacobsen and Balling. This report is organised in the following
manner. Chapter 2 introduces the configuration studied, the basic equations
and the boundary conditions. Floquet’s theorem is explained followed by
our numerical method. In chapter 3 the results of our method are shown.
In chapter 4, the final chapter, we present our conclusions according to the
method we have described in chapter 3 and discuss the possible subsequent
research.
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Chapter Two

Theory

2.1 Introduction

As a defence contractor Thales is using array antenna technology in a di-
versity of applications. An antenna array is a combination of single antenna
elements in an array. One specific configuration used, is described in the
following paragraph. For this configuration, at certain frequencies surface
waves are travelling in the lateral direction (parallel to the plates). There
are several reasons why these lateral waves are undesirable. Foremost they
cause a loss of energy and may cause all sorts of echoes from unwanted direc-
tions. However, before answering the question of why surface waves appear
the question of what surface waves are, should be answered.

Surface waves are also known as Zenneck waves, named after their discoverer
Zenneck. Surface waves exist at the interface of two media and are a solution
to the Maxwell’s equations for a specific problem. Sometimes a comparison
to waves on a water surface is made. This, however, is misleading. Water
waves only exist at the air-water boundary itself, while in our case surface
waves also manifest themselves in the neighborhood of the boundary. The
boundary is used to guide the waves. Surface waves are a class of guided
waves.

2.2 Configuration

A common configuration used by Thales is a dielectric on which metal
patches are placed. In analysis, progress is best made by dividing the prob-
lem in smaller and generally simpler subproblems. We, as a first step, con-
sider a two dimensional configuration that is invariant in the x2-direction. A
(right-handed) Cartesian reference frame is introduced and the period (d),
the hole-size (a) and the thickness of the dielectric (h) are defined as in fig-
ure 2.1. The dielectric rests on a perfectly conducting plate and is covered
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by perfectly conducting strips. Thereby two regions are defined.

a

d

x1

x3

h

REGION 1

REGION 0

Figure 2.1: Definition of the periodic structure

2.3 Dispersion diagrams

Before starting modelling electromagnetic waves in a periodic structure, we
will have a closer look at dispersion diagrams. Dispersion is the phenomenon
in which the propagation coefficient of a wave depends on its frequency. A
dispersion diagram shows this relation.

Often such a diagram is split in two parts. Figure 2.2 (from [19]) shows the
real part β of the propagation coefficient k30 versus ω. We will later also
have a look at the imaginary part α. The multiplication of the x-axis by d
and the y-axis by

√
ε0µ0d, as k0 = ω

√
ε0µ0, is a result of the normalisation

described in appendix C.

Backward 

traveling 

waves

Forward 

traveling 

waves

Fast

Wave

Region

Slow 

waves

Slow 

waves

Figure 2.2: Different regions in the k0 − β plane
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As shown in figure 2.2 a dispersion plot can be divided in four different
regions. The area left of the line βd = 0 corresponds to backward travelling
waves. The area to the right corresponds to forward travelling waves. The
line k0 = ±β corresponds to waves travelling with free space velocity along
the structure, either for- or backward. For the slope of this line in figure 2.2
we have:

k0

k30
= 1 (2.1)

using the relation k0 = ω
√
ε0µ0, we can write

k0 =
ω

c0
= k30 (2.2)

For higher slopes this implies:

k =
ω

c
=

ω

bc0
= k30; b > 1 (2.3)

Thus both areas are divided in a fast wave region (FWR) (c > c0), and a
region for slow waves where c < c0.

0 pi 2pi 3pi
0

1

2

3

4

5

6

7
k-β diagram

βd

k 0d

 

 

surface wave triangles
n=  0 space harmonic
n=+1 space harmonic
n= -1 space harmonic

Figure 2.3: Dispersion plot for a periodic basically slow travelling-
wave structure for vanishing loading [19]

From [19] we know that the dispersion relation of a basically slow open trav-
elling wave structure with vanishing loading is given by β2 − εk2

0 = 0. Its
graphical representation is shown in figure 2.3. Increasing the permittivity

7



of the waveguide decreases the wavespeed and thus the angle of the disper-
sion curve.

A basically slow loaded travelling waveguide is a waveguide that supports
a wave with phase velocity cph slower than light (cph < c0), when the load-
ing is removed. Two other classes of loaded travelling waveguides are the
basically TEM (cph = c0) and the basically fast (cph > c0) loaded travelling
waveguides, examples of each type can be found in [19]. For sufficiently low
frequencies (d < λ0

2 ) the former two TWA’s support a surface wave. When
the frequency is raised the surface wave antenna turns into a frequency
scanned (leaky wave) antenna.

For periodic structures the overall k0d− βd plot can be considered as a su-
perposition of multiple k0d− βd plots, one for each cell. Given n cells, this
leads to n different fast wave regions, shifted over a period of 2π. Combining
all the individual k0d − βd plots leads to the triangles as shown in figure
2.3. As is clear not only the FWR is repeated every 2π. The dispersion
curves are repeated with the same period. Now, if one of these dispersion
curves enters the basic FWR (that is the region around the k0d-axis), this
means that the guided mode of the corresponding space harmonic turns into
a radiating mode.

Looking at figure 2.3 we notice that the dispersion curve of the basic (n = 0)
space harmonic and that of the first backward (n = −1) space harmonic
intersect. At this point the so called mode-coupling effect occurs and it
corresponds to the location of a (close-waveguide type) stopband. Mode-
coupling for the basic (n = 0) and n = −1 space harmonic means that they
have the same propagation coefficient k30 = π, resulting in a standing wave.
A standing wave means no propagation of electromagnetic waves, which is
interpreted as a stopband.

Table 2.1: coupling regions in the k − β diagram [15]

region behaviour

before 1 no propagation
1 - 2 propagation, no attenuation, purely bound surface wave
2 - 3 stopband, closed waveguide standing wave type behaviour
3 - 4 propagation, no attenuation, purely bound surface wave
4 - 5 radiation
5 - 6 non-spectral (improper) space harmonics
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Similar effects occur when other space harmonics couple, or when a space
harmonic couples with the plane wave skimming along the structure with free
space velocity [19]. A typical dispersion plot for a periodic loaded structure
is shown in figure 2.4. An overview of all special points is given in table 2.1

π

π 2π 3π

βd = √εrk0d

βd

k 0
d

Figure 2.4: typical Brillouin diagram

2.4 Basic equations

The characteristic propagation behaviour of periodic open waveguides can
be explained conveniently by using a k-β diagram, also called a dispersion
plot. ([6] [15] and [17]) This dispersion plot is a graphical representation of
the dispersion relation. To arrive at this dispersion relation we start with
the basic Maxwell equations for a lossless configuration (σ = 0) in the space-
frequency domain. As the electromagnetic field is transient (i.e it is causally
related to the action of a source) we can apply the Laplace transformation
with respect to the time coordinate. Following [7] we find, replacing s by jω
in case of steady-state analysis, that:

∂1∂1Ê2 + ∂3∂3Ê2 + ω2ε(i)µ(i)Ê2 = jωµ(i)Ĵext2

Ĥ1 = (jωµ(i))−1∂3Ê2 (2.4)
Ĥ3 = −(jωµ(i))−1∂1Ê2

As we will see later it is convenient (for numerical computations) to express
our equations in normalized dimensionless quantities. For the structure
shown in figure 2.1 a logical choice for the characteristic length is d and for
the characteristic time t0 = d

c0
= d
√
ε0µ0. Following the analysis described

in appendix A, equation 2.4 becomes, after dropping all the accents:
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∂1∂1ê2 + ∂3∂3ê2 + ω2ε(i)r µ
(i)
r ê2 = jωµ(i)

r ĵ
ext
2

ĥ1 = (jωµ(i)
r )−1∂3ê2 (2.5)

ĥ3 = −(jωµ(i)
r )−1∂1ê2

All three equations of system 2.5 are dimensionless. In the following analysis
all measures of distance and time are assumed to be dimensionless. Table
B.1 in appendix B gives an overview of the dimensional and the correspond-
ing non-dimensional quantities.

After we divide the total set of x3-coordinates in a set S of x3-coordinates
on the strip and a set A of x3-coordinates in the aperture,

S =
{
N −

(
1− a

2

)
< x3 < N +

(
1− a

2

)}
, N ∈ Z

A =
{
N +

(
1− a

2

)
≤ x3 ≤ (N + 1)−

(
1− a

2

)}
, N ∈ Z

we can write for the boundary conditions:

ê
(0)
2 (−h, x3) = 0 ∀x3

ê
(0)
2 (0, x3)− ê(1)

2 (0, x3) = 0 ∀x3 (2.6)

ĥ
(0)
3 (0, x3)− ĥ(1)

3 (0, x3) =

{
0 x3 ∈ A
−ĵ2 x3 ∈ S

The superscripts in equation 2.6 and all following equations refer to the
region. E.g. ε(0)

r refers to the permittivity of the dielectric. As the structure
is periodic in the x3-direction we can represent the modes propagating in
this structure by their Floquet series ([14]):

ê
(i)
2 (x1, x3) =

∞∑
n=−∞

ê(i)n (x1)e−j(k30+2πn)x3 (2.7)

in which every term represents a space harmonic. Following [20] and sub-
stitution of equation 2.7 into the first equation of 2.5 gives for a source-free
domain:

∞∑
n=−∞

{
∂1∂1ê

(i)
n (x1) +

[
ω2ε(i)r µr − k2

3n

]
ê(i)n (x1)

}
e−jk3,nx3 = 0 (2.8)
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with
k3n = k30 + 2πn (2.9)

As this equation holds for all x3 it must hold termwise. The system thus
reduces to the second-order partial differential equation:

∂1∂1ê
(i)
n (x1) +

[
ω2ε(i)r µr − k2

3n

]
ê(i)n (x1) = 0 (2.10)

The general solution for equation 2.10 is given by:

ê(i)n (x1) = A(i)
n e

jk
(i)
1nx1 +B(i)

n e−jk
(i)
1nx1 with (2.11)

k
(i)
1n = (ω2ε(i)r µr − k2

3n)
1
2 (2.12)

The coefficients A(i)
n and B

(i)
n are determined by the boundary conditions.

On physical grounds we notice that for |x1| → ∞, E(1)
2 does vanish for all

x3 (and so does e(1)
2 ). As k(1)

1,n is chosen such that Im
{
k

(1)
1,n

}
≤ 0, equation

2.11 leads to A(1)
n = 0 (radiation condition).

Substitution of equation 2.7 in equation 2.6 gives:

∞∑
n=−∞

ê(0)
n (−h)e−jk3nx3 = 0 ∀x3

∞∑
n=−∞

{
ê(0)
n (0)− ê(1)

n (0)
}
e−jk3nx3 = 0 ∀x3 (2.13)

∞∑
n=−∞

{
∂1ê

(1)
n (0)

jωµ
(1)
r

− ∂1ê
(0)
n (0)

jωµ
(0)
r

}
e−jk3nx3 =

{
0 x3 ∈ A
−ĵ2 x3 ∈ S

In view of equation 2.11 equation 2.13 becomes:

∞∑
n=−∞

[
A(0)
n e−jk

(0)
1n h +B(0)

n e+jk
(0)
1n h
]
e−jk3nx3 = 0 ∀x3

∞∑
n=−∞

[
A(0)
n +B(0)

n −B(1)
n

]
e−jk3nx3 = 0 ∀x3 (2.14)

∞∑
n=−∞

[
k
(0)
1n

ωµ(0)A
(0)
n −

k
(0)
1n

ωµ(0)B
(0)
n + k

(1)
1n

ωµ(1)B
(1)
n

]
e−jk3nx3 =

{
0 x3 ∈ A
−ĵ2 x3 ∈ S
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Again, the first two sub-equations of equation 2.14 hold for all x3, so there
is term-wise equality, and consequently we can write:

B(0)
n = −A(0)

n e−2jk
(0)
1n h (2.15)

B(1)
n = A(0)

n +B(0)
n

Using this we express the last sub-equation of 2.14 in terms of A(0)
n only:

∞∑
n=−∞

A(0)
n

{[
1 + e−2jk

(0)
1n h
] k

(0)
1n

ωµ
(0)
r

+
[
1− e−2jk

(0)
1n h
] k

(1)
1n

ωµ
(1)
r

}

· e−jk3nx3 =

{
0 x3 ∈ A
−ĵ2 x3 ∈ S

(2.16)

Finally, as the dielectric slab is covered by metallic strips one more set of
boundary conditions is prescibed.

ê
(0)
2 (0, x3)− ê(1)

2 (0, x3) = 0 x3 ∈ A

ê
(0)
2 (0, x3) = ê

(1)
2 (0, x3) = 0 x3 ∈ S (2.17)

Combining this with equation 2.7 and 2.11 the two equations of 2.17 become

∞∑
n=−∞

[
A(0)
n +B(0)

n

]
e−jk3nx3 =

{
ê
(1)
2 x3 ∈ A

0 x3 ∈ S
(2.18)

again, we can express this in terms of A(0)
n only, using equation 2.15. This

gives

∞∑
n=−∞

A(0)
n

[
1− e−2jk

(0)
1n h
]
e−jk3nx3 =

{
ê
(1)
2 x3 ∈ A

0 x3 ∈ S
(2.19)

2.5 Numerical Solution

Equation 2.16 is a description of the current ĵ2 and equation 2.19 is a de-
scription of the ê2-component of the electric field. Now taking the part of
these two equations for which the right hand side of the equation is zero and
looking at 2M + 1 different (discrete) values of x3m ∈ A ∪ S, with N = 0
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(that is the strip and aperture (one period) adjacent to the x1-axis) we can
write:

K̄(k30) Ā =

k−M−M . . . k−MM
...

. . .
...

kM−M . . . kMM



A

(0)
−M
...

A
(0)
M

 = 0 (2.20)

where:

kmn =

{[
1 + e−2jk

(0)
1n h
] k

(0)
1n

ωµ
(0)
r

+
[
1− e−2jk

(0)
1n h
] k

(1)
1n

ωµ
(1)
r

}
e−jk3nx3m x3 ∈ A

and

kmn =
{[

1− e−2jk
(0)
1n h
]
e−jk3nx3

}
x3 ∈ S (2.21)

Equation 2.20 is a system of 2M + 1 equations for 2M + 1 different complex
values of k3,n. For this system to have a solution (besides the trivial one)
we need:

det(K(Re{k30}, Im{k30})) =

∣∣∣∣∣∣∣
k−M−M . . . k−MM

...
. . .

...
kM−M . . . kMM

∣∣∣∣∣∣∣ = 0 (2.22)

Equation 2.22 is a two dimensional zero-finding problem which can be solved
numerically by efficient root-finding procedures. Most of the root-finding
procedures assume that all components of k30 and det(K(k30)) are of order
unity. Although we normalized all our equations, one further improvement
can be made. We write for equation 2.16:

∞∑
n=−∞

Ã(0)
n

{[
1 + e−2jk

(0)
1n h

][
1− k2

3n

ω2ε
(0)
r µ

(0)
r

] 1
2

+
[
1− e−2jk

(0)
1n h

][
1− k2

3n

ω2ε
(1)
r µ

(1)
r

] 1
2
[
ε
(1)
r µ

(0)
r

ε
(0)
r µ

(1)
r

] 1
2

}

· e−jk3nx3 =

{
0 x3 ∈ A
−ĵ2 x3 ∈ S

(2.23)

If no real zero can be found for a given ω this indicates a stopband, some-
times also called an incomplete band gap, a region for which all propagating
modes are damped, that is k30 is no longer purely real. When k30 has been
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found by solving equation 2.22 we can determine the vector A as it is the
null space of K.

Similar to equation 2.20 we write again:

K̄(k30) Ā =

k−M−M . . . k−MM
...

. . .
...

kM−M . . . kMM



Ã

(0)
−M
...

Ã
(0)
M

 = 0 (2.24)

in which:

Ã(0)
n = A(0)

n ω

(
ε
(0)
r

µ
(0)
r

) 1
2

x3 ∈ A (2.25)

This gives for x ∈ A:

kmn =

{[
1 + e−2jk

(0)
1n h

][
1− k2

3n

ω2ε
(0)
r µ

(0)
r

] 1
2

+
[
1− e−2jk

(0)
1n h

][
1− k2

3n

ω2ε
(1)
r µ

(1)
r

] 1
2
[
ε
(1)
r µ

(0)
r

ε
(0)
r µ

(1)
r

] 1
2

}
· e−jk3nx3 (2.26)

The expressions for kmn and for Ã(0)
n = A

(0)
n for x ∈ S remain unchanged.

Equation 2.22, where the elements knm are given by equation 2.21 and 2.26
is the sought-after dispersion relation.

2.6 Used nomenclature in literature

In literature one finds several terms (with the same meaning) for E-mode
and H-mode waves. The table below gives an overview of the different terms

Table 2.2: 2-D Wave Types

non-zero components

{H1, E2, H3} {E1, H2, E3}

nomenclature

Transverse (TE) Electric Field Transverse (TM) Magnetic Field
Perpendicular polarization Parallel polarization

E-polarization H-polarization
H-mode E-mode
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Chapter Three

Results

3.1 Introduction

Solving the determinantal equation has been done numerically, using the
Fortran 90 programming environment. Initially a globally convergent Newton-
Raphson routine called newt() from [13] was chosen. The determinant is
calculated using the LU-decomposition routine ludcmp() from the same ref-
erence. It is noted that this routine has been rewritten to a routine capable
of handling double precision complex variables.

As our determinant has to become zero and some of the variables are com-
plex valued, this means that the real and imaginary part of the determinant
must become zero. This is the case when the modulus of the determinant
is zero. As taking the modulus is not an analytical operation, it seems wise
to take the modulus squared as function value.

The newt() routine gave reasonable results when trying to find the roots of
the determinantal equation and plotting these results in a dispersion plot.
However, the written software was fragile and very sensitive to parameter
changes. It appears that the newt() root-finding method (using a numerical
calculated Jacobian) fails as the root is also a minimum.

A more feasible way is minimization of our determinant. Several mini-
mization routines are available. A first choice was the ’Downhill Simplex
Method in Multi-dimensions’, which was chosen for two reasons. One, it
only requires function evaluations and not derivatives. Two, it is described
as a method that will ’get something working quickly’. It might not be the
fastest method, but as the computational burden of our problem appears
not to be too big, this acceptable.

The software was adapted for the use of the minimization routine amoeba(),
again from [13]. Also the the routine powell(), from the same reference has

15



been implemented. Both minimization routines gave unsatisfactory results.
All the aforementioned minimization routines were lacking the sophistication
needed for the problem at hand. This sophistication was found in algorithm
365 described by Bach in [4]. Figure 3.1 gives an impression of the intelli-
gence needed by the minimization routine to find the correct minimum and
to follow it in the right valley.

Figure 3.1: 3-D plot of the magnitude of the determinant in the
k30-k0 plane, Im{k30} = 0

x 
=

 k
0 ⋅ 

d

y = Re{k
30

} ⋅ d

topview of det(K) in the Re{k
30

}-k
0
 plane

0 pi/2 pi 3pi/2 2pi
0

pi/2

pi

Figure 3.2: 2-D topview of figure 3.1
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A top view of figure 3.1 is shown in figure 3.2. This figure clearly shows
the dispersion curves of the unloaded structure for the basic space harmonic
as dark lines starting from the origin and n = −1 space harmonic starting
from 2π. Closer inspection reveals even the effect of the branch-cuts, here
emphasized with black lines from (0, 0) and (2π, 0) to (π, π).

In this section we present the results of four different types of numerical
experiments. The numerical parameter values for the different experiments
are listed in table C.1 of appendix C. In the first experiment we have in-
vestigated the influence of the number of space harmonics taken along in
our calculations. The second experiment involved variation of the permit-
tivity of the dielectric and in the third experiment the slot size was varied.
In the last experiment the influence of the height (h) of the dielectric was
analysed. In all experiments a small imaginary part for ω (or ε(i)r ) was in-
troduced, which gave a spectacular improvement of the numerical behaviour.

3.1.1 Variation of number of space harmonics

The number of space harmonics determines how exact the real electric field
is approximated. Beside that, it also determines the number of x3-points
used in the discretization. To be able to analyse influence of the number of
space harmonics all other parameters were chosen constant. A logical choice
is to choose the slot size equal to the strip size, a = 0.5.
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Dispersion plot (Re{k
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0
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0
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Nsh =   5
Nsh = 11
Nsh = 21
Nsh = 31

Figure 3.3: Influence of variation of number of space harmonics (Nsh)
on Re{k30}
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We take ε(0)
r = 15 and h = 0.667. This places the dispersion curve nicely

in the middle of the triangle and h is not an integral multiple of a. Figure
3.3 shows the dependency of the Re{k30} − k0 plot on the number of space
harmonics. The first thing that was noticed, when increasing the number
of space harmonics, is the increase of computational burden. This however,
was not an issue as all computations for one single dispersion curve were
completed within one minute. As for all other parameters, variation of the
number of space harmonics gave need to vary the starting frequency, from
which our dispersion curve start, as well. This starting frequency needs to
be chosen such, that we start in the ’right valley’.

The dispersion curves shown in figure 3.3 nicely show the structure, as de-
scribed at the end of paragraph 2.3, including stopband and cut-off fre-
quency. The graph oscillates in the direction of the real solution. I.e. the
Nsh = 31 curve is in between the Nsh = 21 and Nsh = 11 curve.

This last behaviour is also noticed in figure 3.4. This figure shows the
attenuation coefficient Im{k30} versus k0. The expected increase of the
Im{k30} is found in the stopband (the first peak) and when the dispersion
curve enters the FWR (the second peak). This latter happens when the
dispersion curve just emerges from the slow-wave triangle. In both cases the
increase of the attenuation coefficient indicates radiation travelling away
from the structure.
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Figure 3.4: Influence of variation of number of space harmonics (Nsh)
on Im{k30}
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3.1.2 Variation of permittivity of the dielectric

The second experiment was to analyse the dependency of the dispersion on
the permittivity of the dielectric, ε(0)

r . Figure 3.5 shows the dispersion curves
for ε(0)

r = 15.0 (the default) and ε
(0)
r = 4.0.

To study the influence of ε(0)
r , we set all other parameters to their default val-

ues. Looking at figure 3.5 we notice three things, when lowering ε(0)
r . First

the cut-off frequency raises, second the stop-band becomes larger and last the
slope of the curve, which corresponds with the group-velocity vg = ∂ω/∂k30,
increases.

The wavespeed in the dielectric increases, when the permittivity is decreased.
For the wavelength to fit the dimensions of the structure a higher frequency
is required.

Decreasing the permittivity causes an increase of slope of the dispersion
curve. This causes more shallow valleys for the determinantal equation, giv-
ing an increase of the width of the stop-band. It could even be suggested
that the square of the ratio of the two stop-bands is the ratio of the two
different values of permittivity.
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Figure 3.5: Influence of variation of permittivity of the dielectric
on Re{k30}
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Figure 3.6: Influence of variation of permittivity of the dielectric
on Im{k30}

The increase of the slope, or group-velocity is a direct consequence of the
change of permittivity. This can be seen as follows. The phase-velocity
increases, when the permittivity decreases and the group-velocity is propor-
tionally related to the phase-velocity. Figure 3.6 shows an increase of the
Im{k30} as can be expected with a wider stop-band.

3.1.3 Variation of slot dimensions

The most important parameter in the periodic structure is the strip size (or
slot dimension). As we did not make any assumptions about strips being
wide of narrow our method can be applied to both structures. Figure 3.7
shows the dispersion diagrams for aperture sizes of 10, 50 and 90 percent of
the periodic distance d.

Looking at the three different dispersion curves in figure 3.7 we observe with
decreasing aperture size an increase of the cut-off frequency, and a decrease
of the width of the stop band. For a small aperture we look at the limiting
case of a closed waveguide. This type of waveguide is known to have a cut-off
frequency, and no stop band. The other limiting case, the open waveguide
does not have a cut-off frequency. The increase of cut-off frequency for de-
creasing aperture size is in agreement with this.
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The increase of the width of the stop band can be explained similarly as in
the second last paragraph of section 3.1.2. Figure 3.8 visualises the intensity
and vanishing of the stop band clearly.
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Figure 3.7: Influence of variation of slot dimensions
on Re{k30}
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Figure 3.8: Influence of variation of slot dimensions
on Im{k30}
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3.1.4 Variation of height of the dielectric

The last parameter of the structure that we vary is the height of the dielectric
layer. The dispersion curves for three different heights are shown in figure
3.9.
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Figure 3.9: Influence of height of the dielectric
on Re{k30}
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Figure 3.10: Influence of height of the dielectric
on Im{k30}
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We see that below a certain height the stop band expands heavily, as does
the attenuation (see figure 3.10). Note the change in scale with respect to
the previous figures of Im{k30}. From the shape and position of the dis-
persion curve we can conclude that almost no frequency propagates. For
increasing height of the layer we see that the dispersion curve approaches
the dispersion curve of an unloaded structure, as for increasing height the
effect of the loading slowly vanishes.

3.2 Visualisation of the electric field

In this final section we will show three visualisations of the x2-component
of the electric field and one of the current density. To be able to calculate
these quantities we first need to calculate the vector A containing all the
coefficients for all the space harmonics. As the K−matrix is now known this
is rather simple. We have calculated the vector A, using again the (complex)
routine ludcmp(), now followed by a (complex) LU-backsubstitution routine
lubksb(), again from [13]. The LU-decomposition results in:

K̄ Ā = L U Ā = P b (3.1)

in which P is a row-permutation matrix. As b = 0 we can write:

L U Ā = 0 (3.2)

Defining

y = U Ā (3.3)

we rewrite equation 3.2 as

L y = 0 (3.4)

which leads to y = 0 as L contains no rows only containing zeros. Knowing
this we can write equation 3.2 as

U Ā = 0 (3.5)

Close inspection of the matrix U has shown that the pivot βnn in last row of
U is (nearly) zero. This means that we can set the element An of Ā to any
value. A logical choice is An = 1. Knowing An, all the other n-1 components
of Ā can now be calculated.
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Now all the variables are known, we can calculate the x2-component of the
electric field using equation 2.7. Multiplying this with ejωt and taking the
real part of the result, we can visualise the electric field in the space-time
domain. Figure 3.11 shows E2 for a randomly chosen frequency that is lo-
cated on the default dispersion curve e.g. as shown in figure 3.5 where k30

is located before the stop band (k30 = k1
30).
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Figure 3.11: Visualisation of E2 for k30 < kstopband
30

The figure above shows clearly the surface waves or propagating modes in
the structure. Plotting figure 3.11 when time passes, as a kind of movie, we
see the maxima (and minima) of the waves are propagating from left to right.

Figure 3.12 shows the distribution of the electric field component E2 for
a k30 such that the frequency is in the middle of the vertical jump of the
default dispersion curve (k30 = k2

30 in figure 3.5). We notice the increase of
radiation, as Im{k30} 6= 0 and the increase of frequency which is clear from
the increase of the number of periods between the plates. In this stop band
we see the expected non-propagation behaviour. The maxima and minima
do not propagate but change of polarity continuously.

When the dispersion curve emerges from the slow wave triangle the cor-
responding mode becomes a fast wave and starts to be radiated. Picking
(k30, ω) ∈ FWR (k30 = k3

30 in figure 3.5) and visualising the E2-component
electric field results in figure 3.13. Again the increase of frequency is clearly
visible. The figure also shows the electric field radiating away from the
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structure with a certain angle with respect to broadside. In this case, again,
the waves are propagating from left to right.
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Figure 3.12: Visualisation of E2 for k30 = kstopband
30
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Figure 3.13: Visualisation of E2 for (k30, ω) ∈ FWR

In the last figure of this section we show the distribution of the current den-
sity J2 along the width of the strip. The red crosses indicate the discrete
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values of x3m as introduced in equation 2.20. The figure shows clearly that
an assumption of a sinusoidal current distribution over the strip is incorrect.
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Figure 3.14: Visualisation of J2 for k30 < kstopband
30

3.3 Discussion of the results

In this chapter we have demonstrated that the solutions of the determinan-
tal equation for a periodically loaded open waveguide structure, as we have
derived it, correspond very well with existing theory, that has been proven
by experiments. The analysis has been performed without making any as-
sumptions about the strip dimensions.

In section 3.1.1 we have shown the influence of the number of space harmon-
ics on the solution of the determinantal equation. It has been demonstrated
that increasing the number of space harmonics improves the solution of the
determinantal equation, after which the electric field can be approximated
better.

In the following section 3.1.2 we analysed the effect of the variation of εr. We
have demonstrated the effect of the variation of εr on the cut-off frequency
and the width of the stop band. As εr = 15.0 gave nicer numerical results
we have continued using this εr as a default value.
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Subsequently in section 3.1.3 we have discussed the variation of the slot size.
It has been shown how the cut-off frequency and the width of the stop band
vary for different slot sizes. Also an extension to the limiting case of slot
size of zero and hundred percent have been discussed.

In the penultimate section 3.1.4 the variation of the height of the dielectric
has been investigated. We have seen that an increase of the height of the
dielectric in the limiting case results in the dispersion curve of a non-loaded
structure.

Finally in section 3.2 we have shown some plots of the x2-component of the
electric field and the current density.

In our theoretical analysis all calculations have been done for a two-dimensional
structure with infinite dimensions in the x3-direction and that is invariant
in the x2-direction. For more practical applications the analysis needs to be
expanded to finite dimensional structures in three dimensions. The analysis
in this report is a very good start for this.
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Chapter Four

Conclusion & recommendations

In this thesis we have shown a new method to solve Maxwell’s equations for
a two-dimensional periodically loaded open waveguide that is infinitely long
in the lateral (x3) direction and invariant in the transverse (x2) direction.
This method, contrary to existing methods, does not make any assumptions
about the width of the strips loading the structure, nor about the current
in those strips. Based on this research we can conclude/confirm that:

• The new method to solve Maxwell’s equations without assumptions
about width of and current in the strips is a good method to model
the waveguide dispersion characteristics.

• The assumption that that current in the strips has a sinusoidal shape
has been proven to be incorrect.

• An increase of the number of space harmonics, increases the accuracy
of the found solution. The computational burden of the method is
limited, even for a high numbers (> 80) of space harmonics

• For common values of εr, (1 ≤ εr ≤ 4) the frequency band for which
surface waves appear is rather limited.

• The change in dispersive properties of a periodically loaded open wave-
guide for slotwidths ranging from wide to narrow can be considered in
a continuous way. In the limiting cases of slotwidths of zero or one-
hundred percent of the periodic distance, the dispersive properties
approach those of respectively closed/open waveguides.

• In case of increasing heights of the dielectric the influence of the loading
vanishes.

The performed research gives reason for the following recommendation:

• The developed model for a 2-D periodically loaded open waveguide
should be expanded to a 3-D model.
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• This work could be extended to periodically fed antennas (such as
patch arrays.
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Appendix A

Normalization of Maxwell’s equations

Maxwell’s equations in a lossless medium are:

−∇× H̄ + ε∂tĒ = −J̄ext (A.1)
∇× Ē + µ∂tH̄ = −K̄ext (A.2)

Suppose that we want to express all spatial coordinates in terms of a charac-
teristic length x0, and the time coordinate in terms of a characteristic time
t0. Then we may define the normalized, dimensionless coordinates x̄′ and t’
as:

x̄′ =
x̄

x0
(A.3)

t′ =
t

t0
(A.4)

As a result of the transformation in equations A.3 and A.4 we find the
transformed operators:

∇′ = x0∇ (A.5)
∂t′ = t0∂t (A.6)

Further, the quantities Ē, H̄, J̄ext and K̄ext are transformed into Ē′, H̄ ′,
J̄

′ext and K̄
′ext.

Ē(x̄, t) = Ē′(x̄′, t′) (A.7)
H̄(x̄, t) = H̄ ′(x̄′, t′) (A.8)

J̄ext(x̄, t) = J̄ ′ext(x̄′, t′) (A.9)
K̄ext(x̄, t) = K̄ ′ext(x̄′, t′) (A.10)

In view of equations A.5 - A.10, equations A.1 and A.2 turn into:

−∇′ × H̄ ′ + x0
t0
ε∂t′Ē

′ = −x0J̄
′ext (A.11)

∇′ × Ē′ + x0
t0
µ∂t′H̄

′ = −x0K̄
′ext (A.12)
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A particular choice is to take t0 equal to the time required to travel a distance
x0, i.e.:

t0 =
x0

c
= x0

√
εµ (A.13)

In that case, equations A.11 and A.12 become:

−∇′ × H̄ ′ +
√
ε

µ
∂t′Ē

′ = −x0J̄
′ext (A.14)

∇′ × Ē′ +
√
µ

ε
∂t′H̄

′ = −x0K̄
′ext (A.15)

Further, suppose that we want to express Ē′ and H̄ ′ in terms of a charac-
teristic electric field strength E0 and a characteristic magnetic field strength
H0. Then we may define the normalized, dimensionless quantities, ē and h̄
as:

ē =
E′

E0
(A.16)

h̄ =
H ′

H0
(A.17)

In view of equations A.16 and A.17, equations A.14 and A.15 become:

−∇′ × h̄+
E0

H0

√
ε

µ
∂t′ ē = − x0

H0
J̄ ′ext (A.18)

∇′ × ē+
H0

E0

√
µ

ε
∂t′ h̄ = − x0

E0
K̄ ′ext (A.19)

A particular choice is to take:

H0 = Y E0 =
√
ε

µ
E0 (A.20)

where Y is the plane wave admittance.

Using this, equations A.18 and A.19 become:

−∇′ × h̄+ ∂t′ ē = − x0

E0

√
µ

ε
J̄ ′ext (A.21)

∇′ × ē+ ∂t′ h̄ = − x0

E0
K̄ ′ext (A.22)
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If we now define the new quantities:

j̄ext =
x0

E0

√
µ

ε
J̄ ′ext (A.23)

k̄ext =
x0

E0
K̄ ′ext (A.24)

we finally may write equations A.21 and A.22 as:

−∇′ × h̄+ ∂t′ ē = −j̄ext (A.25)
∇′ × ē+ ∂t′ h̄ = −k̄ext (A.26)

Note that all quantities in equations A.25 and A.26 are dimensionless.

In steady state analysis, we can replace ∂t′ by jω′ and write equations A.25
and A.26 as:

−∇′ × h̄+ jω′ē = −j̄ext (A.27)
∇′ × ē+ jω′h̄ = −k̄ext (A.28)

Since ∂t → jω and ∂t′ → jω′ and in view of equation A.6 we find that:

ω′ = t0ω (A.29)

Note that ω′ is also dimensionless.

32



Appendix B

Non dimensional quantities in Maxwell’s

equations

Table B.1: Non dimensional quantities in Maxwell’s equations

Dimensional quantity Dimension Divisor Non-dimensional quantity

x1 [m] d x′1 = x1
d

x3 [m] d x′3 = x3
d

∂x1 [m]−1 1
d ∂x′1 = d · ∂x1

∂x3 [m]−1 1
d ∂x′3 = d · ∂x3

a [m] d a′ = a
d

h [m] d h′ = h
d

Ê2 [V·m]−1 E0 ê2 = Ê2

Ê0

Ĥ1 [A·m]−1
√

ε0
µ0
E0 ĥ1 = Ĥ1

E0

√
µ0

ε0

Ĥ3 [A·m]−1
√

ε0
µ0
E0 ĥ3 = Ĥ3

E0

√
µ0

ε0

ε [F·m]−1 ε0 εr = ε
ε0

µ [H·m]−1 µ0 µr = µ
µ0

Ĵ2 [V·m]−2
E0

√
ε0
µ0

x0
ĵ2 = Ĵ2

E0
x0

√
µ0

ε0

ω [rad·s]−1 c0
d ω′ = d

c0
ω

k3,0 [m]−1 1
d k′3,0 = k3,0 · d

to facilitate writing, the quotes are dropped in the analysis in chapter 2
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Appendix C

Numerical experiments parameter values

Table C.1: Numerical experiments parameter values

NUMERICAL EXPERIMENTS

Experiment I

a b c d

Nsh = 5 Nsh = 11 Nsh = 21 Nsh = 31
εr = 15.0 εr = 15.0 εr = 15.0 εr = 15.0
a = 0.5 a = 0.5 a = 0.5 a = 0.5
h = 0.667 h = 0.667 h = 0.667 h = 0.667
freqMin = 0.185 freqMin = 0.178 freqMin = 0.184 freqMin = 0.182
freqMax = 0.315 freqMax = 0.315 freqMax = 0.315 freqMax = 0.315

Experiment II

a b

Nsh = 21 Nsh = 21
εr = 15.0 εr = 4.0
a = 0.5 a = 0.5
h = 0.667 h = 0.667
freqMin = 0.184 freqMin = not noted
freqMax = 0.315 freqMax = not noted

Experiment III

a b c

Nsh = 21 Nsh = 21 Nsh = 21
εr = 15.0 εr = 15.0 εr = 15.0
a = 0.1 a = 0.5 a = 0.9
h = 0.667 h = 0.667 h = 0.667
freqMin = 0.2001 freqMin = 0.184 freqMin = 0.150
freqMax = 0.315 freqMax = 0.415 freqMax = 0.300

Experiment IV

a b c

Nsh = 21 Nsh = 21 Nsh = 21
εr = 15.0 εr = 15.0 εr = 15.0
a = 0.5 a = 0.5 a = 0.5
h = 0.1 h = 0.5 h = 1.3
freqMin = 0.34772 freqMin = 0.184 freqMin = 0.110
freqMax = 0.45136 freqMax = 0.315 freqMax = 0.204
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