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Abstract

As advances in silicone technology steadily plateau, new avenues of electronics design must be
explored. Graphene nanoribbons (GNRs) are a potential solution. Current GNR designs require
wasteful exhaustive searches for the required device topologies, limiting the size of the solution space
that can be searched. This is fine for simple circuits, but more complex functionality requires a
different approach. This work presents a new way of identifying suitable GNR device topologies for
any functionality. It also presents an example of this, demonstrating how a circuit using the resultant
GNR devices can outperform conventional, more complex circuits.

The proposed methodology uses an evolutionary algorithm to efficiently search a large solution
space of possible GNR device topologies. This is done while only having to simulate the behavior of a
minuscule fraction of the device topologies in this solution space. The GNR devices found by this
evolutionary algorithm are used to implement a 4-bit analog-to-digital converter (ADC), where each
bit of the circuit consists of only a couple of GNR devices, in contrast to the many more transistors
required for conventional designs.

The resulting ADC circuit performs better than conventional ADC designs in terms of energy cost,
conversion delay, and required circuit area by several orders of magnitude.
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1
Introduction

The capabilities of electronics have grown exponentially for decades. This was first described by Intel
co-founder Gordon Moore[44] in 1965, who noted that the cost of manufacturing a single transistor
went down by half approximately every year. Simultaneously, the number of transistors in a typical
integrated circuit tended to double in that same timeframe. In other words, typical integrated circuits
got twice as complex every year at about the same manufacturing price. This trend was later called
Moore’s law, and has more or less held ever since.

For a long time, smaller transistors translated directly to faster computation. As noted by Dennard
et al., a transistor of smaller size could operate at smaller voltages and currents, and had smaller
capacitances, which lead to lower propagation delay and therefore higher switching frequency
[13].

In time, however, these spectacular trends have leveled off [3, 24]. As such, new innovations were
needed to keep shrinking our transistors and to keep speeding up our electronics. Since then, we’ve
moved from constant field scaling [2, 13, 41] to constant voltage scaling [8] and beyond [3]. We went
from conventional planar MOSFETs with the gate on top of the channel, to finFETs [25] with the gate
covering multiple sides of the channel, to GAAFETs [37], with the gate all around (GAA) the channel.
These innovations were aimed at improving the transistors themselves, independent of concurrent
efforts to make the systems consisting of these transistors more intelligently designed to maximize
efficiency.

Research both into improving the performance of transistors and into designing ever more efficient
computing systems utilizing these transistors complement each other. Together, these two avenues
of research have allowed for spectacular growth in the capability of electronics. Advancements in
fields like artificial intelligence, big data, and climatology, and many others, are powered by this
growth in computational capacity. In many ways, industrial society has even grown to rely on this
growth for its future [33].

However, limits to this growth are looming on the horizon. Increasingly, power is becoming a limiting
factor [35]: As more is happening in a given chip area, more heat is inevitably produced that needs
to be transported away, which is only possible to some extent [55]. On top of this, interconnect is
becoming a limiting factor [4], as well as memory access [42, 64], and reliability [50, 66].

One thing we can do to stretch the limits of what we can do with our electronics is to expand away
from silicon to new materials. Graphene, an allotrope of molecular carbon, is just one proposed
alternative. It has many interesting material properties: it is mechanically and thermally stable [19],
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2 1. Introduction

potentially biocompatible [6], and has exceptionally high carrier mobility [5]. Importantly, graphene’s
condictivity heavily depends on its geometry [56].

We note that graphene fabrication is a whole science in itself, pioneered by Geim and Novoselov
[20] in 2007. This work, however, won’t delve into that, instead assuming that all graphene devices
talked about will be possible to fabricate at some point in the future. Rather than limiting ourselves
to the constraints of the manufacturing technology of our time, we will utilize a theoretical graphene
behavior model in our investigations.

By designing a graphene field-effect transistor, or GFET, Lemme et al. [38] demonstrated that transis-
tors in graphene are possible, and exhibit better carrier mobility than traditional silicon MOSFETs.
As such, any existing silicon design could be made in this new medium, by simply replacing the
components but keeping the same circuit design. More fundamentally, though, the existence of
graphene transistors demonstrates that the conductance of a graphene channel can be modulated
by an externally applied electric field. After all, that is what a transistor essentially does.

Jiang et al. [28] took this concept a step further, designing Boolean complementary logic gates
where the pull-up network and pull-down network are implemented by a single GNR device each.
These GNR devices consist of a strip of graphene carved into a specific shape, with electrostatic
voltages applied by input gates modulating the channel conductance. Note that in a conventional
CMOS implementation of these circuits, the functionality of one of these GNR devices would be
implemented by several transistors each. In doing this, Jiang et al. [28] demonstrated that graphene
devices have the potential to do more complex things than simple transistor switches. Wang et al.
[59] and Dumitru et al. [14] then continued on this way of investigation by utilizing GNR devices to
implement complex analog behavior: respectively, spiking neurons and digital-to-analog converters.
These GNR devices would, in conventional CMOS, be implemented by much larger analog circuits
[62, 63].

This previous research suggests that complex Boolean and analog functions can be evaluated by
means of a specific pair of complementary GNR devices. This opens up many possibilities for the
implementation of complex behavior in simple graphene circuits, the functionality of which would
require many more transistors in conventional CMOS. The remaining question then, is how to find
the GNR devices that implement a given desired functionality.

Up to date, there isn’t any analytical model available to relate the geometry of a given GNR device to
its specific behavior. Datta [12] devised a numerical model, based on the Non-Equilibrium Green’s
Function–Landauer formalism, which evaluates the static current through a specific GNR device
at certain conditions such as external biasing. While this model can describe the behavior of a
GNR device with a given geometry, one would ideally want to do the reverse. That is, to somehow
determine the geometry of a device that can exhibit a given desired behavior. Unfortunately no way
of doing this has been devised yet.

In previous works[14, 30, 31, 59], the strategy seems to be one of brute force: A certain solution
space of potential device geometries is defined first. The behavior of each device in that space is
then simulated, whereupon the best candidate is selected. Since the simulation model is quite
computationally expensive, this approach will only get you so far. A good approach would be to
somehow search for the required device much more efficiently. One possible, relatively simple
approach, is to drive the search for GNR geometries by means of a so-called evolutionary algorithm
[67].

An evolutionary algorithm is a class of optimization algorithms inspired by the natural process of
evolution [11]. The mechanics of natural evolution are followed to cleverly search for the solution to
some problem. Evolutionary algorithms are often a good strategy when not much is known about
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the structure of the solution space. In other words, when there is no rigorous understanding of what
the best solution is going to look like. In the case of the GNR device, this applies: we have no idea
how to predict which device geometries lead to which behavior.

Evolutionary algorithms of different types exist, such as genetic algorithms, evolutionary program-
ming, and evolution strategies [61]. These have been used since the sixties [17, 48, 51] in many
different applications [54]. A few examples of these are Lv et al. [40], who used a genetic algorithm to
optimize the layout of a solar cell array; Sepahvand et al. [53], who used genetic programming for
handwritten character recognition; and Li et al. [39], who used differential evolution to synthesize an
optimal design for a dipole antenna array.

In this work, we use an evolutionary algorithm to efficiently find the required GNR device geometry to
implement some desired functionality. To demonstrate the capabilities of this evolutionary algorithm,
we utilize it to design a four-bit ADC circuit.

An ADC is a circuit that converts some analog input signal into a digital representation of the value of
that signal. They are generally used for interactions between the outside world (which is generally
analog) and digital computer systems. For example, when an image sensor in a digital camera
detects light, it produces an analog electronic signal, which is then converted to digital information
to be processed and stored [16, 46]. Similarly, audio data picked up by a microphone is digitized
when recording, and antenna systems in telecommunication convert analog signals into the digital
information encoded therein. Because of this broad applicability, there’s a lot of demand for different
types of ADCs.

Specifically, there’s demand for ADCs with low cost in terms of power. For example, recent designs
of high frequency millimeter wave receivers require large arrays of sensors, each of which produce
analog signals which need many ADCs to be digitized [1] within a certain power budget. Recent
designs have tackled power limitations by making use of lower resolution ADCs [10, 43, 52]. To stay
within reasonable power budgets, tradeoffs are made between having fewer ADCs by combining
analog signals, or having lower resolution ADCs which require less power but also capture less
information.

In addition to gaining information from the outside world, sometimes the analog domain is more
suited for certain operations in a computation system. For example, Haensch et al. [23] proposes a
system where a neural network is evaluated by means of an analog circuit to be able to effectively
perform all operations at the same time. The output signals from this neural network then need
to be converted back to the digital domain by means of ADCs. Hu et al. [26] and Hughes et al. [27]
rely on a similar approach. Crucially, Haensch et al. alludes to the benefits to be gained from even
further hybridization: some steps in the algorithm are more efficiently done in the analog domain,
while other steps are more efficiently calculated digitally, the tradeoff being dominated by the cost of
conversion between the domains. It is easy to imagine a world where conversion between the analog
and digital domain is cheap enough (however cost may be defined for a certain context) that these
decisions are made at a very granular level.

To implement an ADC circuit’s behavior in a circuit of GNR devices would require significantly
more complex GNR behavior than simple Boolean gates as in [31]. This necessitates the use of
a methodology more efficient than brute force to identify the required device geometry. As such,
ADCs are a good test case for our proposal to identify GNR geometries by means of an evolutionary
algorithm.

Because single GNR devices can exhibit much more complex behavior than CMOS transistors,
we expect that a GNR-based ADC circuit will consist of substantially fewer components than a
conventional ADC counterpart. This means the circuit area would be significantly reduced, for one.
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But since fewer steps occur in the circuit, the latency and power consumption of the circuit would be
much lower as well. This could be very useful for contexts such as the one discussed earlier where
many low-resolution ADCs are used, as well as situations where frequent switching between the
analog and digital domain is desirable.

Another reason why an ADC is appropriate as a target for our algorithm is that it could neatly
bridge the gap between existing GNR circuit designs: with Wang et al. [60]’s analog artificial neurons
and Dumitru et al. [14]’s Digital-to-Analog Converter on the one hand, and Jiang et al. [31]’s digital
Boolean gates on the other hand. A GNR ADC could then further pave the way towards fully-graphene
systems.

1.1. Research Questions
The primary goal of this thesis to design an evolutionary algorithm which identifies GNR device
geometries given some desired functionality. The research questions relating to this, in order of
importance, are:

• Can an evolutionary algorithm find GNR geometries to implement some arbitrary function-
ality?

• Would such an algorithm be significantly more efficient at searching the solution space than
conventional exhaustive methods?

As a secondary goal and as a way of testing this algorithm, we design an ADC circuit consisting of
GNR devices. The research questions involving this ADC circuit are:

• Can a circuit consisting of only a few GNR devices function as an effective ADC?

• Would such an ADC circuit perform significantly better than state-of-the-art circuits in
terms of area, energy, and/or time efficiency?

1.2. Thesis Contributions
Primarily, this work presents an evolutionary algorithm which, based on some arbitrary fitness
function associated with some desired circuit functionality, searches for and finds a suitable GNR
device geometry and configuration to implement that functionality. This algorithm improves on
the state of the art by only simulating a minuscule fraction of the solution space, allowing for the
exploration of a massively larger solution space than could be searched with conventional exhaustive
methods.

We use this algorithm to find the GNR devices which together implement a 4-bit ADC circuit which
outperforms the state of the art of ADC circuits as follows:

• Nine orders of magnitude less active circuit area,

• Four orders of magnitude higher sample frequency,

• Five orders of magnitude lower power consumption,

• A Walden time efficiency three orders of magnitude higher,

• A Walden energy efficiency eight orders of magnitude higher.

1.3. Thesis Structure
This thesis is structured as follows. Immediately following this introduction is Chapter 2, containing
additional background. There, we describe graphene, GNR devices, and GNR device circuits. After
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that, we discuss evolutionary algorithms: what they’re inspired by and how they work. Finally, we
go over ADC circuits designs, their principles, some conventional design styles, and the metrics by
which they’re generally judged.

The chapter after that, Chapter 3, discusses the designs of our system. First, we describe the design
of the ADC circuit, which is of a radically different style than conventional ADC circuit designs: we
describe how we want it to behave, how the required GNR devices are supposed to behave, and some
new insights in how we can evaluate such a novel ADC design. Then we go into how our evolutionary
algorithm operates in general, as well as how we will create GNR device geometries to find the right
ones according to the fitness function. After that, we can bridge the gap between our requirements
for the ADC circuit and the workings of the evolutionary algorithm by describing the specific fitness
function used by our evolutionary algorithm so as to find the desired GNR devices for our circuit.
Finally, we briefly discuss some of the things we expect of our algorithm.

Chapter 4, then presents the obtained results. First, the behavior of the evolutionary algorithm itself
is dealt with. We see that the quality of GNR devices increases over time, and that the results converge
to similar GNR device geometries. Second, the found devices are discussed. We see that these devices
behave the way we expect and want them to, and talk about the matter of selecting from several
good-but-imperfect GNR device candidates. Third, the ADC circuit consisting of these GNR devices
is evaluated. We look separately at two different circuits each producing only one bit of the digital
output. Doing so, we note that the circuit for the most-significant-bit can also be used as a sort of
digital amplifier circuit, improving the signal quality of each other bit circuit. We then look at the full
ADC circuit, as well as an amplified version of it. Having done so, we can evaluate the ADC circuit
according to some different metrics and compare it to state-of-the-art conventional ADC designs,
showing that our design outperforms its competitor by several orders of magnitude. Finally, we
discuss how we could extend on our design in order to create a higher-resolution ADC, discussing
some of the hurdles to overcome for that and how one might go about doing so.

The thesis ends with Chapter 5, which concludes the work. This starts with a summary of the work.
We then circle back to the research questions defined in this chapter and answer them one by one.
Finally, we look at what future related work might look like, discussing some ways to improve, expand
on, and utilize both our evolutionary algorithm and our ADC circuit.





2
Background

In this chapter we discuss graphene and graphene nanoribbons (GNRs), and how these can be
utilized in electronic circuits. A significant difficulty exists in finding the specific required GNR
topology for a given desired circuit functionality. To deal with this problem, this work utilizes an
evolutionary algorithm to generate the required GNR topology, so we also discuss evolutionary
algorithms and how to use them. Finally, we discuss analog-to-digital converters (ADCs), how
these conventionally operate and some metrics which we will utilize to compare different ADC
designs.

In Chapter 1, we briefly mention some complex topics. In this chapter, we examine these topics more
closely, including their foundations and some relevant definitions.

In Section 2.1, we look at graphene. First we discuss graphene, graphene nanoribbons (GNRs), and
the shapes these take. After, we consider GNR devices, what they look like and how they work, and
how to characterize their behavior. Finally, we look at GNR device circuits, their topology, how we
want them to behave, and what that entails for the GNR devices we need .

Then, in Section 2.2, we explore evolutionary algorithms. First we get into biological evolution in
nature and survival of the fittest. Then we examine how this process is mimicked in evolutionary
algorithms for the purpose of optimization, explaining along the way the concepts of fitness functions
and fitness landscapes. Finally we talk briefly about some problems that evolutionary algorithms
often encounter.

At the end, in Section 2.3, we explore analog-to-digital converters (ADCs), since we are designing an
ADC circuit in GNR. We see what an ADC is on a conceptual level and in a practical sense. Then we
look at the operation of many conventional ADC circuits, specifically flash and time-domain (TD)
ADC. After, we present which metrics are utilized to judge ADCs by: resolution and signal-to-noise
ratio (SNR), latency and sample rate, power consumption, Walden’s figures of merit, and circuit area.
We discuss what each of these metrics mean, as well as what typical state of the art designs achieve
and how these metrics can be estimated for our design.

2.1. Graphene
In this section, we look at graphene. First, we discuss briefly what graphene is as a substance in terms
of behavior, dimensionality, and we introduce some definitions. More relevant, we talk specifically
about graphene nanoribbons (GNRs), what shapes these GNRs can take and how we define the sizes
of these shapes. GNR devices make use of these GNRs and we look at those next. This means we look
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(a) The relative lengths between carbon atoms are indicated.
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ŷ

(b) The unit cell is indicated in red, and the corresponding unit
vectors in x- and y-directions are indicated in gray.

Figure 2.1: Two annotated sections of a bulk graphene lattice.

at what these devices look like, how they work, and how we determine their behavior and make use
of them. Finally we look at GNR circuits. We discuss how to design a circuit made of GNR devices,
how to describe the behavior of such a circuit, and what this means in terms of what we want our
GNR devices to look like.

Graphene is a molecular structure consisting of a two-dimensional sheet of carbon atoms in a hexag-
onal lattice. Its (electrical) properties are very different from other, three-dimensional materials[47].
When talking about graphene as a substance, it is often assumed to be very large relative to this lattice
such that the graphene’s boundaries and shape can be disregarded. We refer to this unbounded
graphene as “bulk” graphene. This substance is very interesting on its own: it is mechanically and
thermally stable [19], potentially biocompatible [6], and very strong mechanically [36]. Additionally,
its electrical behavior is referred to as “ballistic transport”, meaning electrons move through graphene
as if completely unimpeded [5].

A section of bulk graphene is presented in Figure 2.1a. The distance between each atom, or the
interatomic distance, is indicated as the constant a. These carbon–carbon bonds have a length
of around 142 pm [15]. Since the angle between each bond is 60 ◦, the parallel and perpendicular

components of one bond as compared to its neighboring bond have a length of 1
2 a and

p
3
2 a,

respectively. These components are drawn in the same figure.

In this work, a unit cell of bulk graphene is defined as consisting of four atoms, as indicated by the
red box, such that the unit cells tessellate the plane orthogonally. Figure 2.1b depicts one unit cell
outlined in red. This unit cell has dimensions

p
3 a and 3 a in the x- and y-directions, respectively. The

unit vectors of these two directions, x̂ and ŷ are marked in gray in the figure. In the literature, these
directions are also referred to as, respectively, the “zigzag” and “armchair” directions, in reference to
the shape of the carbon bonds in those directions, as highlighted by cyan arrows in the figure.

In this work, graphene nanoribbon (GNR) devices are discussed, which consist of a GNR with certain
electrical contacts applied to it in order to create a circuit component. The GNR in question then
has a certain specific shape, which greatly affects its behavior. For example, in Jiang et al. [32], the
specific shape of otherwise identical GNR device circuits determined the logical function of those
circuits.
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Figure 2.2: A strip of graphene 5 rows high and 7 columns long. The third and fourth row and column are marked in red
and green rectangles.

In this work, the size of a graphene shape in the x-direction is referred to as its “length” and its size in
the y-direction as its “height”. Figure 2.2 displays one of the simplest forms of a GNR: a rectangular
strip of graphene. In the x-direction, this strip consists of seven “columns”, the third and fourth of
which are outlined in green. In the y-direction, the strip consists of five “rows”, the second and third
of which are outlined in orange. In the rest of this work, we describe the sizes of GNR devices in terms
of such rows and columns.

When defining GNR shapes, Jiang et al. [31] defines a few distinct families of shapes, which are
presented in Figure 2.3. The “butterfly” shape is defined by a so-called “constriction” area, where
some columns of the GNR have a smaller height than the rest, with the surrounding columns sloping
down to meet them. Figure 2.3a depicts such a GNR, with a total length of twelve columns, a total
height of seven rows, and a constriction of three rows and four columns. Similarly, a “camel” shape
is defined by its “bump”, which has a larger height than the rest of the GNR, as seen in Figure 2.3b,
where the base GNR is three rows by thirteen columns, and there is a bump of seven rows by three
columns. Combining these concepts, the “double butterfly” shape of Figure 2.3c has a five-row bump
of two columns within a three-row constriction of six columns, in a GNR of in total seven rows and
twelve columns.

Having defined a GNR shape, let’s talk about how to turn it into a circuit. The GNR functions as a
modulated conduction channel. It is suspended between two terminal contacts. In the tradition
of transistors, we call these the drain and source contacts, with voltages VD and VS. These are
ideally modeled as infinitely extending conductors covering a certain number of columns of the
GNR over their entire height. Figure 2.4a displays a GNR device with these terminal contacts in
covering the outermost two columns on either side. The drain contact is drawn in light bluelight blue, and the
source contact in darker bluedarker blue. The terminal contacts of this device are said to have a length of two
columns.

When a voltage difference is applied by these end contacts, a current flows through the GNR, the
strength of which is dependant on the GNR shape. This current strength can also be modulated by
one or more so-called gate contacts. Similarly to CMOS technology, these gate contacts consist of
a conductor which is isolated from the GNR channel by a dielectric layer. The current through the
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(a) A GNR with a “butterfly” shape. The length and height of
the GNR (12 columns and 7 rows) are indicated, along with
the length and height of the constriction area (4 and 3).

33 77
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(b) A GNR with a “camel” shape. The GNR length and height
(13 and 3) are indicated, as well as those of the bump (3 and
7).

77 33 55
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(c) A GNR with a “double butterfly” shape. The length and
height of the device (12 and 7) are indicated, as well as those
of the constriction (6 and 3) and the bump (2 and 5).

Figure 2.3: The shapes defined by Jiang et al. [31].
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(a) The drain and source terminal contacts, with voltages VD
and VS.

(b) The gate contacts VG1 and VG2, modulating the device’s
current.

(c) The back contact VBack, utilized to apply a bias voltage of
0.10 V.

Figure 2.4: Each of the contacts applied to the GNR.

channel then changes depending on the voltage VG applied to the gate. Figure 2.4b depicts a GNR
device with two gate contacts upon which two independent gate voltages, VG1 and VG2 are applied.
The gate contacts are draw in light greenlight green.

Finally, a back plate, also isolated from the GNR by a dielectric, can be utilized to apply a bias potential
uniformly across the device. This voltage, VBack, also influences the conductive behavior of the GNR
device. Figure 2.4c displays this back plate in greengreen, though from here on, this gate voltage is simply
noted underneath a device when applicable so it doesn’t need to be drawn each time.

Combining a specifically shaped GNR with these contacts creates a GNR device, which constitutes
a circuit element. Figure 2.5 displays such a device schematically, as seen from the top and from
the side. In the latter figure, Figure 2.5b, the yellow parts indicate insulating layers separating the
contacts which apply a static potential from the GNR. Each contact is colored gray, and the GNR
itself is represented in cyan with a hexagonal lattice. Figure 2.6 then presents two different ways of
representing this device in a circuit, where the circuit in Figure 2.6a contains this specific device,
whereas the symbol in Figure 2.6b can indicate any GNR device with one gate contact.

There is no obvious relationship between the shape of any particular GNR device and its electrical
behavior. This makes it quite hard to identify a GNR device able to provide a desired functionality.
One way to at least determine the behavior of a GNR device is through an atomistic simulation,
as described by Wang et al. [58] and Jiang et al. [29]. This iterative simulation model determines,
for a given GNR device with a given VBack and VG, the conductance between the drain and source
terminals.

By performing this simulation repeatedly, a so-called conduction map can be generated, mapping
different circumstances (in this case device biasing) to the conductance of the GNR device. For



12 2. Background

(a) As seen from the top.

VBack

VD VS

VG1

Insulator

Graphene Nanoribbon
Conductor / Contact

(b) As seen from the side. (Not to scale.)

Figure 2.5: An example GNR device, schematically.

VBack = 0.05VVG1
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Source
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Back

(a) A circuit containing the specific GNR device shown in Fig-
ure 2.5.

VBackVG1

Drain

Source

Gate
Back

(b) A circuit containing a GNR device with one gate, symboli-
cally.

Figure 2.6: Example GNR device circuit elements.

Figure 2.7: An example conduction map, plotted.
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Pulldown (PDN) GNR

Figure 2.8: The complementary GNR circuit.

example, we can map this conductance for each value of VG in a certain range with a certain resolution.
A SPICE simulation can then use this conduction map to simulate the behavior of the device as part
of a larger electronic circuit.

Figure 2.7 presents the conduction map of the example device from Figure 2.5. The conductance of
this device is plotted with respect to the gate voltage VG at intervals of 5 mV from 0 mV to 200 mV. A
dotted line marks a linear interpolation of these simulated points (indicated as round marks) which
is used by the SPICE simulator. In the rest of this work, we generate these conduction maps at higher
resolutions and simply plot them as lines.

Given a GNR device, let’s look at the circuits we make with them. In a circuit, VBack is assumed to
be a constant, while VG may change, acting like an input signal. The GNR device then acts as a
voltage-controlled conductor from drain to source, which is controlled by the gate voltage. This
conductance is then called G , which is a function of VG. Symbolically: G (VG).

In a complex circuit, it’s easiest to work with voltages, rather than conductances. If we can somehow
produce a voltage signal containing the behavior of our GNR devices, a subsequent circuit can then
use this voltage as an input. This allows for simple interoperation between different subcircuits. So
we need to leverage the conductance behavior of the GNR devices into a voltage signal.

One relatively simple way to do this is with a complementary logic circuit, similar to CMOS circuits.
This requires two GNR devices, which we call the pull-up network (PUN) device and the pull-down
network (PDN) device. These two GNR devices are then configured as in Figure 2.8. The input voltage
of the circuit, Vin, is connected to the gate terminal of both devices. Supply rails VDD and VSS are
connected to the drain terminal of the PUN and the source terminal of the PDN, respectively. In this
work, these are always set to 0.2 V and 0.0 V. The output voltage, Vout, is then the voltage of the node
in between the source terminal of the PUN and the drain terminal of the PDN.

This output voltage then follows Equation (2.1), where GPUN, GPDN are the conductance values of,
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respectively, the PUN and PDN. We call this the “transfer function”. The output can also be expressed
as a function of r (Vin), the ratio between the conductance of the PUN and that of the PDN.

Vout (Vin)−VSS =VDD · GPUN (Vin)

GPDN (Vin)+GPUN (Vin)

=VDD · r (Vin)

1+ r (Vin)
, where r (Vin) = GPUN (Vin)

GPDN (Vin)

(2.1)

If the value of r is close to zero, the output voltage is close to VSS. As the value of r approaches infinity,
the output voltage approached VDD. In this way, the digital values of 0 and 1 can be approached for
digital circuits. For those limits of r , the power consumed by this complementary circuit approaches
zero since the current running through the circuit approaches zero.

Figure 2.9 presents an example circuit with two GNR devices. Figures 2.9a and 2.9c depict the
PUN and PDN devices themselves, whose conduction maps are plotted in Figures 2.9b and 2.9d.
Figure 2.9e then displays the transfer function of the circuit. Note that the shapes of both conduction
maps are visible in the transfer function: the sharp peaks of the PDN device’s conductance are visible
as sharp dips in the transfer function, while the generally increasing conductance and the sharp
jumps of the PUN device’s conductance are noticeable in the transfer function too. Note also that
when the PUN’s conductance overtakes that of the PDN, the PDN device’s features become less
prominent.

For best results, the conduction maps of the PUN and PDN should always be complementary to each
other. That is, for a certain value of Vin, if the conductance of the PUN is high, the conductance of
the PDN should then be low, and vice versa. If this is not the case, the circuit doesn’t work as well.
If both conductances are high simultaneously, the circuit behaves like a short circuit and a lot of
power is consumed as current flows through both GNR devices directly from drain to source. If both
conductances are low, very little current will be able to flow through either side of the circuit. In both
cases, little current is able to flow to the output and drive the next stage of the pipeline: the output is
“floating”.

In all these cases, the terms “high” and “low” depend on the desired output signal amplitude and
current. For example, to reach an output voltage of 80 % of VDD or more, r needs to equal or exceed
4, whereas for an output voltage of 99 % of VDD, r needs to be at least 99.

In order to implement some desired functionality (i.e. some desired transfer function), GNR devices
with the exact right conduction maps need to be found. In this work, we use an evolutionary algorithm
to find these for any arbitrary functionality. In the next section, we discuss what evolutionary
algorithms are and how we can use them.
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(a) An example PUN GNR device. (b) The conduction map of the PUN GNR device.

(c) An example PDN GNR device. (d) The conduction map of the PDN GNR device.

(e) The transfer function of the circuit combining the the GNR devices.

Figure 2.9: The functional behavior of an example complementary circuit.
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2.2. Evolutionary Algorithms
In this section, we discuss evolutionary algorithms. To do so, we first explain how evolution works
in nature, dealing with natural selection and reproduction. After that, we explain how evolutionary
algorithms try to mimic this process to solve practical optimization problems. We do so first in
abstract terms, then with a slightly more concrete example, and finally with a very simplified graphical
explanation. We conclude with some remarks on local optima and how evolutionary algorithms may
be trapped in them.

In nature, evolution is the process by which organisms slowly, over many generations, take on new
forms. A simplified model of natural evolution can be said to rely on the concepts of reproduction,
mutation, fitness, and selection. It would operate as follows.

A group of organisms, which we call a population live in some natural environment. Every once
in a while, these organisms reproduce: they create new organisms which are (almost) identical
to themselves. In mammals and large organisms, this process happens sexually, meaning two
organisms are involved in creating a new one. In this work we ignore this and instead focus on
asexual reproduction, where an organism reproduces by itself. It is, after all, an engineering work,
and asexual reproduction requires fewer moving parts. The process is not fundamentally affected by
this distinction.

As new organisms are created through reproduction and old organisms die, eventually the entire
population is replaced by the offspring of the original population. We call this a new generation.
This new generation consists of a new group of organisms, which are each almost identical to their
parents.

We say these new organisms are almost identical, since a process called mutation occurs. Through
processes involving DNA (the specifics of which we won’t get into), the child organism is ever so
slightly different when compared to its parent. These changes might be beneficial or harmful or
inconsequential, but what’s important is that they’re random.

Over time and many generations, these mutations add up. Given enough time, the population might
look wildly different from the original population in various ways. This is especially the case due to a
process called natural selection. This process influences which traits due to mutation are likely to
stay in a population after many generations.

Not every organism reproduces. Some organisms don’t find enough food, some become food,
many other things can happen. For whichever reason, a subset of organisms do not pass on their
genetic material to the next generation, and therefore there are no children who look like them.
Natural selection is the process which determines which organisms reproduce and which don’t, or
which organisms reproduce more than others. In nature, this can consist of food availability, social
dynamics, environmental factors, even random chance, as well as a host of other factors.

It would not be quite accurate to say that the organisms which reproduce are “better” than the ones
who don’t, even if there were any objective measure of how “good” a species is. After all, the selection
pressure and selection criteria in a beehive in an apiary are much different than those in a tide pool
in the tundra. Instead, we say these organisms are a better fit to their circumstances. This is where
we get the term survival of the fittest, or why we talk about an individual organism’s fitness.

Even though mutations in each generation are random, there is a trend that appears over time.
There is a tendency for organisms which fit the circumstances very well to produce more offspring
and organisms which don’t fit so well to not reproduce as much. The next generation will then be
more similar to the organisms with higher fitness than to the ones with lower fitness. Over many
generations, this results in an increasing overall fitness of the organisms in a population. This process
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has proven quite successful, which is why scientists and engineers have attempted to emulate it for
our own purposes in the form of evolutionary algorithms.

In evolutionary algorithms [48], the process of biological evolution is emulated to solve practical
problems. In a sense, natural evolution is a process that produces things that conform to a certain
set of requirements. The “requirements”, in this case, are defined by the circumstances of some
natural environment, and organisms are produced over many generations that conform to these
requirements. In evolutionary algorithms, some practical problem is formulated as a similar set of
requirements, such that solutions to the problem can be produced by the evolutionary algorithm.
While there are many variations, we illustrate the fundamental concept of evolutionary algorithms
with an elaborate example.

Suppose we have some problem, for which we don’t know the solution, nor how to go about solving
it. Let’s say we’re designing a city, and we want to design it in such a way to maximize the happiness
of the people in it. It’s not as simple as defining some mathematical function which outputs the total
happiness of every person in the city and finding the peak of that function. After all, we have no idea
what that function would look like or even what the input of that function would be.

What we can do, however, is try something and find out. We can design a city in some way, then
simulate its behavior, and see how it would behave. There’s a risk that this simulation would be
incomplete or incorrect, but we’re hoping that it’s a good approximation of reality.

If we’re using an evolutionary algorithm, here’s how we would proceed. First we randomly create
a certain number of potential city designs. These are the analogue to biological organisms. This
creation should be done in such a way that any conceivable possible design could be randomly
created in this way, without any prior assumptions or biases on what makes a “good” design. Of
course, where there’s concrete limitations, these can be taken into account. We wouldn’t want to
create cities without houses, or with residential areas at the bottom of the sea, or with no way for
anyone to enter or leave, for example.

Given such a design, we can use the simulation mentioned earlier to evaluate how it scores. We can
calculate how many people could live in it, how successful they’d be, what their economic production
would be or their quality-adjusted life expectancy. We could pick any of these calculated numbers,
or combine some or all these numbers somehow into an overall score for the total happiness of the
people in the city. This is analogous to the fitness of a biological organism.

Taking this fitness, we can make some selection of potential city designs. For example, we could
simply take the cities with the highest fitness scores. These selected cities, we would then let repro-
duce. Reproduction would consist of copying the city’s design, but making some slight incremental
changes. For example, we could make a road take a right turn rather than a left turn, or replace a
block of houses by a park. What’s important is that these changes are incremental and randomizable.
These changes are the equivalent of mutations in nature.

For each city in our selection, we can generate some number of “children”. This is the population of
the next generation. Presumably, the fitness of each of these cities is similar to, but slightly different
from their parent cities. After all, a small change like the mentioned mutations won’t likely affect the
city as a whole very much.

This process then repeats for however many generations are required until some stopping condition is
met. This can either be some threshold fitness is reached or some maximum amount of computation
time or number of generations have passed.

Like in natural evolution, we can expect a trend to appear of subsequent generations having ever
increasing overall fitness. This process likely won’t find the absolutely optimal city design, but it likely
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Figure 2.10: The fitness landscape of our example model of a city.

will find a design that’s significantly more optimal than the average randomly generated city.

Note that, just like the natural environment of an organism, the way this happiness score—our fitness
metric—is calculated, has a large impact on the results produced. After all, if we only looked at
economic production, we would see very different resulting cities than if we were only to look at life
expectancy, or if we looked at some combination of these factors.

In general, we call the way we calculate our metric of success the fitness function. Such a fitness
function maps a many-dimensional input (e.g. the design of the city) to a one-dimensional output
(e.g. the happiness score) such that each set of inputs maps to exactly one output value. In our
example of a city, these dimensions of the input could be any number of things: how many houses
are in the city, how many miles of road does it contain, what is built on grid coordinate

(
x1, y1

)
, how

many people are in the city council, etcetera.

The fitness function would then contain both the simulation, which produces numbers like popula-
tion capacity, economic production, life expectancy, etc. and the evaluation of these factors into a
total happiness score. Even when the function isn’t analytical, we can still call it a function, since
it uniquely maps each potential configuration into a single number (i.e. the happiness score or the
fitness).

The fitness function is associated with a multidimensional surface. We call this surface the fitness
landscape or fitness surface. To make this easier to talk about, let’s reduce the complexity of our
example for a bit. Suppose we have a simplified city model with only two inputs: the number of
houses built in the city and the number of parks in the city. The fitness function would then somehow
map each configuration of these inputs to exactly one happiness score. Figure 2.10 illustrates what
the fitness landscape could then look like. Note that the contour lines, which are drawn in black
on the surface, are also drawn in the happiness=-1 plane for clarity. Let’s look at our evolutionary
algorithm in terms of this fitness landscape. Note that in a real situation, we would not know the
shape of this fitness landscape beforehand.

The first thing our evolutionary algorithm does is to create some random cities. Let’s say we create a
city with 75 houses and 35 parks, as well as a city of 50 houses and 35 parks, and a city of 35 houses and
50 parks. These cities are marked on the fitness landscape in Figure 2.11 as black dots on the surface
and the contour plane at -1. As a shorthand, we can refer to them by their coordinates: (75, 35),
(50, 35), and (35, 50). We can see that the first city, (75, 35), has a quite low positive happiness at
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Figure 2.11: A set of hypothetical cities are plotted on the fitness landscape. They are represented as black dots.

Figure 2.12: Each selected city has produced two mutated children, represented as red or green dots.

0.10, but the other two cities respectively have an even lower happiness of −0.03 and −0.20.

Our algorithm then performs a selection step, selecting only two cities with teh highest happiness
score and having them reproduce. The mutations in this case consist of randomly incrementing or
decrementing either of the two variables. In terms of the fitness landscape, this corresponds to small
steps in either orthogonal direction. We can see the result of this in Figure 2.12, where each city has
produced two child cities. In the case of both parents, one of the children got a higher fitness, and
the other’s fitness decreased with respect to its parent. In other words, one child took a step up the
hill, and the other took a step down the hill. In the figure, the children which increased in fitness are
colored in green and the children with decreased fitness are red circles.

This process then keeps going for several generations, each time having the best available candidate
cities reproduce to create mutated children, and making a selection from them. Figure 2.13 displays
what the end result might look like. The initially selected cities at (75, 35) and (50, 35) are shown
as red-outlined black dots. For each generation, the created children are drawn as green or red
dots, depending on whether they were selected to produce the subsequent generation. The two top
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Figure 2.13: The final state of the evolutionary process. The final results found by the algorithm are marked as larger black
dots, while each candidate encountered in the search is drawn as a smaller red or green dot, depending on whether it was
selected as an improvement.

results are drawn as green-outlined black dots. These final candidates, at (72, 50) and (43, 40), have
a happiness score, or fitness, of 0.42 and 0.44, respectively.

In terms of the fitness landscape we can see a sort of meandering path starting at each of these
initially created cities and ending up at the top of a hill. The top of this hill is what we call a “local
optimum”, which is the best possible candidate within a certain area or locality of the solution space.
Often, an evolutionary algorithm has trouble leaving such a local area, since it would require going
down the hill of the fitness landscape to worse solutions before finding a better solution. In our
example, we can see that the algorithm never left these two hills and did not end up at the steeper
hill around (50, 77). There it could have found the “global optimum”, the very best candidate within
the solution space of possible cities with a happiness score of 1.00.

There are different ways to deal with the problem of finding the global optimum which we don’t
get into here. Evolutionary algorithms are quite good at finding a local optimum, however. And
in many situations, a good local optimum is perfectly adequate for what one might want. In any
case, that’s the hope in this work: To develop an evolutionary algorithm which finds a GNR device
geometry which performs some given functionality well enough, accepting that it might not be the
best possible topology for that functionality.

To be able to talk about this in concrete terms, it’s useful to fill in some of the blanks. So in this work,
the "some given functionality" that we try to implement in a GNR circuit is that of an analog-to-digital
converter (ADC). In the next section, we discuss these ADCs in a bit more detail.

2.3. Analog-to-Digital Converters
In this section, we talk a bit about what an ADC is, what they’re generally used for, and how they are
often implemented in rough terms. We also discuss what metrics ADCs are judged by, how state of the
art designs score in these metrics, and how we estimate these metrics in this work. First, we handle
resolution and its related metrics of signal-to-noise ratio (SNR) and effective resolution. Afterwards
comes the cost of an ADC circuit in terms of area. This is followed by the cost of conversion in
terms of time—what we call the propagation delay or latency—and the related metric of sample rate.
Subsequently, we talk about ADC circuits’ power consumption and transition energy. Finally, these
metrics are combined into what are called Walden’s Figures of Merit.
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Figure 2.14: An illustration of the mapping of analog values to their corresponding digital symbols performed by an ADC.

An analog-to-digital converter (ADC) is, in the most general sense, some system which converts
a continuous (i.e. analog) input signal into some discrete (i.e. digital) symbol representing the
magnitude of that input signal at some point in time. Commonly, this input signal is some voltage
which can take any value within a certain defined range. For example, it could be a signal which can
be anywhere between 0 V and 1 V.

The fact that this signal is “analog” means that there is an uncountably infinite number of potential
values this signal can take. Rather than trying to match each possible analog value to a unique digital
output symbol, each of a set of output symbols is made to correspond to a certain subset of all
input values. For example, in a 2-bit ADC, there are four different output symbols, each of which
correspond to a fourth of the input range. All input values between 0 V and 0.25 V could correspond
to the 2-bit binary symbol 002, while values between 0.25 V and 0.5 V would then map to 012, values
between 0.5 V and 0.75 V correspond to 102, and values between 0.75 V and 1 V result in the symbol
112 at the output.

This is illustrated in Figure 2.14. A number line from 0 V to 1 V is drawn, subdivided into blue regions
which respectively map to each of these 2-bit digital symbols. Note that since both 0.1438 V and 0 V

map to the binary symbol 002, these inputs cannot be differentiated by such an ADC. In case more
precision is desired, more digital symbols are required.

Conventional ADC designs can be roughly split up into two categories: direct conversion (also
called flash), and time-domain conversion. A direct conversion ADC operates by means of a series of
comparators which directly measure the input signal. Each of them compares the input signal to
a different reference voltage, thereby approximately discerning the value of the input signal up to
the precision of this set of reference voltages. Figure 2.15 presents an example of such a circuit. A
series of resistances generates a set of reference voltages, which get compared to the input signal.
The resulting vector of digital comparator results gets compressed to a two-bit number.

Another common family of ADCs are time-domain (TD) ADCs. These ADCs operate by converting
the input signal to a time-based signal in some way. For example, in ramp-compare style TD ADCs,
a capacitive node is charged at a steady rate until it matches the input signal. The time taken to
charge this node is then the time-domain signal. A time-domain signal can also be for example a
voltage-controlled oscillator, where the period of oscillation depends on the input signal. With a
sufficiently fast clock and digital counting circuitry, the length of this time-domain signal can then be
measured to convert the analog input value, through the time domain, to a digital value.

We note that the ADC design implemented in this work is different from either of these design styles.
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Figure 2.15: An example direct conversion ADC circuit able to discern four different levels of the input signal and convert
them to two bits of digital information. Image recreated from Guerber [22].

To be able to make a meaningful comparison, let’s talk about the different metrics involved for a
bit. Oh [45] compares several different state-of-the-art low-resolution ADC designs in terms of these
metrics. We note these scores to give us an idea of the marks we’d like to hit.

The most straightforward metric when considering an ADC implementation is its resolution. This
is the number of bits of information that an ADC circuit is able to express about the input signal.
The compared ADC circuit designs[45] generally have a nominal resolution of six or eight bits. The
example ADC in Figure 2.15 has a resolution of two bits. Were it to have one additional bit, it would
need twice as many comparators to distinguish twice as many different levels of the input signal,
halving the uncertainty.

The error or noise caused by this uncertainty is called quantization error or quantization noise.
The magnitude of this noise, expressed in decibels, is proportional to the resolution of the ADC in
bits.

In an ideal ADC circuit, each segment of the input range can be modeled as a uniform distribution.
The input signal can take any value in the segment with equal probability, and the associated output
value is the expected average input signal over that range, which is exactly in the center of the segment.
For example, the bottom segment in Figure 2.14 can correspond to any value from 0 V to 0.25 V with
equal likelihood. If the output produced 002, you can therefore assume an average input value of
0.125 V. The root mean square (RMS) noise (NRMS) in this segment therefore follows the formula in
Equation (2.2). The same calculation can be applied to the other segments for the same resulting
NRMS.

NRMS =
√

1

0.25 V

∫ 0.25 V

0 V
(0.125 V− v)2 dv

= 1

8
p
3
V

≈ 72 mV.

(2.2)

To calculate a signal-to-noise ratio (SNR) value, we assume the input signal to be uniformly distributed
over the input range and shift that input range to have a mean value of zero. This gives an RMS signal
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value of 1

2
p
3
V, and therefore a SNR of 1

4 .

This generalizes to the formula in Equation (2.3) for the SNR of an n-bit ADC (SNRn), where A
represents the signal amplitude, or half the ADC input range. Expressed in dB, this makes the SNR
(SNRn,dB) equal to n ·6.02 dB.

SNRn = SRMS

NRMS

=

√
1

2A

∫ A
−A v2dv

√
2n

2A

∫ 2−n A
−2−n A v2dv

=
Ap
3

A
2n ·

p
3

= 2n

(2.3)

This is a simplistic model of the precision of a given ADC design, however. A real-world ADC circuit
necessarily has more sources of error, such as fabrication process variations or signal noise introduced
by other components of the system. By combining all sources of error, a total amount of noise can be
determined. This noise can be expressed in terms of an SNR value.

From this SNR noise level, we can calculate what’s called the effective resolution. This is the resolution
of a hypothetical ADC with quantization as its only error source, where this quantization error adds up
to the same amount of error. By inverting the formula in Equation (2.3), we can calculate the effective
resolution of a given ADC circuit as in Equation (2.4) from its total SNR. Most of the compared ADC
circuit designs [45] have an effective resolution between 4 and 5: a few bits lower than their nominal
resolution.

Reff. =
SNRdB

6.02
(2.4)

In this work, we simulate the behavior of our ADC circuit to determine the noise. Note that the only
error sources considered is mismatch between the behavior of the identified GNR devices and their
required behavior, and quantization error. Any real-world error sources such as interference or noise
aren’t modeled.

In addition to conventional metrics of ADC precision like the SNR and effective resolution, we also
define some custom metrics that only really makes sense for the specific design in this work. These
metrics, the accuracy and ambiguity, are defined and motivated in Section 3.1, along with the ADC
design.

Whereas effective resolution is a metric describing how precise an ADC circuit is at determining the
value of an analog signal, it’s also important to measure the cost of this conversion for any practical
system. The main measurements of the conversion cost of an ADC circuit are the power, energy, time,
and circuit area.

The circuit area is a measurement of how much of the surface area of a chip is taken up by that circuit.
The lower the area of a given circuit, the more useful circuitry you can put in a given amount of chip
space. The ADC circuit designs that Oh [45] compares, have a circuit area on the scale of several
hundredths of a square millimeter to a few square millimeters.
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Figure 2.16: The simple equivalent circuit model for a GNR device used here.

The circuit area cost of a hypothetical GNR circuit is hard to judge, since a real design would in-
evitably involve many unknown factors such as interconnect, clock generation, and the rest of the
functionality of a system. As such, it’s hard to judge the impact of one ADC circuit on the system’s
chip circuit area cost. Rather than make a bunch of shaky assumptions, we simply make a very rough
lower-bound estimation of what the area cost of a GNR ADC circuit could be. As such, this metric is
to be taken with a grain of salt (approx. size 0.1 mm2).

We calculate this estimation based on the assumption of a rectangular footprint the size of the
segment of carved graphene nanoribbon. For example, the device in Figure 2.9a has four rows,
for a height of 11 a, or 1.56 nm, and 23 columns, for a length of 23

p
3 a, or 5.66 nm. From these

measurements, we can calculate a very rough estimate of a device footprint of 1.56 nm ·5.66 nm =
8.84 nm2. Similarly, we can determine a device footprint of 17 a ·32

p
3 a = 19.0 nm2 for the device in

Figure 2.9c. Combining this gives a rough estimation for the complementary circuit of Figure 2.9 of
9.50 nm2 +19.0 nm2 = 27.8 nm2.

To be able to make an estimation of the time costs involved in our GNR circuits, we use the same
simple circuit model as Jiang et al. [32]. This model relies on a channel resistance Rchannel, a contact
resistance Rcontact, and a gate capacitance Cgate. Figure 2.16 demonstrates the configuration of these
circuit elements in relation to the GNR device. The Rgate value is calculated based on the size of the
gate contact, whereas Rcontact is derived from the size of the drain and source contacts. The value of
Rchannel is the resistance of the actual GNR channel, as determined by the numerical simulation (i.e.
the conduction map). This value is therefore dependant on the specific circumstances of the GNR
device such as gate voltage.

We can use this circuit model to calculate the time cost of a conversion in our GNR ADC circuit. We
call this time cost the latency or the propagation delay (τp). This metric measures the time it takes
before a change in the input signal is reflected by the output.

As in Jiang et al. [32], we calculate τp by the formula τp = (Rchannel +2Rcontact) ·Cgate, similar to
standard Elmore delay. In this calculation, we take into account the worst case by assuming the
maximum channel resistance value of the conduction map. In the case of complementary circuits,
we assume the highest value of the propagation delays of the PUN and PDN GNR components. In a
multi-stage GNR circuit, we simply add the propagation delay of each stage.
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A closely related metric often used for ADC circuits is the sample rate or sample frequency (Fs). This
measures how many times a second the ADC circuit can convert the analog input signal to a digital
output symbol. In other words, how many times the input signal can be sampled in a second. In our
circuit, this is simply the inverse of the propagation delay: Fs = 1

τp
, but in conventional ADC designs,

different types of parallelism can mean that the relation between these metrics is more complex . In
the state of the art [45], we see sample rates around two gigasamples per second (2 GS

s ).

The power consumption (P) of a GNR device follows from the numeric simulation of its behavior. In
state-of-the-art [45] ADC circuits, the power consumption is generally on the order of several tens of
milliwatts. We estimate the power usage in this work by simply dividing the squared supply voltage by
the sum of the channel resistance and the two contact resistances. For a rough worst-case estimation,
we take the minimum channel resistance value of the conduction map. In a complementary circuit
or a multi-stage circuit, we add the power costs of each GNR component together.

Combining the power cost and the delay of our circuits gives us the power-delay product (PDP), or
transition energy, Et. The latter name refers to the fact that it’s the energy cost of transitioning from
one converted value to another. This can be seen as a measure of the energy required to do some fixed
amount of useful work (i.e. extract a certain amount of binary information from an analog signal).
We calculate this simply as the product of the worst-case propagation delay and the worst-case
power usage, assuming that amount of power is consumed for the entire duration of the conversion
time.

To be able to better compare various different ADC circuits as a whole, a combined metric was
introduced by Walden [57]. These metrics calculate the number of different quantization levels that
can be determined by the ADC circuit for a unit cost of either time or energy. Two variants of this
combined metric exist: what we will call the Walden time efficiency (PWalden), and Walden energy
efficiency (FWalden):

PWalden = 2Reff. ·Fs (2.5)

FWalden=
PWalden

P

= 2Reff. ·Fs

P

(2.6)

In the state of the art as gathered by Oh [45], ADC circuits score on the order of one trillion conversion
steps per second and ten trillion conversion steps per joule (PWalden ≈ 1

Tstep
s , FWalden ≈ 10

Tstep
J ).

Given these different metrics for judging the merits of an ADC, different metrics might be considered
depending on the specific intended use case. In this work, we judge our ADC design by these metrics
to allow us to see how it performs.

Having discussed the metrics used to judge ADC circuits and their conventional designs, as well as
the workings of evolutionary algorithms, and of course GNR circuits and graphene, we are ready to
move on to the main body of this work. As such, the next chapter discusses our design of an ADC
circuit consisting of GNRs, the geometries of which are identified by making use of evolutionary
algorithms.





3
ADC and Algorithm Design

In this chapter we discuss the design, first of our GNR ADC circuit and the functionality required
of its constituent GNR devices, and then of the evolutionary algorithm utilized to identify the
required geometries of these GNR devices. Separate from the design of the evolutionary algorithm,
we discuss the fitness function utilized by the evolutionary algorithm to evaluate the suitability
of GNR devices for this ADC circuit. Finally, we discuss some expectations for the results of this
algorithm, the GNR devices it produces, and the ADC circuit they make up together.

Having defined what we’re talking about, we’re now ready to actually talk about the design of our
GNR ADC circuit and evolutionary algorithm. In this chapter we’re going to do that.

First off, in Section 3.1, we look at the design of the ADC circuit that we’re creating. We see how we
want the circuit to behave, what that means for the individual GNR devices we use, and we define
some metrics to judge the performance of the subcircuits governing the behavior of individual ADC
bits.

Next, in Section 3.2, we discuss the design of the evolutionary algorithm which will identify the
required GNR device geometries for the ADC circuit. We start by looking at the global structure of the
evolutionary algorithm in terms of functionality. We then discuss the functionality needed for the
evolutionary algorithm to specifically look for GNR devices. In particular, this means that we discuss
how to create and mutate GNR devices.

The final component of the algorithm, which connects the specifications of the desired ADC circuit
GNR devices to the evolutionary algorithm is the fitness function, which gets its own section in
Section 3.3. There, we discuss each individual component of the fitness function and how they relate
to the GNR device functionality we require.

After all that, there’s a small section, Section 3.4, which deals with the expectations we have of the
results of the evolutionary algorithm, the ADC circuit, and the behavior of the GNR devices it consists
of.

3.1. The ADC Circuit
To be able to talk about the design of our ADC circuit, let’s first look at what we want its output to be
for each input value. We’re designing a 4-bit ADC circuit with an input signal assuming any value
from 0.0 V to 0.2 V. The desired output for each input in this range is displayed in Table 3.1, where a
four-bit digital symbol is assigned to each portion of the input signal’s domain. Note that the range
of the input signal is subdivided into sixteen subranges, each of which is mapped to a unique four-bit

27
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Input signal [mV] Output symbol Input signal [mV] Output symbol
from until binary hexadecimal from until binary hexadecimal

0.0 12.5 0000 0 100.0 112.5 1000 8
12.5 25.0 0001 1 112.5 125.0 1001 9
25.0 37.5 0010 2 125.0 137.5 1010 A
37.5 50.0 0011 3 137.5 150.0 1011 B
50.0 62.5 0100 4 150.0 162.5 1100 C
62.5 75.0 0101 5 162.5 175.0 1101 D
75.0 87.5 0110 6 175.0 187.5 1110 E
87.5 100.0 0111 7 187.5 200.0 1111 F

Table 3.1: The mapping of analog input signals of the ADC circuit to their corresponding four-bit digital output symbol.

digital symbol. These output symbols are denoted both in binary and hexadecimal, while the input
signal subranges are defined by their boundaries.

When designing a complementary GNR circuit, we consider the transfer function, mentioned pre-
viously. This is the mapping between the input voltage signal and the (digital) output signal. As
such, to design the ADC circuit we need to design four complementary GNR subcircuits, each of
them providing the behavior of one ADC output bit. Therefore, each of these subcircuits has its own
transfer function which corresponds to the mapping between the values of the input signal and those
of one respective output bit. Before going any further, let’s look at these functions for a second.

Figure 3.1 presents four plots stacked on top of each other. Each of these plots represents the
function mapping the input signal of the ADC (Vin) to the digital value of one bit of the output symbol
(bn , ∀n ∈ {0,1,2,3}). We notice immediately the periodicity of these functions: each bit periodically
alternates between a low and high value with a varying period length. Since each bit assumes 2n+1

different values, the period of repetition for each bit’s transfer function works out to be 25 ·2n mV.
Within this period, each bit’s transfer function behaves much in the same way: the binary output
value should be 0 for the first half of the period, and then 1 for the second half. The transitions
between each value, in the idealized transfer function, are immediate and discontinuous. The output
signal is digital, and therefore discrete, after all.

So the ADC circuit should consist of four separate subcircuits, each converting the analog input
signal into one bit of the four-bit output symbol. Each subcircuit implements a transfer function of
an output signal which oscillates between a logical low and high value in response to an increasing
input signal. The period of this oscillation depends on which bit the subcircuit implements. This
circuit is depicted in Figure 3.2. Each subcircuit consists of a complementary pair of GNR devices, so
let’s see what the conduction maps of these devices should look like.

Whenever we want the binary output of a complementary circuit to be 1, the PUN should have a high
conductance value and the PDN device should have a low conductance value. For a binary 0, the
opposite should be true: low conductance for the PUN and high conductance for the PDN.

Figure 3.3 displays the required behavior of the GNR devices. For each PUN (Figure 3.3a) and PDN
(Figure 3.3b) GNR device, the desired conductance value G is plotted as a function of the input signal
Vin. These functions, the conduction maps, capture the relationship between the desired binary
output value and the corresponding conductance values for each input value. The vertical axes of
these plots aren’t labeled, since for now all we know is that we want the conductance value to either
be “high” or “low”, without specifying any values.
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Figure 3.1: The required binary output value of each bit of the ADC as a function of the input signal Vin.
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Figure 3.2: The ADC circuit consisting of four complementary pairs of GNR devices, each of which implement the transfer
function from the analog input signal to one of the bits of the output symbol.
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(a) The required conductance values of each PUN GNR device. (b) The required conductance values of each PDN GNR device.

Figure 3.3: The values for the conductance value that each GNR device in the ADC should have, as a function of the input
voltage Vin.

In addition to the value of the conductance of these devices, it’s important that these conduction maps
actually match each other. That is, for any given input value, both conductance values need to be
correct: one high and one low. If both conductance values are high, a short circuit is created, whereas
two low values won’t be able to drive the output to a distinct value. Because of this, it’s important
to make sure the transition points of the devices match up: the points where the conduction map
transitions between a low and a high conductance value. These transition points should be the same
value in both devices. In the case of, for example, the second-most significant bit (GPUN,2 and GPDN,2),
these transition points should be as close as possible to 50 mV, 100 mV, and 150 mV.

It might actually be important to define the terms of “high” and “low” conductance, so let’s talk about
this for a bit. We actually define these terms in a few different ways, depending on the context.

First, we can look at a conduction map on its own and use that alone to determine low and high values.
We do this by taking the conductance values 40 % and 60 % of the way between the lowest and highest
conductance values. These two values form two “relative” thresholds that the conduction map values
can be compared to, such that we call the conductance “high” if it’s above the upper threshold and
“low” if it’s below the lower threshold. Conductance values in between the two thresholds we call
“ambiguous” or “intermediate”. In this way, something can be said about the shape of the conduction
map on its own, independent of anything else.

However, the conductances of the PUN and PDN devices in comparison to each other are important.
The problem is that at the time when we’re finding the right device to act as the PDN, we don’t yet
know what the PUN device will look like, and vice versa. Because of this, we can’t know how the
two will behave together in advance. As a way around this problem, we can define high and low
conductances in absolute terms, so both devices are judged in the same way.

From a large dataset of simulated GNR devices at different voltage conditions, we can determine
a spread of feasible conductance values. This dataset consits of roughly 250 thousand devices, the
conduction map of each is simulated at a resolution of at least a hundred datapoints. From this
dataset, we can then determine high and low conductance thresholds from quantile values such
that 40 % of all conductance values are below the low threshold and 40 % of conductance values are
above the high threshold. We can then use these absolute thresholds to judge the conduction maps
of GNR devices relative to those of all other GNR devices. As it turns out, these threshold values are
about 0.74 µS and 2.8 µS.

In Figure 3.4, the conduction map of some GNR device is depicted with both of these sets of thresholds
indicated. In light red are two dashed lines indicating the relative thresholds at forty and sixty percent
of the range of the conduction map. In the same color, there are some triangles pointing up from the
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Figure 3.4: In this conduction map, we can see both the relative thresholds and the absolute thresholds, which are used to
distinguish low and high conductance values.

upper threshold and down from the lower threshold, to be able to distinguish the two. By comparing
the conduction map signal to these thresholds, we can construct a discrete signal which only assumes
the values “high”, “low”, and “ambiguous”. This discrete signal is also plotted in the same color as the
thresholds.

In the same figure, the absolute thresholds mentioned earlier, at 0.74 µS and 2.8 µS, are also drawn.
These are drawn in darker red, including the resulting discretized signal.

Similar to defining high and low conductance values, we can say something about the resulting
voltage signal of the complementary GNR circuit. The analog value of this signal is interpreted in
some way by any subsequent system to mean one of the two binary logic values. The way this is
done is highly dependant on what this subsequent system might look like, but what’s important
is that it shouldn’t be ambiguous. If the output voltage signal is exactly halfway between VSS and
VDD, who’s to say whether it is supposed to be a 0 or 1, logically. In this work, we’ll assume that
values below 25 % of the rail-to-rail voltage are unambiguously interpreted as a logical 0, while
values above 75 % of this rail-to-rail voltage are interpreted as a 1. As it turns out, the values we just
determined for the absolute conductance thresholds—when plugged into Equation (2.1), as the PDN
and PUN conductance values and vice versa—result in just about these voltages, at 0.21 VDD and
0.79 VDD.

Since our design of an ADC is different from many conventional designs in that it implements each
bit of the output symbol independently, it’d be nice to be able to judge the merits of each bit on its
own. Suppose we find some GNR devices that implement the functionality required for one of the
bits’ subcircuits, but they’re not perfect. We can look at the transfer function of the subcircuit to
characterize how close this subcircuit is to the ideal. We define two metrics here, as hinted at before
in Section 2.3: the accuracy and ambiguity of each bit’s circuit.
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Both of these metrics look at the transfer function of a complementary GNR circuit. Specifically, they
look at the binary value of the output signal. To determine this value, the analog output voltage is
compared to the output voltage thresholds we just defined of 25 % and 75 % of the rail-to-rail voltage.
If the output voltage is below the lower threshold or above the higher upper threshold, the binary
value is determined to be either 0 or 1. If, however, the output voltage is between the two thresholds,
we call the binary value “ambiguous”.

To determine the accuracy of a bit’s subcircuit, we compare this binary output value to the required
binary value as indicated in Table 3.1. If we do this for every possible input value in the range, we
can calculate the percentage of input values that result in the correct output value, as well as the
percentage of input values that result in an incorrect or ambiguous output value. We define the
accuracy metric of one such bit subcircuit to be the percentage of input values that result in a correct
binary output. Similarly, we define the ambiguity metric of a bit subcircuit to be the percentage of
input values that result in an ambiguous output value between the voltage thresholds.

Given these metrics for a single bit, we can also combine them into similar metrics for the entire
ADC circuit. We can simply take the average accuracy and average ambiguity by taking the average of
these individual metrics across each bit’s subcircuit.

In addition to that, we can calculate the percentage of input values that result in a correct output
value of all bits. After all, each bit needs to be correct for the output symbol to be correct. Note that
this is a distinct metric due to how the incorrectness of different bits may or may not overlap. We call
this the “total” accuracy of the ADC circuit.

The case for ambiguity is similar to that of accuracy, but slightly different: the output symbol is
ambiguous if any of the constituent bits are ambiguous, since that will render the unambiguous bits
meaningless. So to determine the “total” ambiguity of the ADC circuit, the percentage of input values
is calculated that result in one or more of the output bits having an ambiguous value.

Having defined the desired behavior of our GNR devices, let’s start looking at the evolutionary
algorithm that we’re using to actually find and identify these devices.

3.2. The Evolutionary Algorithm
To automatically find a set of GNR devices that exhibit the behavior we are looking for, we’re using an
evolutionary algorithm. This algorithm is going to follow the principles of evolution to find the GNRs
we want. In this section we describe this algorithm.

First we discuss the workings of the algorithm in general terms without worrying about the specific
implementation of anything. We then discuss these matters of implementation one by one: We start
by discussing the way in which we create random devices. Then we discuss how these devices can be
mutated to be slightly different each generation. Finally, we look at the details of the fitness function
we’re using, which determines what makes a GNR device suitable for our purposes.

The rough workings of our algorithm are presented in Figure 3.5, which we’ll walk through step by
step. The algorithm starts at the black dot at the top and follows the black arrows. Each step of the
algorithm is indicated by a rounded gray rectangle. Boxes are drawn around certain subsections
of the algorithm to indicate functional units that are repeated multiple times. The “device” box is
repeated several times overlaid on each other, indicating that that box is executed many times in
parallel. A gray diamond shape indicates a decision which is made, which determines whether to exit
the loop or to keep going. On the left of the diagram are gray boxes indicating input parameters. No
detailed exploration of the values of these parameters is performed, so we won’t discuss what their
values should be, other than mentioning the values used in this work.
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Figure 3.5: A schematic representation of the evolutionary algorithm as we use it.
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The first thing we do is to create some amount of random GNR devices. This is the initial device pool,
analogous to a population of biological organisms. We’ll discuss how to create these random devices
later in this section. The parameter devicesPerGeneration determines how many devices are in
this initial pool, which forms the first generation. In our case, devicesPerGeneration= 120.

Having created this pool of devices, each individual device needs to be evaluated. This is highly
parallelizable, since each device is completely independent of each other. As a result, many devices
can be evaluated at the same time.

The evaluation of each individual device consists of three steps. First, the behavior of the device
is determined through an atomistic simulation as described in Section 2.1. This simulation pro-
duces a conduction map which maps the voltage VG at the gate contact of the GNR device to its
conductance between the drain and source terminals. This conduction map consists of a certain
number of different points, corresponding to as many different values for VG between 0 V and 200 mV,
inclusive. The number of points simulated for this conduction map is determined by the parameter
resolution. In our case, resolution = 100. The devices which are identified as potential good
candidates are simulated again later at a higher resolution afterwards to allow for more detailed
circuit simulation.

Secondly, the device is evaluated according to the fitness function, which we’ll discuss later in this
section. This fitness function is different depending on the specific GNR device in the ADC circuit
that we’re looking for at any given moment. As such, it depends on the parameters pullMode and
bit, which respectively signify whether we’re searching for a PDN or PUN device, and which bit of the
ADC the device is meant to implement. The evolutionary algorithm runs several times independently
with different values for these parameters to search for each required device to construct the full ADC
circuit. In any case, the fitness function produces a set of metrics for the GNR device which describe
how well the device conforms to a number of independent requirements.

After having calculated the metrics which describe how well the device conforms to these require-
ments, these metrics need to be combined into a single score, which we’ll call the overall device
fitness. This fitness score is calculated from the individual metrics by taking a weighted arithmetic
average: Each metric is assigned a certain weight, by which it is multiplied. The resulting weighted
metric products are all added together to the final score, which is normalized by dividing by the
sum of all weights. See Equation (3.1), where each metric Mn for some set of values for n has an
associated weight Wn . The values of these weights, determined by the parameter array weights[],
determine how important each individual metric is to the overall fitness function. This fitness score
then indicates how well the device conforms to all of the requirements at once, or how well it performs
the function we want it to.

score =
∑

∀n Mn ·Wn∑
∀n Wn

(3.1)

After the fitness score of each device in the pool is determined, a selection is made. According to the
parameter numberOfTops a certain number of the top scoring devices are selected. In addition to this,
a certain number (numberOfRandoms) of other devices are randomly selected. These selected devices
will be used to create the population of the next generation. The reason the top scoring devices are
selected is simply according to the principle of survival of the fittest: if the “best” devices of this
generation populate the next generation, over time the population will grow better and better.

The random devices are to allow for a little breadth in the exploration. If we only ever select for the
very best device in your pool, we run the risk of getting stuck in a very local optimum. Suppose
the fitness landscape is quite bumpy on a small scale. If we just follow the slope of the landscape
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by always selecting the top candidates, we will quickly reach the peak of such a bump and never
leave it. This happens even if the next bump over might be higher, or if all the bumps are located
on the shallow slope of a large mountain. Because of this, it’s important to sometimes check the
neighborhood of your bump to see if there’s anything promising there. This is done in our case by
always taking into account a few devices from the population which didn’t necessarily score very
high, on the chance that their children happen to do better than the current top scorers. In our case,
numberOfTops= 10 and numberOfRandoms= 2 .

Having made this selection, we can proceed one of two ways. Most of the time, this selected subpop-
ulation is used to create a new generation’s population. This is done by creating several mutated
offspring of each selected device according to the parameter numberOfChildren. This parameter is
chosen so that

(
numberOfTops+numberOfRandoms

) ·numberOfChildren= devicesPerGeneration

so each generation’s population is the same size. In this case that means numberOfChildren =
10.

Later in this section, we discuss how we apply these mutations to the selected devices, but what’s
important is that each child is similar to, but slightly different from its parent. In this way, each
generation’s population contains devices which are slightly better and slightly worse than the selected
devices from the previous generation, so we can then select the slightly better ones for the next
generation.

After a certain number of generations, however, we’re likely to have reached a point where new
devices won’t be better than their parents anymore, since we’ve reached a local optimum. At this
point we can do one of three things: First, we can stop the algorithm, accepting the level of fitness
reached by these locally optimal devices. Alternatively, the second option would be to keep going as
we are until the random devices selected each generation produce something which is far enough
away from the local optimum that it points us to a new, peak in the fitness landscape. In a sense, this
is what we do to some extent every generation. After all, that’s exactly why we select these random
devices. But there’s also a third option, which is to start all over again.

In nature, sometimes a mass extinction event happens. Oxygen enters the atmosphere, a meteor hits
the planet, industrial society wrecks everything for a little while; any number of things can cause
this. The effect is for a large fraction of all species to go extinct in a short amount of time. After such
an event, whichever species survived have less competition and are free to thrive, developing new
species. In terms of fitness, these surviving species represent a random new location in the fitness
landscape from which the process of evolution can start anew. We say it’s a random location since
the fitness function prior to the mass extinction won’t have included such an anomalous event. After
some time, new local optima will have been reached, which are unrelated to whichever species might
have existed prior to the extinction event.

In our algorithm, we can do something similar. By replacing the whole population and creating a
random new one, we move to a random new place in the fitness landscape, from where we can find
a new local optimum. The expectation is then that this new local optimum is distinct from what
we’ve found before, and hopefully of a higher fitness. We do this every so often, after some number
of generations has passed, according to the parameter generationsPerEpoch. Misusing a term
from geology, we call the time between such “extinction events” an epoch. The length of an epoch
determines whether the evolutionary process will have had the time to reach a local optimum, as
well as how much time is wasted mucking around that local optimum. In our case, we’ve set it so
generationsPerEpoch= 15.
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At the end of each epoch, the devices which were selected for their fitness are saved. After several
epochs, all these devices can be compared again to find the very best ones. In our case, we let the
algorithm run for 15 epochs. This allows for different local optima to be reached in different epochs,
where the best local optimum would hopefully approach the global optimum. At the end of the
chapter, we will get into our expectations a little bit more.

Given the values for each of these parameters, the total amount of GNR devices checked by this
algorithm amounts to 27000 different devices, as seen in Equation (3.2).

devicesPerGeneration ·generationsPerEpoch ·numberOfEpochs= 120 ·15 ·15= 27000 (3.2)

Having described the working of the evolutionary algorithm without going into specifics, let’s start
filling in these blanks. First of all, let’s look at GNR devices and how to create them randomly.

3.2.1. Creating random GNR devices
Recall the three classes of GNR device shapes defined by Jiang et al. [31]: the “butterfly”, the “camel”,
and the “double butterfly” shapes. See Figure 3.6 for examples. Note that each shape is defined by
the lengths and heights of its bumps and constrictions. In our work, we generalize this approach a
little bit.

We conceptualize GNRs as consisting of a series of alternating bumps and constrictions between two
ends. While doing so, we always assume symmetry in both the x and y directions. For example, the
GNR structure in Figure 2.3c has ends of height 7 and length 2, followed by constrictions of height
3 and length 2, and finally in the center of the device a bump of height 6 and length 2. All of these
height and length dimensions are in columns and rows, respectively, as they are going forward.

By looking at GNR devices this way, the only difference between the different classes of shapes
mentioned earlier is how many bumps and constrictions the device has, up to an arbitrarily large
number. According to this definition, it’s relatively straightforward to create random GNR device
shapes, simply by choosing a random number of bumps and constrictions, and then choosing
random heights and lengths for each.

In this work, we limit ourselves to GNR devices with zero, one, or two bumps, just so they don’t get
too big and the simulation time of each device too long. For the same reason, we set some maximum
sizes for the dimensions of each bump and constriction.
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(a) A GNR with a “butterfly” shape. The
sizes of the butterfly’s features (a constric-
tion between two symmetric ends) are de-
noted in rows and columns.
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(b) A GNR with a “camel” shape. The sizes
of the camel’s features (a bump between
two ends of smaller height) are denoted
in rows and columns.
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(c) A GNR with a “double butterfly” shape.
The sizes of the butterfly’s features (a
bump surrounded by two constrictions,
in turn surrounded by two ends) are de-
noted in rows and columns.

Figure 3.6: The shapes defined by Jiang et al. [31]. The sizes of each bump and constriction are denoted.



3.3. The Fitness Function 37

After creating a shape for the GNR like this, there are some more parameters to the device left
unspecified: the size and position of the gate contact, the bias voltage at the back contact, and the
size of the drain and source contacts. Note that the source and drain contacts have the same size,
since they are symmetric. We constrain these parameters a little bit so they don’t collide, but choose
them randomly otherwise.

Together, all these randomly chosen parameters define a large solution space of possible devices.
When considering all possible values for each of these independent parameters, the size of this
solution space quickly explodes. Between the most extreme values for each parameter, this size is
on the order of 1014 possible devices, which would be entirely too big to exhaustively search. Note
that this size of the solution space is orders of magnitude bigger than the amount of devices the
evolutionary algorithm will actually check, which is 27 000 for our parameters.

By defining our shapes in this way, the geometry of each device is defined by several more or less
independent parameters. When we want to apply a small change, we can simply increment or
decrement one of these parameters. This way, we’ve defined a simple way to apply small mutations to
our GNR devices. If we only apply one of these mutations at a time, that’s equivalent to only moving
in orthogonal directions along the fitness landscape, which might be too limiting. By applying a
random amount of these single mutations, we can take incremental steps along the fitness landscape
in many directions.

Having defined a way of creating and mutating our GNR devices, let’s look at the way we evaluate
them: the fitness function.

3.3. The Fitness Function
The fitness function is what tells our evolutionary algorithm what kind of GNR device we are looking
for. In this way, it connects the evolutionary algorithm to the ADC circuit requirements. If we were
looking for a different GNR device for a different purpose, we could design a different fitness function
to do that. In this section we discuss the ADC design fitness function.

The first thing we need to do to evaluate a GNR device’s suitability for our purposes is to see how
it behaves. Using the simulation model discussed earlier, we numerically determine the behavior
of the device under different gate voltages VG. By doing this we construct a conduction map which
maps the gate voltage to the drain-to-source conductance of the device.

This conduction map describes the behavior of our device as a response to a changing input voltage
on the circuit. We can use this conduction map to determine the transfer function of the circuit later
on, but we will need both the PUN and PDN devices for that. To be able to determine the suitability
of a single device without its corresponding complementary device, we instead judge the conduction
map itself.

To judge the conduction maps of our devices, we define a set of independent, relatively simple metrics.
Each of these metrics corresponds to a different characteristic we want to see in the conduction map
of our GNR device. In this section, we go over each of these metrics one by one. We discuss why we
need our devices to have these characteristics, how we measure whether they do, and what a device
might look like which scores well on these metrics.

With all of these metrics calculated for a device, we determine their weighted average to determine our
total device quality, which functions as the device’s fitness within the evolutionary algorithm.

3.3.1. Frequency Match
As we mentioned before, one of the features that stand out in the desired behavior of our ADC circuit
is the periodicity of each transfer function. For each bit, there’s a certain stretch of the circuit’s input
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value’s range which repeats. The length of this stretch—the period—is different for each bit. For the
first metric of our fitness function, we will be looking at this periodicity.

The transfer function of each bit behaves like a periodic function with a period of 25 ·2n mV, where n
is the bit number. This is visible in Figure 3.1. The desired conductance of each GNR devices is also
periodic with the same period, as one can observe in Figure 3.3.

For this metric, we treat the conduction map of the GNR device as we would any periodic function. To
determine the main frequency of the conduction map, we apply the discrete Fourier transform (DFT)
to it with respect to the input voltage. This produces a spectral representation of the conduction map,
consisting of different amplitudes at each possible frequency. Before performing this transformation,
we subtract the mean of the signal to filter out the zero-frequency component which would otherwise
always be dominant. We also normalize the signal such that the peak frequency has an amplitude
of 1. We then take this frequency decomposition and use it to determine the peak frequency of the
conduction map signal.

Since we know the desired period of repetition for each conduction map, we can convert that to a
desired frequency of 5 ·2n V−1 for each bit with number n. Note that the unit of frequency is V−1,
or the reciprocal volt. We can normalize these numbers to be a little more clear by dividing the
frequency by the total voltage range. After all, we care about the periodicity of the conductance map
with respect to the voltage range. After normalization, a frequency of 1 (with no unit) refers to a
conduction map which oscillates exactly once over its entire range. The resulting normalized target
frequencies end up being 23−n.

Given this desired frequency, we can score each GNR device based on how close the peak frequency
in their conduction map corresponds to it. The frequency match metric is higher the closer the peak
frequency is to this target frequency.

The peak frequency of a signal is not the full story, though. Two signals can have the same peak
frequency and one can still be much better suited for our purposes. Let’s move on to our second
metric, which is closely related to the first: the frequency mismatch.

3.3.2. Frequency Mismatch
Two GNR devices can have conduction maps with the same peak frequency, and still be very dif-
ferently suited to our needs. Figures 3.7 and 3.8 demonstrate this by presenting two GNR devices.
For each device, the device structure is presented (Figures 3.7a and 3.8a), as well as the conduction
map (Figures 3.7b and 3.8b) and the frequency decompositon of that conduction map (Figures 3.7c
and 3.8c).

In the frequency plots, we can see that both devices have a (normalized) peak frequency of 4, but they
have very different conduction maps. Specifically, the GNR device in Figure 3.7 has a single sharp
peak at frequency 4 and the rest of its spectrum is quite small. The device in Figure 3.8, on the other
hand, has a much higher amplitude at other frequencies. As a result, the first device’s conduction
map behaves much more like an ideal sinusoid, whereas the second device’s conduction map has a
much messier shape.

To express this difference as a metric, we determine the contribution to the spectrum of all off-peak
frequencies. To do this, we remove the peak frequency from the frequency plot, and take the RMS
value of what’s left of the spectrum. The higher this number is, the more unwanted frequency
components are present, and the less suited the device is to our purpose.
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(a) The device’s structure.

(b) The device’s conduction map.

(c) The device’s conduction map’s frequency composition.
Note the sharp peak at 4.

Figure 3.7: A GNR device with a very sharp peak fre-
quency.

(a) The device’s structure.

(b) The device’s conduction map.

(c) The device’s conduction map’s frequency composition.
Note that the peak frequency is the same, but it accounts for a
smaller portion of the total spectrum.

Figure 3.8: A GNR device with a more scattered fre-
quency spectrum.
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3.3.3. Phase Match
The difference between the required PUN and PDN devices in our ADC is that they are π rad out
of phase with each other. This phase is actually quite important, because the matching of the two
signals determines the point at which the logic output value switches from true to false or vice
versa. As explained before, it’s important that the PUN and PDN match to prevent short circuit states
and ambiguous output values. The phase of the signal determines how well these devices match
up.

We define the phase required by the PDN to be 0 π rad, where at VG = 0 V, the conduction value is
high. The phase required by the PUN is then ±π rad.

Since the different quality measures need to be more or less independent, the phase match score
cannot depend on what the peak frequency of the device is. Instead, the dominant frequency of the
device’s conduction map is determined first, and then the phase of that frequency component is
determined. This phase is measured by correlating the conduction map with a wave following the
function G(VG) = e iωVG —where ω represents that dominant frequency—and taking the phase of this
correlation.

Figure 3.9 presents a pair of devices with a normalized frequency around 4. The conduction maps are
presented in the same plot in Figure 3.9c, with a red line representing the approximate logic output
value. This value is high when the conductance of the PUN device is high and the conductance of
the PDN device is low, and this value is low when the opposite is true. In all other circumstances,
it is in between, in the ambiguous region. Since we want this metric to be independent of signal
amplitude, the relative thresholds are used when determining when the conductance values are high
or low.

Even though the amplitudes of the conduction maps aren’t necessarily very well matched, they have
a good correspondence of phase. As a result, there are relatively little areas of the VG range where the
logic output is ambiguous or short-circuited. Because of this, these devices both score high for the
phase match metric.

Figure 3.10 presents a pair of devices that are matched much worse. Note that the PUN device
(Figure 3.10a) is the same as in Figure 3.9a, it is the PDN (Figure 3.10b) that is poorly matched to it. As
a result, only very small sections of the input voltage (VG) range result in an unambiguous logic value.
There are also many values of the input voltage which result in a short-circuit condition, indicated in
red. Therefore, this PDN device has a low phase match score.
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(a) The PUN device. (b) The PDN device.

(c) The devices’ respective conduction maps, and the resulting logic output value. Note that the logic value is ambiguous when it is neither
high now low. Those segments of the transfer function where both devices have a high conductance (resulting in a short-circuit) are
marked in red.

Figure 3.9: Two GNR devices whose phases closely match.
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(a) The PUN device. This is the same device as in Figure 3.9a. (b) The PDN device.

(c) The devices’ respective conduction maps, and the resulting logic output value.

Figure 3.10: Two GNR devices whose phases don’t closely match, resulting in large portions of the logic output being
ambiguous, or creating a short-circuit.
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3.3.4. Amplitude Variance
The conduction map of the GNR devices needs to be periodic. It is important that the behavior of the
GNR is the same in each period. To ensure this, we introduce some metrics to measure the regularity
of each period.

The first of these is the amplitude variance. Each period should have the same amplitude, and
the signal should vary as little as possible from this amplitude. In other words, the variance in the
amplitude of the conduction map should be as small as possible.

This measurement, again, should be independent of the device’s frequency. The first step is to
split up the conduction map into different parts, representing the portions of the conduction map
where the conductivity of the device is “low”, “high”, or neither. This is done by simply taking two
thresholds, and splitting the signal into the parts where it’s above the upper threshold, below the
lower threshold, or in between the two. This way, regardless of the specific frequency distribution of
the signal, something meaningful can be said about the different periods.

These thresholds are decided as mentioned before, either relative to the conduction map of the
device in question, or in absolute terms relative to the conductance of all possible devices. This
results in both a “relative” and an “absolute” amplitude variance metric, which are related, but not
closely correlated.

After defining these thresholds and splitting the conduction map into periods depending on where
they are in relation to those thresholds, we need to define some reasonable measure of the amplitude
variance of each of these periods. To do so, we take the minimum value of each “low” period
and determine the mean absolute deviation between those minima. We then do the same for the
maximum values of the “high” periods, and take the average between these two deviations, weighted
to the number of periods that exist of each.

To illustrate this metric, Figures 3.11 and 3.12 present two differet GNR devices. The structure of each
GNR device is displayed in Figures 3.11a and 3.12a, and the conduction map of each is plotted in
respectively Figures 3.11b and 3.12b. In the case of both devices, the conduction map can be divided
into four periods.

The device in Figure 3.11 has a very low amplitude variance. That is, each valley in the conduction
map reaches around the same minimum value. Each peak, too, reaches around the same maximum.
There is slightly more variance in the maxima of the peaks than there is in the minima of the valleys.
The resulting amplitude variance is very low.

On the other hand, the device in Figure 3.12 has quite a bit more variance in its amplitude. The
low points don’t differ that much, though still more than is the case for the device in Figure 3.11.
Especially the peaks, however, vary quite dramatically between the different periods. As a result, the
amplitude variance is a lot higher.

Just to illustrate the difference, the amplitude variance is calculated in relative terms for the device
in Figure 3.11 but it is calculated relative to the absolute conduction thresholds for the device in
Figure 3.12. In the case of the relative amplitude variance in of the device in Figure 3.11, the relative
thresholds are drawn around the median conductance value of the conduction map, and it is easy
to see when the conduction values are low or high relative to them. Drawn in the same color as
these thresholds is the resulting quantized value, which either has a high, a low, or an intermediate
value.

Similarly, the absolute conductance thresholds are drawn in the plot in Figure 3.12b, where the
resulting quantized conductance value is plotted in the same color. The low values of the conduction
map don’t always reach the lower threshold, so these low periods aren’t recognized as such. Similarly,
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(a) The device’s structure.

(b) The device’s conduction map.

Figure 3.11: A GNR device with a low relative amplitude
variance.

(a) The device’s structure.

(b) The device’s conduction map.

Figure 3.12: A GNR device with a high absolute ampli-
tude variance.

the peaks around a gate voltage of 120 mV and 175 mV don’t surpass the upper absolute threshold,
and therefore aren’t recognized as high conductance values in an absolute sense.

3.3.5. Period Variance
Similarly to the amplitude variance, it’s important that each period in either high or low conductance
modes is more or less of the same length. Length, that is, in terms of the range of values of the gate
voltage that correspond to that period with the same high or low conductance value. Again, we
attempt to measure the variance in the lengths of each of these periods, which should approach
zero.

We do this in much the same way as the amplitude variance. First, we split the conduction map
up into segments depending on where certain thresholds are crossed. These thresholds are the
same as before, resulting in an “absolute” and a “relative” period variance. For each segment, we
determine the length in terms of VG. The period variance is then the mean absolute variance in these
lengths.

To illustrate the difference, consider Figures 3.13 and 3.14. Once again, Figures 3.13a and 3.14a
present a GNR device, the conduction map of which is plotted inFigures 3.13b and 3.14b.

Let’s start with the device presented in Figure 3.14. Compared to the absolute conductance thresholds,
the conductance value is low for a stretch of over 100 mV, and then there’s a narrow peak where the
conductance value is high. The lengths of these two periods in terms of gate voltage are very different,
leading to a high absolute period variance.

In contrast, the device presented in Figure 3.13 is much more regular. The conduction map consists
of several periods of low and high conductance values, each with similar lengths. As such, the relative
period variance is low.
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(a) The device’s structure.

(b) The device’s conduction map.

Figure 3.13: A GNR device with a low relative period
variance.

(a) The device’s structure.

(b) The device’s conduction map.

Figure 3.14: A GNR device with a high absolute period
variance.

3.3.6. Duty Cycle
So far, we have split the conduction map into segments that are “low”, “high”, or ambiguous, based
on where the conduction is in relation to a set of two thresholds. When the conduction is in between
these thresholds, the ADC output value might be unpredictable since there is an insufficient difference
between the PUN and PDN conductances. Because of this, we want to minimize the portion of the
conduction map in this ambiguous mode.

We also want the portion of the conduction map that is in the “low” conductance mode to be
approximately equal to the portion that is in the “high” conductance mode. We introduce a metric
called the “duty cycle”, borrowed from pulse-width modulators. This duty cycle is defined as:

Duty Cycle = 2 ·min

(
Vhigh

Vrange
,

Vlow

Vrange

)
, (3.3)

where Vhigh and Vlow are respectively the summed length of the portions of the voltage range of the
conduction map where the device is in “high” and “low” conductance mode, and Vrange is the total
length of the conduction map’s range.

In an ideal device, Vhigh and Vlow both equal exactly half of the total conduction map, so the duty
cycle metric should be as close as possible to 1.

To calculate this duty cycle, we once again split the conduction map into segments depending on
either the “absolute” or “relative” conduction value thresholds, resulting in an absolute and a relative
duty cycle value. After splitting the conduction map into segments, we can simply take the lengths of
those segments to determine the duty cycle metric.

To illustrate this metric, consider Figures 3.15 and 3.16. The device depicted in Figure 3.15 has a high
duty cycle score. The conductance has a high value for about the same amount of gate voltage values
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(a) The device’s structure.

(b) The device’s conduction map.

Figure 3.15: A GNR device with a high duty cycle score,
meaning the uptime and downtime both approach half
the range.

(a) The device’s structure.

(b) The device’s conduction map.

Figure 3.16: A GNR device with a low duty cycle score,
which means the uptime and downtime are badly
matched.

as it does a low value. Moreover, the conductance transitions rapidly between high and low values,
being at an intermediate value for a small portion of the conduction map.

In contrast, the device depicted in Figure 3.16 has a high conductance value for only a very small
fraction of the conduction map, and has a low value otherwise. As such, the duty cycle score is very
low.

3.3.7. Scale
In order to reliably differentiate between a logic 1 and 0 value, it’s important that the high conductance
value of the PDN and the low conductance value of the PUN (and vice versa) are as far apart as
possible. To ensure this, we introduce a metric which measures the distance between the lowest and
highest conductance values in the conduction map.

A simple way to do this, would be to take the maximum and minimum values of the conduction map
and compare the two. However, those might be outliers that aren’t representative of the conduction
map as a whole. Rather than taking the most extreme conductance values, we instead take the 20th

and 80th percentile values for the conduction map to determine its scale. We then take the logarithm
base 10 of the ratio between these two values. We use the logarithmic difference rather than the
arithmetic difference, because the logic output of the circuit is determined by the ratio between the
conductance values.

We want the scale value to be as high as possible. But we do still want to make sure the PDN and PUN
devices are in the same range. A PDN with a very large conduction range is worthless when its highest
conduction value is still smaller than the corresponding conduction value of the PUN device.

To encourage overlap, we use the same absolute threshold values as when calculating the absolute
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(a) The device’s structure.

(b) The device’s conduction map.

Figure 3.17: A GNR device with a high scale score.

(a) The device’s structure.

(b) The device’s conduction map.

Figure 3.18: A GNR device with a low scale score.

amplitude variance and such. If the high conduction value of the device is above the upper threshold
and the low conductance value is below the lower threshold, the scale score is just the logarithmic
difference between the two. If one of the two is in between the thresholds, we multiply this metric by
0.5. If the whole conduction map is above the high threshold or below the low threshold, we set the
scale metric to be 0, since the device doesn’t match the desired range at all.

To illustrate this, Figures 3.17 and 3.18 present two different GNR devices. To more easily compare
the scale of their respective conduction maps (Figures 3.17b and 3.18b), the absolute conductance
thresholds of 0.74 µS and 2.8 µS are drawn in red. The conduction map of the device presented
in Figure 3.17 spans values from near zero to several microsiemems, whereas that of the device in
Figure 3.18 fluctuates in the neighborhood between 1.5 µS and 2 µS, for a much smaller logarithmic
range. This difference is reflected in the scale metric.

3.4. Expectations
Due to the principles of evolution, we expect the overall device fitness to increase over time. That is,
we expect the average device in the population in a given generation to have a higher fitness score
than the average device from the previous generation within that epoch. Note that this does not say
anything about the fitnesses of devices of different epochs relative to each other.

We do expect the algorithm to converge in each epoch. By which we mean that in the later generations
of an epoch, all devices in the population are similar to each other, with very little difference in their
fitness scores. This would mean that the algorithm has reached a local optimum in which no better
devices can be found in the near fitness landscape. Subsequent generations would then likely only
have very similar devices with similar fitness scores to the previous.

Because each epoch of the algorithm is unrelated to each other, there is no reason why the algorithm
can’t converge on the same local optimum each epoch. But there is a chance for a new, different local
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optimum to be found each epoch. So after a number of epochs, we expect different local optima to
be found, where each local optimum might be “found” multiple times. The best of these local optima
should hopefully be somewhere close to a global optimum in terms of fitness.

We expect the GNR devices produced by this evolutionary algorithm to score well on the metrics
defined in this chapter, and thereby to exhibit the behavior required of them to be used in an ADC
circuit. Together, we expect them to be able to implement the required transfer functions of each
subcircuit of the ADC.

The ADC circuit consisting of these GNR devices will be much smaller and simpler than conventional
ADC designs. As such, it is expected that it will perform significantly better than conventional designs
in terms of propagation time, power cost, and circuit area.



4
Results

Now that we know what the evolutionary algorithm looks like, let’s see what it’s resulted in. Before
looking at what the algorithm has produced in terms of devices, we first look at how it behaved
throughout the process. We initially look at whether the algorithm indeed tends to generate devices
of increasing fitness. But then we’re also interested in converging behavior of the process: whether
the device pools in each generation tend to become more similar to each other over time: a pool of
clones. Whether the difference between generations starts to level off or not. And whether the final
states of each epoch are similar to each other.

Knowing that the evolutionary process tends to converge on devices of increasing fitness according
to the metrics we’ve defined, we then look at some of these resulting devices to see how well they
match what we expect of them. We see whether the algorithm tends tends towards the type of devices
we’re looking for and discuss some issues in making a final selection for a best candidate.

Having found some devices, we then see how well they function together as an ADC. We see how
well an individual bit’s subcircuit performs, as wel as how accurate the full conversion is. There are
several metrics of accuracy and efficiency, for each of which we will discuss how we can determine
and score the circuit, so we can then compare them all to the state of the art.

4.1. The Evolutionary Process
First things first, let’s look at how the evolutionary process behaves. There’s a few relevant things that
we want to know on in that regard.

First of all, we want to know if the process tends to produce devices of increasing fitness, according
to our previously defined metrics. This is not to say that we expect each generation to only have
devices with higher fitness than all devices from the previous generation. It is, after all, a largely
random process. But we do hope and expect that there should be a general upward trend with
increasing generations towards higher fitness. Note that each epoch starts over from scratch, so really
“generation” here refers to the generation within a certain epoch.

Figure 4.1 demonstrates the growth of the fitness metric over time. Each subplot represents the
evolutionary search for one GNR device, where all evaluated devices are marked as blue dots. Each
dot is located in the y-direction according to their fitness metric,and in the x-direction according to
their generation within the epoch. For visibility, a random scatter in the x-direction is added to each
dot according to the density of these dots. This creates the effect of a histogram, where the blue cloud
is wider where there are more devices. In each generation, a few relevant percentiles are marked as

49
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(a) The progression of device fitness through the search for the
PDN GNR device of the MSB circuit.

(b) The progression of device fitness through the search for
the PUN GNR device of the MSB circuit.

(c) The progression of device fitness through the search for the
PDN GNR device of the bit 2 circuit.

(d) The progression of device fitness through the search for
the PUN GNR device of the bit 2 circuit.

(e) The progression of device fitness through the search for the
PDN GNR device of the bit 1 circuit.

(f ) The progression of device fitness through the search for the
PUN GNR device of the bit 1 circuit.

(g) The progression of device fitness through the search for the
PDN GNR device of the LSB circuit.

(h) The progression of device fitness through the search for
the PUN GNR device of the LSB circuit.

Figure 4.1: The progression of found device fitness throughout each of the eight search processes.
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well. The median—or the 50th percentile—of each collection is marked as a black line. The 16th and
84th percentiles are marked together with a transparent blue box. In a normal distribution, these
would represent the one-sigma range. Similarly, a pair of short black lines mark the 2nd and 98th
percentiles, which would contain the two-sigma range. These percentile marks make it easier to see
trends in these large populations.

We can observe a few interesting things. In all searches, the peak fitness (represented by the 98th
percentile mark) increases over time. This is good, because it means the evolutionary process is
pushing the fitness up. At the same time we can see that the median fitness of the device pools doesn’t
change much, indicating that there is maybe too much randomness in the process to efficiently select
for high-fitness configurations and prune low-fitness ones.

We can observe a difference in the shape of these data in the searches for the different bits. In the case
of the most significant bit (MSB), bit 3 (Figures 4.1a and 4.1b), there’s essentially a very large spread
in fitness from the start. There are two big lumps, or modes, in the population, one at a higher fitness
than the other. As the evolutionary process continues, the population around the higher mode grows
and the peak fitness increases. But the peak fitness doesn’t keep increasing for very long, reaching a
plateau after about six generations.

In the case of the other bits, it’s more like there’s a very wide distribution that gets asymmetrically
wider over time. Note that the 84th and 16th percentiles also move outwards from the median. The
peak fitness takes a longer time to level off for each next less significant bit. In all cases, the peak
fitness levels off at a lower value than for bit the most significant bit, closer to a fitness of 0.5 than to
1.

Along with the fitness growth over time, we’re interested in the converging behavior of the evolution-
ary algorithm. What we expect is for the device pool in later generations to consist of many similar
devices with small differences between them, in contrast to earlier generations which consist of an
unrelated pool of devices which can be very different. The reason we expect this is because that would
mean that as the process goes on, it converges to variations on a single optimal device or a small set
of devices of similar fitness. In evolutionary terms, we expect the ecological niches to be filled by one
or a few species with different subspecies, rather than many wildly different species.

If we were to define some metric of self-similarity, which measures how similar the devices in a
population are to each other, we expect the self-similarity of each generation’s device pool to follow
an increasing trend for this reason.

In order to be able to define measures for the self-similarity of a set of devices, it’s helpful to first
define some measure of similarity between any two devices. A simple way of doing this is to simply
check all numbers in the shape description of both devices and compare them to each other and
take the average absolute difference. This would seem to be an appropriate way to do this, since
it is related to the mutation mechanism. That is, each mutation attempts to incrementally change
one of the attributes of the device shape while leaving the other attributes unchanged as much as
possible, so it makes sense to measure the difference between two devices in terms of changes in
these attributes. In this way, the difference between two devices is related to the number of mutation
steps required to turn one device into the other. The similarity between two devices is then defined
as an inverse exponential of the difference, to transform it into a decreasing function between 1 and
0.

Having defined a metric for the similarity between two devices, the self-similarity of a set of devices
can then be defined as the mean similarity between all possible pairs of devices in that set. In the
same vein, the similarity between two distinct sets of devices can be defined as the mean similarity
between all pairs of devices between the two sets.
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(a) The progression of device pool self-similarity through the
search for the PDN GNR device of the MSB circuit.

(b) The progression of device pool self-similarity through the
search for the PUN GNR device of the MSB circuit.

(c) The progression of device pool self-similarity through the
search for the PDN GNR device of the bit 2 circuit.

(d) The progression of device pool self-similarity through the
search for the PUN GNR device of the bit 2 circuit.

(e) The progression of device pool self-similarity through the
search for the PDN GNR device of the bit 1 circuit.

(f) The progression of device pool self-similarity through the
search for the PUN GNR device of the bit 1 circuit.

(g) The progression of device pool self-similarity through the
search for the PDN GNR device of the LSB circuit.

(h) The progression of device pool self-similarity through the
search for the PUN GNR device of the LSB circuit.

Figure 4.2: The self-similarity of devices found throughout each of the eight search processes.



4.1. The Evolutionary Process 53

With these metrics defined, we can look at what’s happening during the evolutionary process. Fig-
ure 4.2 illustrates the self-similarity of each generation of the search. Each plot presents the search
for one of the devices of the ADC circuit, where each line represents the self-similarity of the device
pools of each generation of one epoch. The color of these lines simply help to distinguish each epoch
from one another.

We can observe a few interesting things. Many, but not all, of the lines go up to some value around 1.
In other words, not all epochs of the search result in a converging device pool, but most of them do.
At the earliest, many searches converge around generation five of an epoch, after which they stay
at the same level. In general, once the device pool has converged, the self-similarity doesn’t seem
to change much, indicating that maybe not so much is happening anymore in terms of exploration
of the design-space. What this likely means is that the search has found some local optimum and
can’t get away from it. By around generation ten, most searches have converged, indicating that the
epochs didn’t need to be much longer than that.

In the case of the search for the least significant bit (LSB) GNR devices, more of the epochs converge
than in the other searches. We can interpret this in two different ways. Either there are more local
peaks in the LSB device fitness landscape as compared to global trends than there are in the fitness
landscapes of the other devices. Or each search is converging quickly on the same peak, which may
or may not be the optimum of the entire search space.

To figure out the difference, it might be good to examine the difference between each epoch. If we
look at the similarity between the final generation of each epoch of a certain search, we can see if
each epoch is finding a different solution nonlocal with respect to each other, or if they’re all finding
the same thing.

Figure 4.3 illustrates this comparison. Each colored pixel represents the comparison between two
epochs of the search for the same device. These pixels are colored more yellow if the device pools of
the two epochs are more similar to each other, and more blue if the pools are more dissimilar. On the
diagonal is the self-similarity that we’ve seen before. The order of the epochs carries no meaning, so
they’ve been shuffled around to cluster epochs with similar device pools together. This results in big
yellow squares wherever several epochs each produce vary similar device pools.

We can observe that the similarity between two epochs correlates strongly to the self-similarity of
those epochs. So two sets of devices that have mostly converged will either be very similar or very
dissimilar to each other, while sets that haven’t converged very well yet will all be kind of similar to
each other. We can also see some very clear clustering. That is, we can divide the epochs of each
search into about three groups where the datasets produced in each epoch are very similar to each
other and dissimilar to the epochs in the other groups. That is, each search has found about three
different solutions, where each epoch results in a dataset of devices similar to one of them, such that
the epochs can be divided into three groups, where each epoch in a group is very similar to each
other. We can say that epochs in such a group ended up in the same neighborhood in the solution
space. This holds for all searches. There are larger and smaller groups of epochs who ended up in the
same solution neighborhood, indicating that some of these neighborhoods are maybe easier to find.
This might imply the existence of further solutions which are even less likely, if the process was run
for more epochs.

From all this, we can conclude a couple of things. First of all, the evolutionary algorithm works.
There’s a trend of increasing fitness, at least at the top of each device pool.

In each epoch of the search, there’s a trend of convergence, where all devices in the pool start to
become more and more similar and less and less of the solution space is explored. This means the
approach of having multiple independent epochs is validated, since different solutions are found in
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(a) The similarity between the final generation of each epoch
of the search for the MSB PDN GNR device.

(b) The similarity between the final generation of each epoch
of the search for the MSB PUN GNR device.

(c) The similarity between the final generation of each epoch
of the search for the bit 2 PDN GNR device.

(d) The similarity between the final generation of each epoch
of the search for the bit 2 PUN GNR device.

(e) The similarity between the final generation of each epoch
of the search for the bit 1 PDN GNR device.

(f) The similarity between the final generation of each epoch
of the search for the bit 1 PUN GNR device.

(g) The similarity between the final generation of each epoch
of the search for the LSB PDN GNR device.

(h) The similarity between the final generation of each epoch
of the search for the LSB PUN GNR device.

Figure 4.3: The similarity between the device pool of the final generation of each epoch.

For each search, the similarity between the device pool of the final generation of each epoch. Blue
indicates very dissimilar device pools, with more yellowyellow meaning more similar.
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these different epochs.

We can also observe differences between the bits. It seems that the searches for bits of lower signifi-
cance converge more quickly in terms of self-similarity of the device pool, but converge more slowly
in terms of peak device fitness. What this could indicate is that they reach a point where every device
in the pool is similar, but there are still many small variations to find the very best device within
that neighborhood of the solution space. The final fitness reached for these devices tends to also be
lower.

All of this is just from looking at the statistics of the evolutionary process, though. We haven’t yet
considered what the actual GNR devices produced by these searches look like, or how they perform
in a less abstract circuit setting. We’ll do that in the next section.

4.2. Found Devices
In the previous section, we’ve assumed that device fitness is an adequate measure of how well our
found GNR devices perform their function within the context of an ADC circuit. In this section
we look at how well that assumption holds up. In other words, we consider the devices that the
evolutionary algorithm has marked as having a high fitness, and we evaluate whether or not they
behave as expected and required.

To illustrate the things we want to talk about, we discuss two different sets of search results of the
algorithm: the PDN device of the bit 1 (i.e. the second-least significant bit) subcircuit and the PDN
device of bit 3 (i.e. the most significant bit).

The bit 1 PDN device is a good illustration of when the algorithm simply produces a good result.
We also use the results for this device to exemplify some of the patterns that emerge in the devices
returned by the algorithm.

On the other hand, we make use of the bit 3 PDN device results to illustrate some of the trade-offs
that need to be made when the algorithm doesn’t necessarily point out the best candidate device on
its own. The other six required GNR devices follow from the search results in a similar fashion.

4.2.1. The pulldown device of bit 1 of the ADC
First of all, let’s look at what devices the search has identified as potential candidates for the bit 1
pull-down device. The evolutionary algorithm has produced a list of device configurations consisting
of the best ones from each epoch. By sorting this list by fitness, we have a shortlist of device
configurations which should be quite good.

Figure 4.4 presents a sample selection of the device configurations in this list. Each device configura-
tion is accompanied by its conduction map: the device’s conductance at each value of the top gate
voltage within our specified range of 0 to 200 mV. In each conduction map plot, there’s a vertical line
separating each eighth part of the input range. The dashed lines mark the two conductance thresh-
olds we’ve set, where we call any conductance value above the upper threshold “high conductance”,
while any value below the lower threshold is “low conductance”.

These lines denote what behavior we want these devices to have. We want the conductance of the
device to be high—the higher the better—in every other segment of one eighth of the input range. At
the same time, we want the conductance to be low in the segments in between.

Let’s see how they do. There’s a few things we can notice from these devices. The first is that they’re
not very similar in shape. Notably, the number of bumps is different between the different devices,
which means it is not possible to get from one device configuration to the other through simple
mutations.
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(a) The top ranked device from this search. (b) The eighth ranked device from this search.

(c) The 21st ranked device from this search. (d) The 67th ranked device from this search.

Figure 4.4: A selection of candidate devices for the PDN device of the second-least significant bit (bit 1) subcircuit of the
ADC. Each device is accompanied by its conduction map, showing the conductance of the device at each value of the gate
voltage. The gray vertical lines separate each eighth part of the input signal’s range. The dashed lines indicate the defined
low-conductance and high-conductance thresholds.
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However, Figures 4.4a and 4.4b are quite similar, differing only a little in the pattern of bumps and
constrictions, but having the same total dimensions. By inspecting the full list, we can observe that
this pattern holds; A handful of different general shapes can be defined, and all devices in the list
are quite similar to one of these general shapes. This tells us that the evolutionary process indeed
converges towards a small number of locally optimal devices, with local variations which don’t change
the fitness by a lot. This is consistent with what we observed in the similarity between the end results
of different epochs (Figure 4.3).

These locally optimal devices have conduction maps that correspond quite well to what we expect
of them. What we specifically mean by that is that the device conductance maps roughly follow a
periodic pattern dividing the input range into eight equal areas. Each of these areas alternatingly
has a high conductance or a low conductance. Additionally, these high conductance states and low
conductance states are clearly distinguishable, at least visually. Or, in other terms, the conductance
tends to be above the high threshold in half of the segments and below the low threshold in the
other half of the segments. The separation between these segments, or the transition points, also
correspond to where we want them to be, i.e. at each eighth of the input voltage range.

These things aren’t true for all found devices and they aren’t perfectly true for any of them, but
the tendencies are clear. We would like the transition points to be more distinct, and to be more
consistently at the target input voltages. We would also like the conductance to be more clearly
outside of the threshold regions, in order to produce more disparate voltage levels for any subsequent
digital logic stages. But generally, the behavior of the devices seems to correspond quite well to what
we want of them.

In all, these devices are pretty decent at their job. They’re not perfect, but they certainly have potential.
Importantly, the top ranked device, Figure 4.4a, seems like it very well might be the best out of all
of them. This means that the searching algorithm alone is enough to identify the very best device
configuration. Let’s see how that plays out for one of the other devices we’re looking for.

4.2.2. The pulldown device of bit 3 of the ADC
Figure 4.5 presents a sample selection of devices the algorithm has identified as potential candidates
in looking for the PDN device of bit 3 of the ADC. Again, the upper and lower conduction thresholds
are marked by dashed lines. Here, there is only one transition point that we’re looking for, in the
middle of the input range. This point is marked by a vertical line.

Once again, we notice that the devices aren’t necessarily all similar, but they each fall into only a
few rough families, and each device is similar to one of those families. In this case, we can identify
two types of devices in the figure, with Figure 4.5a similar to Figure 4.5d and Figure 4.5b similar to
Figure 4.5c.

All of the devices have a similar conduction map, having a high and decreasing conductance in the
lower half of the input voltage range, followed by a discontinuity near the midpoint of the input range,
and continuing to decrease slowly in the upper half of the input voltage range.

It is not evident, however, that the top ranked device, Figure 4.5a, is the device that’s best suited to
the job. The discontinuity of the device is at an input voltage a little higher than desired, for one. This
discontinuity is also not very large, whereas we would like there to be a large discontinuity separating
the high and low conductance states.

The device in Figure 4.5c has a significantly larger discontinuity right on the midpoint of the input
range. Its conductance is quite high beyond that transition point, though, where it ought to be low,
not even passing the lower conductance threshold until the input voltage reached 165 mV.
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(a) The top ranked device from this search. (b) The third ranked device from this search.

(c) The fourth ranked device from this search. (d) The tenth ranked device from this search.

Figure 4.5: A selection of candidate devices for the PDN device of the most-significant bit (bit 3) subcircuit of the ADC. Each
device is accompanied by its conduction map, showing the conductance of the device at each value of the gate voltage. The
gray vertical lines separate both halves of the input signal’s range. The dashed lines indicate the defined low-conductance
threshold and the high-conductance threshold.
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Similarly, the device in Figure 4.5d also has some good points and some bad ones. Its conductance
is above the upper threshold in the entire segment of the input range before the halfway point. Its
conductance is below the lower threshold for a large part of the second half of the input range; the
largest part out of these displayed devices, even. But it transitions from high conductance to low
conductance quite a bit beyond the halfway point. Before the discontinuity, it is very much in a high
conductance state while it should be in a low.

Given these tradeoffs, it is difficult to decide whether the top ranked device is indeed the best one for
the job. All found devices are reasonably good, but none is perfect. This makes the matter of picking
one out of them nonobvious. This is especially true considering the fact that each pull-down device
should accompany a matching pull-up device.

The underlying problem here is that the fitness function utilized in the evolutionary algorithm isn’t
perfect. There are many things that could be done to more accurately align our device fitness metric
to the behavior we want from the device. The weights assigned to each individual metric when
combining them into the fitness metric could be tweaked, for example. Or the way that these metrics
are combined could be changed, for example to a geometric weighing. Along with that, the searching
algorithm could take the simultaneous search for a complementary device into account. For example
when evaluating devices at the end of a generation, it could assume the current top result of the
complementary search and simulate the joined behavior of the two devices to make a decision. Care
would need to be taken to ensure convergence then, however.

Rather than do all that, for now we just make the final selection by hand. The most promising
candidates for both the PDN and PUN devices are selected and the joint behavior of each pair is
simulated at the circuit level. Out of these pairs, the best pair of devices is selected. This is done by
hand again. Some of the considerations when selecting a pair of devices are discussed in the next
section.

4.3. The ADC Circuit
Having selected a set of GNR devices to fulfill each role in the ADC circuit, let’s now look at what that
means for the entire ADC circuit. First we’ll look at what a the previously discussed devices look like
in their complementary circuits and how they behave. Then we’ll assess their behavior when working
together as an ADC circuit. Finally we provide a comparison of the proposed ADC with state of the
art equivalent counterparts.

As a reminder, Figure 4.6 presents the generic organization of the complementary circuit. The
marked PUN component in each of these circuits is implemented by one of the PUN GNR devices
found by the search algorithm, and the PDN component by the corresponding PDN GNR device.
The output signal of this device, Vout, follows Equation (4.1), where GPUN (Vin) ,GPDN (Vin) represent
the conductance of, respectively, the PUN and PDN device as a function of Vin, and RPDN,RPUN its
resistance.

Vout (Vin) = GPUN (Vin)

GPUN (Vin)+GPDN (Vin)
= RPDN (Vin)

RPDN (Vin)+RPUN (Vin)
(4.1)
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VDD
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Vback,PUN

Vback,PDNVin

Vout

Pullup (PUN) GNR

Pulldown (PDN) GNR

Figure 4.6: The complementary GNR device circuit.

4.3.1. Bit 1 of the ADC
Figure 4.7 presents the implementation of the ADC’s bit 1 subcircuit. This circuit converts the analog
input signal into bit 1 (i.e. the second-least significant bit) of the binary representation of the value of
that input signal. The circuit itself is depicted in Figure 4.7a, which consists of two GNR devices. The
pair of devices in the circuit are hand-picked from the top results of the search algorithm for the PUN
and PDN devices of bit 1 of the ADC.

Figure 4.7b displays the behavior of this circuit, in the form of a transfer function. That is, it captures
the output signal Vout, plotted as a function of the input signal and top gate voltage Vin. Marked in
the plot are a set of vertical lines of different thicknesses separating each eighth part of the input
voltage range. A horizontal line marks the halfway point of the output voltage’s range. The signal is
said to transition between high and low whenever it passes this halfway point appreciably.

The devices have been selected in such a way that the transition points of the output signal are
close to each eighth fraction of the input range. In terms of the image, the signal should cross the
horizontal line at the same points where it crosses each vertical line.

If the signal transitions continuously, there is a certain portion of the input signal’s range where the
output signal is around 100 mV. In that situation, the output signal cannot reliably be determined to
be either low or high, and therefore any subsequent digital logic stages won’t have a valid input signal.
It is because of this that the slope at the transition points would ideally be as steep as possible.

Looking at the plot, we can observe that the circuit performs fairly well in terms of reproducing the
expected behavior of ADC bit 1 output. Especially the transitions around input voltage levels 75 mV
and 100 mV are very close to where they should be, with the other transitions missing the mark
slightly. The slopes at the transitions aren’t especially steep, and the signal’s amplitude isn’t very large.
These things could prove problematic in a digital logic stage, which depends on a large difference
between a low and a high logic level.
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Vback,PUN = 0.10V

Vback,PDN = 0.00VVin

Vout

Bit 1 PUN GNR

Bit 1 PDN GNR

(a) The complementary logic circuit, using the GNR devices found by the algorithm.

(b) SPICE simulation results, plotting output voltage as a function of input voltage. The gray vertical lines separate each eighth part of the
input signal’s range. A horizontal line marks the halfway point of the output signal’s range, separating low and high signal values.

Figure 4.7: The circuit and corresponding SPICE simulation results of the second-least significant bit (bit 1) subcircuit of
the ADC.
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Before we worry about that, however, let’s look at what happened to bit 3.
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4.3.2. Bit 3 of the ADC
The implementation of the bit 3 subcircuit is depicted in Figure 4.8. This circuit converts the analog
input signal into bit 3 (i.e. the most significant bit) of its binary representation. Again, the circuit
structure including the geometry of the GNR devices is depicted in Figure 4.8a, and the transfer
function in Figure 4.8b. In this case, a vertical line is only drawn at the one transition point we care
about, in the middle of the range of the input voltage.

What we would like this transfer function to look like is for it to be low in the left half of the plot and
high in the right half, transitioning between the two as quick as possible right in the middle. This is
more or less what we observe in the Figure: The signal transitions just slightly before the midpoint.
What’s expecially noteworthy is the slope with which the signal transitions from low to high, which is
almost vertical. It’s important to note that the transition is not instantaneous or discontinuous. That
is, there are sample points in the data of the curve in between the two levels.

Another thing to note is that the signal increases monotonically. In other words, the higher the
input voltage, the higher the output voltage. This holds over the entire observed range of the input
signal.

These things together open up some possibilities. Specifically, this circuit could be used as a sort of
amplifier, in addition to its functionality as one of the bits of the ADC. Let’s take some time to look at
this.



64 4. Results

Vback,PUN =−0.05 V

Vback,PDN = 0.05 VVin

Vout

Bit 3 PUN GNR

Bit 3 PDN GNR

(a) The complementary logic circuit, using the GNR devices found by the algorithm.

(b) SPICE simulation results, plotting output voltage as a function of input voltage. The gray vertical lines separate both halves of the input
signal’s range.

Figure 4.8: The circuit and corresponding SPICE simulation results of the most significant bit (bit 3) subcircuit of the ADC.
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4.3.3. Amplification
Suppose we have the circuit discussed in Section 4.3.1: a circuit which converts the input signal to bit
1 of its binary representation. A problem of this circuit is that the output signal doesn’t have a very
large amplitude. When the output signal is supposed to reach close to the rail voltage, it often doesn’t
pass the halfway point by very much. This results in significant portions of the input signal’s range
where it is difficult for a digital logic circuit to determine the bit’s value. A consequence of this could
be undefined or incorrect behavior.

What we could do to partially remedy this is to amplify the ambiguous signal. We can put a copy
of the bit 3 subcircuit discussed in Section 4.3.2 as a second stage behind the first circuit. In other
words, we would be feeding the output of the bit 1 subcircuit into the input of the bit 3 subcircuit and
taking the output of the latter.

This setup is presented in Figure 4.9. Note that the GNR devices in the first stage are the same as in
Figure 4.7a and the GNR devices in the second stage are the same as in Figure 4.8a. We’ve plotted, in
Figure 4.9b the signal after the first stage, labeled “unamplified”. The line labeled “amplified” is the
signal after the amplifying second stage.

One can observe that the amplification works as expected. When the signal is above the middle of
the range, it gets pushed further up, and likewise down when it’s below the range middle. This should
make it easier for a subsequent stage to determine the intended binary value of the signal.

The bit 1 output similarity with its ideal shape can be further improved by cascading more ampli-
fiers, as indicated in Figure 4.10b, where four stages of such amplifiers are chained after the initial
converter circuit. Each subsequent stage is marked by one “>” symbol for each stage of amplifica-
tion. What we can observe in Figure 4.10b is that with each amplification stage, the signal becomes
more like a square wave, shooting from a low value to a high value and staying there until the next
transition.

It’s not a perfect solution, however. The amplified signal never quite reaches the rail voltages of 0 mV
and 200 mV, instead saturating around 10 mV and 190 mV, respectively. This has to do with the
transfer function of the amplifier circuit, shown again in Figure 4.11.

In this figure, the diagonal where Vin =Vout is marked with a dashed line. At three points, the transfer
function intersects this diagonal. At these points, the output voltage will be the same as the input
voltage, so the signal remains unchanged.

Let’s look at what happens near the rightmost of these intersections, around 188 mV. When Vin

is lower than this intersection point, Vout ≥ Vin, so the amplified signal increases with respect to
the input signal. When Vin is higher than this intersection point, Vout ≤Vin, so the amplified signal
decreases with respect to the input signal. As a result, any input signal near this intersection point
will move towards the intersection value.

The same things happens at the leftmost intersection, around 13 mV. We can call these points in the
transfer function “stable points”. The opposite happens in the middle of the range: Unless Vin exactly
equals the intersection value, the amplified signal drifts away from the intersection. Due to this, we
call that intersection “metastable”.

When multiple of these amplifier circuits are chained together, any signal converges to either of the
stable points. This can be observed in the amplified signals in Figure 4.10, where any deviation from
the metastable point in the middle of the input range is amplified towards the stable points. The end
result resembles a square wave, where the signal only ever assumes the values of either of the stable
points.
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Vin
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Bit 1 PUN GNR

Bit 1 PDN GNR

Bit 3 PUN GNR

Bit 3 PDN GNR

“Unamplified” “Amplified”

(a) The complementary logic circuit, where the first stage, the functional stage, is the same circuit as seen in Figure 4.7a and the second
stage, the amplification stage, is the same circuit as seen in Figure 4.8a.

(b) Results of a SPICE simulation of the circuit. The gray vertical lines separate each eighth part of the input signal’s range. The curve
marked “unamplified” represents the output signal without the amplification stage.

Figure 4.9: The schematic and corresponding SPICE simulation results of a circuit performing the function of the second-
least significant bit (bit 1) subcircuit of the ADC, but amplifying the output signal for easier differentiation.
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Bit 1 PUN GNR

Bit 1 PDN GNR

Bit 3 PUN GNR
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(a) The circuit schematic, with an abstracted representation of the amplification stages.

(b) Results of a SPICE simulation of the circuit. The triangle symbols in the legend denote repeated amplification steps. The gray vertical
lines separate each eighth part of the input signal’s range.

Figure 4.10: The schematic and corresponding SPICE simulation results of a circuit performing the function of the second-
least significant bit (bit 1) subcircuit of the ADC, but amplifying the output signal repeatedly for easier differentiation.
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Figure 4.11: A behavioral simulation of the amplification stage, where output voltage Vout is plotted as a function of input
voltage Vin. This is the same figure as in Figure 4.8b. A diagonal line is marked where Vout =Vin with the intersections of
the transfer function marked as dots.

What the amplifier can’t change, however, are the signal transition points. For example, the original
signal Vb1 crosses the middle of the range around 177 mV when we would like that to happen at
175 mV instead. Since the amplifier only increases the signal strength, this transition point remains
unchanged with any number of amplifier stages.

Similarly, if there were any noise on the input signal that would cause it to transition at a different
point, this would carry over to the amplified signal.

Nevertheless, for the purpose of turning an ambiguous signal into a clear Boolean value, the amplifier
circuit performs quite well. Any number of these circuits could be added to the ADC circuit according
to the need of any subsequent digital circuitry.

Now let us move on to the full ADC circuit.

4.3.4. The Full ADC Circuit
When we combine the GNR devices found by the evolutionary algorithm for each bit, we get the full
4-bit ADC circuit depicted in Figure 4.12a. Note that each GNR device in the circuit has a different
shape. They also each have a different required back gate voltage VBack, though this is not specified
in the figure for the sake of simplicity.

Figure 4.12b displays the results of a SPICE simulation of the circuit. The output voltage signal of
each bit is plotted with respect to the input voltage presented at their top gates. In each of the plots,
the required transitions are marked with gray vertical lines. A horizontal line is drawn in the middle
of the signals’ range, which separates high and low output values.

One can observe a few interesting things in these plots. For one, we notice that the transition point
locations match up fairly well with their desired positions. The largest discrepancies are in Vb0 , and
even there only for some of the transitions. We can see there that the signal’s transition frequency
is just slightly larger than intended, which causes the transition points to drift away for higher Vin

values.

One way to determine the performance of the ADC’s subcircuits is to determine how often the output
signal is correct. That is, for which fraction of values of Vin does the output signal match up with the
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Vb3Vb2Vb1Vb0

Vin

(a) The circuit itself, containing four different GNR devices, each found by the evolutionary algorithm.

(b) A simulation of this circuit plotting each bit’s output voltage signal with respect to the input voltage. Dotted lines mark the desired
digital value of each signal.

Figure 4.12: The full 4-bit ADC circuit.
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Figure 4.13: A simulation of the full 4-bit ADC circuit, showing each bit’s output voltage signal as well as its digital value,
with respect to the input voltage.

desired digital signal. Here, we define the digital value of the output signal as a comparison between
that signal and the halfway point of its range: 100 mV. So we say that the signal is high if it’s above
this halfway point and low if it’s below.

The required digital value of each output signal is plotted as a dotted line in Figure 4.12b. Bit 3, the
most accurate subcircuit, has a correct value for 99.6 % of values of Vin. On the other hand, the least
accurate one, bit 0, is correct for only 83 % of inputs.

This makes sense, when you consider that for bit 3, there’s only one transition. Meanwhile, bit 0
has fifteen transitions. If each transition accounts for a small section of the transfer function which
is inaccurate, this accounts for a much larger portion of the transfer function for less significant
bits.

Taking the four bit signals together, they are correct an average of 94 % of the time. However, there’s
only 81 % of the domain where all four bit-signals are correct, since the areas where any of the signals
are incorrect don’t necessarily overlap.

In a realistic system, it might not be realistic to say that the signal is high whenever it’s above the
halfway point and low whenever it’s below. Instead, let’s consider a fairly conservative eye requirement
where a subsequent system needs more pronounced value to determine whether the signal is high or
low. Let’s say that if the output signal of the ADC is above or equal to 150 mV, the signal will definitely
be interpreted as a binary 1. Similarly, we’ll say that the signal should be below or equal to 50 mV to
be a binary 0.

With these constraints in mind, let’s look again at the ADC output signals, in Figure 4.13. The same
signals are plotted here, except the digital values of these signals are plotted as well. The thresholds
of 50 mV and 150 mV are shown as grey lines, and a black line is plotted whenever the signals are
below or above these respective thresholds to indicate the binary values of the signals.
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We can observe a few things. Vb3 is least affected by these stricter constraints, due to the large
jump in this signal. This jump almost completely bridges the gap between the two thresholds. As a
consequence, this signal still produces the correct digital value 93 % of the time.

For the other signals, which don’t have such a jump, their small amplitudes are problematic. These
signals only barely reach the thresholds, creating unambiguous digital signals for only a small
percentage of the input domain. This is especially true in the case of Vb2 , which only produces the
right digital value 48 % of the time. It never produces the wrong value unambiguously, but it also
doesn’t reach an unambiguous level in many cases.

This is true to some extent for the two other signals as well. On average, the signals thus produce the
correct binary values only 63 % of the time. When combining the signals into a four-bit word, the
situation is even worse: this word is only correct for 18 % of the input signal values. After all, if only
one bit signal is ambiguous, that’s enough for their combined value to be ambiguous as well. So the
combined word is only unambiguous, let alone correct, whenever all four signals are unambiguous.
As it turns out, this is the case in 81 % of the input signal’s values.

Since the small amplitude of the signals, and the consequent ambiguous digital value, pose such a
problem, let’s see what our amplification circuit can do to help us here.

4.3.5. ADC circuit with amplification
When we add an amplifier to each of the ADC’s bit’s subcircuits, we get the circuit presented in
Figure 4.14a. Again, each of these amplifiers is the same as the simple circuit of bit 3, appended as a
second stage after each bit’s conversion stage, just like in Section 4.3.3. For the sake of not having an
overly complex figure, each GNR component is displayed in a simplified way which doesn’t capture
the specific GNR shapes.

Figure 4.14b presents the results of a SPICE simulation of this circuit. Again, the—now amplified—
output voltage signal of each bit is plotted with respect to the input voltage which is shared among
the four bits. In each of the plots, the desired transitions are marked with gray vertical lines, and the
desired digital values in each of these segments are marked as black dotted lines. The thresholds of
50 mV and 150 mV, which are assumed to be sufficient for a digital circuit to unambiguously identify
the two binary values, are marked with two gray horizontal lines. The resulting interpreted digital
values of the signals are marked as black lines.

We can observe that the amplification works much as expected: Each signal transitions sharply,
almost vertically, between low and high states. As a result, the signal is unambiguous only at transition
points. We can observe that the transition positions with respect to the input signal were not affected
by the amplification. The points where the unamplified signals crossed the halfway point are the
same points where the amplified signals transition between binary states. As such, when the original
signal is wrong, so is the amplified signal.

We can observe this in the case of V >
b0

, the amplified signal for bit 0 of the ADC. Whereas the original,
unamplified, signal was ambiguous for a significant portion of input signal values (49 %ofthem), this
is reduced to only 7 %. However, the signal now produces the wrong binary value for a sizeable chunk
of input signal values. We can observe in the plot that the transitions between binary states drift
away from where they should be as Vin gets larger. It turns out that this amplified signal produces the
desired binary value 80 % of the time, which was 48 % before amplification. The amplified signal
produces the wrong binary value in 13 % of cases, up from 2 % before amplification. The signal was
ambiguous in those cases before amplification.

On the other hand, V >
b3

hasn’t changed much. The transition was pretty sharp originally, and it has
gotten sharper. The percentage of ambiguous output occurence has decreased from 7 % to 0.1 %,
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Vb2 Vb3
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(a) The circuit itself, consisting of four subcircuits for the four bits, each consisting of a conversion stage and an amplification stage.

(b) A simulation of this circuit plotting each bit’s output voltage signal with respect to the input voltage.

Figure 4.14: The full 4-bit ADC circuit with an amplifier stage for each bit.
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(a) The converted total value of the four-bit signal plotted with respect to the input value.

(b) The error of the signal at each input value.

Figure 4.15: The combined value of the output bits of the amplified ADC circuit as compared to the desired target value.

and the percentage where the binary value is correct has increased from 93 % to 99.5 %. Similar
results are achieved for the other bits.

Taking the four binary signals together, the ADC output value is unambiguous 85 % of the time and
correct 74 % of the time. To be able to relate these numbers to existing ADC designs, it would be
nice to have some measure of the output error rate so as to be able to express the accuracy of the
system in terms of SNR. To do this, it is important to define what happens when the binary value of
the signal is ambiguous. We assume that the subsequent digital system interprets the ambiguous
signal randomly as either a 0 or 1 with equal probability. We can then define an expected value for
the four-bit combined output value for each input value.

Figure 4.15a presents the combined output value of the ADC circuit with an amplification stage,
plotted with respect to its input value. The scale of this plot is in LSB units. The line is solid whenever
all four bits are unambiguous and dotted wherever any of the bits is ambiguous. In those situations,
what is plotted is the expected value of the combined value of the output bits. In black, the analog
input value is plotted, scaled to the same range. This is the target value, meaning the converted
digital signal should ideally be as close to this as possible.
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Number of amplifier stages RMS Error [LSB] SNR [dB] Effective resolution [bit]

0 1.521 11.40 2.60
1 0.956 15.44 3.28
2 1.086 14.34 3.09
3 1.091 14.29 3.08
4 1.092 14.29 3.08

Table 4.1: The metrics pertaining to noise of the ADC circuit for various numbers of amplifier stages.

In Figure 4.15b, we provide the error of the ADC signal with respect to the target value. The error
here being the same as the difference between the actual signal value and the target value. Again, the
plotted signal is solid where it’s unambiguous and dotted where it’s an expected value. In dashed
lines, the positive and negative RMS value of this error signal is indicated. We can see quite tall, but
narrow, peaks in error around the transition points of the more significant bits, which falls within the
line of expectations given that the bit signals don’t quite transition at the right points.

The RMS value of this error amounts to 0.96 LSB. In terms of the input signal’s range, the RMS equals
12 mV. From this RMS value, we can calculate a SNR value, which turns out to be a ratio of 5.9, or
15 dB. Using the modified formula for an effective number of bits discussed in Section 2.3, we can
calculate the effective resolution of the amplified ADC circuit to be 3.3 bits.

The error is affected by the number of amplifier stages, and therefore so are the resultant metrics
of RMS noise, SNR, and effective resolution. Table 4.1 presents these metrics for the ADC circuit,
augmented by different numbers of amplifier stages. The situation with one amplifier stage, which is
what we’ve been discussing, is emphasized in the table.

We can observe that the amplification stage significantly helps reduce noise by removing ambiguity
in the signal, amounting to about 0.7 bits of depth. However, this can only help so much. Where
the signals produced by the ADC circuit are misaligned in their transition points, no amount of
amplification is going to help. Due to this, more amplification stages don’t actually reduce the circuit
error. In fact, each amplifier stage beyond the first actually slightly reduces the accuracy of the circuit,
simply by amplifying the inherent error of the circuit.

The accuracy of the circuit isn’t the only thing we care about, of course. There are some other metrics
that are important to be able to compare the circuit to the state of the art.

4.3.6. Metrics and the state of the art
By the methods discussed in earlier chapters, we can calculate the relevant circuit metrics. To
do that, we first determine the component parameters of each GNR device’s equivalent circuit:
the gate capacitance Cg, the contact resistance RC, and the GNR channel resistance RGNR. The gate
capacitance and contact resistance are calculated from device dimensions. For the channel resistance
we take the worst-case situation, or the reciprocal of the lowest conduction value in the conduction
map.

From these component parameters, we can calculate for each GNR device the propagation delay, as
well as the power consumption. These can then be combined into a total transition energy. Another
relevant measure is the active area of each GNR component, which is calculated by assuming a
rectangle of the same outer dimensions as the GNR. That is, a rectangle with the same length as the
total length of the GNR and the same height as the total height of the GNR.

Since each bit of the ADC circuit consists of a complementary pair of GNR devices, it is also useful



4.3. The ADC Circuit 75

Propagation delay Active area Power Transition energy(
τp

)
[as] (A)

[
(nm)2

]
(P ) [nW] (Et)

[
yJ

]

GNR ADC
Bit 3 4.433 37.40 229.1 1015
Bit 2 3.029 39.78 173.5 526
Bit 1 0.648 60.87 215.4 140
Bit 0 3.729 65.27 179.6 670

GNR Boolean
functions [32]

AND 27.90 24.28 41.35 1156
NAND 19.31 27.19 72.18 1394

OR 12.71 24.53 35.05 445.3
NOR 19.48 26.98 98.84 1925
XOR 10.86 24.28 81.65 886.4

XNOR 16.02 24.52 60.05 961.7

Table 4.2: A comparison in terms of different metrics between the ADC’s subcircuits and Jiang et al. [32]’s GNR implementa-
tions of 2-input Boolean gates.

to look at these metrics for the combination of two GNR devices. In the case of active area and
power consumption, this amounts to simply the sum of the metrics for the PUN and PDN. For the
delay, we take the worst case of the two components, assuming parallel propagation through the
two. For the transition energy, then, we take the product of the combined delay and total power
consumption.

Table 4.2 presents these metrics for each bit’s subcircuit. Note that the uncommonly used SI-prefix
“y” is used to denote the “yoctojoule”, or 10−24 J, for the transition energy Et. The table also includes
the metric values for the complementary GNR implementation of 2-input logic gates from Jiang et al.
[32].

Comparing the numbers, we can observe that the differences in terms of these metrics between the
ADC subcircuits and the Boolean gates are significant, but the values are comparable. The active area
A is generally a few times larger in the case of the ADC, while the power P is a few times larger. The
propagation delay τp exhibits a larger difference, where in the most extreme case the bit 1 subcircuit
is 43 times faster than the AND-gate. Combining the power and delay gives a transition energy Et

for the ADC on a very comparable scale to that of the Boolean circuits. In their work, Jiang et al.
compares these Boolean gates to similar circuits in CMOS, showing an improvement of several orders
of magnitude on all fronts.

This comparison suggests that our numbers are at least in the same ballpark as those of previous
work. We didn’t expect the ADC bit circuits to score much different from Jiang et al.’s Boolean gates,
so this is reassuring.

To get more insight in the potential of our proposal, we present in Table 4.3 an extended comparison
with state-or-the-art ADC counterparts. The unamplified, amplified, and doubly-amplified versions
of our GNR ADC circuit are compared to various CMOS ADC designs. These designs are compared
in terms of several different metrics: The effective resolution of the converter (ENOB) when taking
noise and error into account, the power consumption of the design (P ), the converter’s sample
frequency (Fs), which are combined into the Walden figures of merit of the time and energy efficiency
(PWalden, FWalden), and finally the effective circuit area (A).
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ADC Type
Effective resolution Power Sample frequency

Reff. [bit] P [mW] Fs

[
Gsample

s

]

GNR 2.60 0.80 ·10−3 226 ·103

Amplified GNR 3.27 1.71 ·10−3 113 ·103

Doubly-amplified GNR 3.09 2.63 ·10−3 75.2 ·103

32 nm 6 bit TI flash [9] 4.81 70 20
65 nm 6 bit TI MBS [7] 4.62 88 25
16 nm 8 bit TI SAR [18] 4.9 280 28
28 nm 6 bit TI SAR-TDC [65] 4.51 23 24
7 nm 8 bit TI SAR [49] 4.6 150 28
16 nm 8 bit TI flash-TDC [34] 5.6 175 20
65 nm 8 bit TI TD [68] 6.15 130 20
40 nm 6 bit TI 2S flash [45] 4.71 56 20

ADC Type
Time efficiency Energy efficiency Effective area

PWalden

[
Tstep

s

]
FWalden

[
Tstep

J

]
A

[
(mm)2

]

GNR 1.37 ·103 1.72 ·109 0.20 ·10−9

Amplified GNR 1.09 ·103 0.64 ·109 0.35 ·10−9

Doubly-amplified GNR 0.64 ·103 0.24 ·109 0.50 ·10−9

32 nm 6 bit TI flash [9] 0.56 8.1 0.25
65 nm 6 bit TI MBS [7] 0.62 7.0 0.24
16 nm 8 bit TI SAR [18] 0.84 3.0 2.8
28 nm 6 bit TI SAR-TDC [65] 0.55 23.8 0.03
7 nm 8 bit TI SAR [49] 0.70 4.7 0.09
16 nm 8 bit TI flash-TDC [34] 0.97 5.5 0.1
65 nm 8 bit TI TD [68] 1.42 10.9 0.22
40 nm 6 bit TI 2S flash [45] 0.52 9.3 0.1

Table 4.3: Metrics of the GNR ADC as compared to other ADCs.
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Two things stand out immediately. One is that the amplified ADC circuit doesn’t actually score
better in either of the combined figures of merit than the unamplified circuit, despite having a better
effective resolution. This makes logical sense. While these figures of merit grow exponentially with
respect to resolution, delay and power usage are roughly doubled by adding an amplification stage.
So if this amplification doesn’t add a full bit of effective resolution, it won’t be worth it when judged
by these figures of merit. In some contexts, however, the added resolution might be more important
than the time or energy cost of conversion.

The second thing that’s noteworthy is the sheer difference in how the GNR circuit scores when
compared to conventional ADC circuits. The GNR implementation scores at least several hundred
times better in each category other than resolution, scoring roughly a hundred million times better in
energy efficiency and a billion times better in active area. Especially considering this, an amplification
stage might still be worth the extra power and latency cost.

It makes sense that our design would perform so much better than conventional CMOS ADC designs.
After all, these designs consist of many transistor devices making up the different functional stages.
Each of those transistors adds functional area, as well as capacitances that need to be charged and
discharged, all at the cost of power and time. Each of those functional stages also add more overhead
and delay, not to mention clocking. Meanwhile, our base design consists of just eight GNR devices in
one functional stage, with the amplification stages adding eight more devices each.

However, there is also some unfairness in this comparison. Our design only takes into account the
GNR devices in terms of area and power cost, with no interconnect or overhead, while the CMOS
designs in the literature are complete functional ICs in the real world. In addition to this, the delay
and power models in this work are very simple, which likely don’t take many real-world effects into
account, which do play a part in the measurements performed on these CMOS designs. We also don’t
assume any signal noise in addition to our design mismatch, which obviously wouldn’t be valid in a
realistic scenario. This would further reduce the effective resolution of a real implementation of our
design.

On top of all that, the comparison is skewed by the fact that each of the CMOS designs has a higher
nominal resolution than our four-bit ADC. This is an issue because conventional ADC designs often
scale very steeply in complexity, area, delay, and power, with increasing resolution. For many practical
situations, an effective resolution of around three bits might also simply be too low, so a more useful
version of this ADC design would have a higher resolution. In the next section we will look at the
implications of extending this design to accommodate more bits.

4.4. ADCs with Larger Resolution
First of all let’s look at the performance of the bits we have on an individual basis. Table 4.4 presents
the noise and effective resolution of the ADC if we have fewer than four bits. So if we only take a

number of bits SNR SNR [dB] Full accuracy Effective resolution [bit]

1 1.23 1.82 99.53% 1.00
2 2.41 7.66 94.39% 1.98
3 4.26 12.59 88.81% 2.79
4 5.91 15.44 74.18% 3.27

Table 4.4: Error metrics of the ADC circuit when disregarding one or more bits of the circuit. Each of these is with one stage
of amplification. “Full accuracy” refers to the percentage of the input range for which each bit of the ADC produces the
correct binary value.
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Figure 4.16: The distribution of simulation times for devices of each bit of the ADC circuit.

smaller set of bit subcircuits to make an ADC with lower nominal resolution. From what we can see,
there’s diminishing returns. Each successive added bit of nominal resolution adds less to the effective
resolution. This makes sense, since we’ve noticed earlier that the less significant bits with more
transitions in their transfer function introduce more errors due to misalignment. This is likely caused
by a combination of two things. First, the evolutionary algorithm has been unable to find higher
fitness devices according to the defined metrics, either because such devices don’t exist or because
the search isn’t extensive enough, as discussed in Section 4.1. Secondly, bits of lower significance
simply have more transitions, so there’s more potential for misalignment, creating a larger effect for
the same amount of relative error. In other words, each additional bit is more difficult to get right
than the previous. The implication of this is that it might be difficult to keep extending the system to
more and more bits.

Potentially, a more extensive search could result in better GNR devices for additional bits, but this
would then require more and more processing time to perform the search, as more devices would
need to be evaluated. Speaking of processing time, let’s take a look at what is actually taking up the
majority of time in the evolutionary algorithm: simulating each device’s behavior.

Figure 4.16 reports the time required to simulate the behavior of GNR devices for each bit. Each
dot on the figure represents one device that is simulated once. On the x axis, they are separated by
category. The “None” devices inhabit the device pools of random devices at the start of each epoch,
before any evolutionary selection has taken place. The devices in each of the bit categories then
inhabit the device pools are the end of each epoch, after selection each of the four bits of the ADC.
These devices are scattered such that their y-position corresponds to the time required to simulate
their behavior. The y-axis is logarithmic. They are then spread out in the x direction according to
their density, to create a histogram effect. As such, the bulges in the shape indicate that many devices
took approximately the same amount of time to simulate.

We can see that the simulation time for the unselected devices in the “none” category roughly follows
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Figure 4.17: The distribution of device size for devices of each bit of the ADC circuit.

a lognormal distribution, with a geometric mean µ of approximately 100.2 ≈ 1.7 s and geometric
standard deviation σ of approximately 100.3 ≈ 1.8. This means that around 68 % of pre-evolution
devices are simulated in more than µ/σ≈ 0.9 s but less than µ ·σ≈ 3.0 s. In other words, the 16th

percentile of simulation times is close to µ/σ, and the 84th percentile to µ ·σ. Similarly, the 2nd

and 98th percentiles are respectively µ/σ2 and µ ·σ2, so about 95 % of devices are simulated within
that interval. These percentiles are marked: a blue box marks the range between the 16th and 84th

percentile and black lines mark the 2nd, and 98th percentiles, as well as the 50th percentile (or the
median). While the evolved devices for each bit don’t follow the lognormal distribution as nicely, the
same percentiles are marked.

We can plainly see that devices selected through evolution for each less significant bit require a longer
time for behavioral simulation. The median device for bit 1 takes 1.8 times as long to be simulated
compared to the median MSB device. This is even worse for the median LSB device, which takes 3.6
times as long as the median MSB device.

To look for an explanation of this trend, we should consider the size of devices, plotted in Figure 4.17.
The size of these devices is expressed in the figure as the product of their length and height, both
of which contribute to larger matrix operations to be done in the simulation framework. We can
observe that lower significance bits are larger than higher significance bits, which explains why they
need more time to be simulated.

If this trend continues, adding more bits to the ADC circuit will require increasingly more time to
simulate the behavior of those bits’ devices. When combined with the trend that the evolutionary
algorithm seems to have a tougher time finding suitable device topologies for less significant bits,
further bits will require ever more computing. Adding on to this, larger devices mean a larger solution
space to be searched.

This is not to say a five or six bit ADC wouldn’t be possible. There’s no reason to assume the evolution-
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ary algorithm couldn’t be made more efficient or clever, or that more computing resources couldn’t
be utilized. But sooner or later, depending on how strongly these trends continue, these problems
might grow to be prohibitive.

Apart from the difficulties in finding suitable GNR device topologies to implement further bits, there
is also the problem of transitions, which form the main source of error. At each point in the transfer
function of a bit where the desired bit value transitions between 0 and 1 there’s the possibility of
misalignment between the PUN and PDN conduction maps. For each additional bit, the number of
these transitions doubles, introducing more potential error. If transition inaccuracy isn’t managed,
transition noise will dominate quantization noise eventually, making additional bits useless.

More conventional methods might also be utilized in extending the resolution of the system. Given a
suitable digital-to-analog converter, and analog subtraction circuit, a successive approximation setup
could be possible, where each approximation step utilizes a GNR ADC circuit with few bits.

Some of the error of the system could also be mitigated by having multiple ADC circuits and a majority
vote. If each ADC circuit has slightly different transition points in its transfer functions in such a way
that some slightly overshoot the desired transition and some fall slightly short, this could average out
and the combined system would be more accurate.

Another solution may lie in the adding of redundant bits. Rather than having each subcircuit encode
exactly one bit of information about the input signal, a scheme could be devised where the subcircuits
each produce overlapping information, such that a more robust reconstruction of the input signal
could be determined from them.

But all of that is for another time.



5
Conclusion

In this thesis, we attempt to design an evolutionary algorithm which could be utilized to efficiently
find a GNR device geometry which exhibits some arbitrary behavior. We then use utilize algorithm
to find a set of GNR devices which, when put together, perform the functionality of a four-bit ADC
circuit.

To do so, we observe the characteristics of the transfer functions of an ADC circuit. From there we
conclude that if we design GNR devices with specific conduction maps, we can utilize them to design
a new type of ADC circuit. We then build an evolutionary algorithm which can search an arbitrarily
large space of possible GNR devices for suitable devices according to some specified fitness function.
Finally we design such a fitness function which combines all the characteristics we want from our
GNR devices so the evolutionary algorithm can search for all the devices we need to create our ADC
circuit.

After running this evolutionary algorithm, we first consider the process of it. We find that the
evolutionary algorithm has found devices with increasing fitness over time for each of the different
target devices. After observing the self-similarity of the algorithm’s device pool over time, we conclude
that in most runs, the algorithm converges to some local optimum within fifteen generations, and
that these local optima have been reached repeatedly in multiple epochs, but that different distinct
local optima have been reached across the epochs.

When considering the devices produced by the algorithm on their own, we note that different epochs
have indeed produced distinct classes of similar devices, corresponding to these distinct local optima.
We also in fact observe that the found devices correspond quite well to the requirements we set and
the behavior we desired. Taking into consideration specifically the found devices for one certain
target device required for the circuit, we discuss the difficulties of picking the right device from
multiple mostly-suitable candidate devices. In the end we conclude that hand-picking from the top
candidates was most practical at that point.

Finally we consider the ADC circuit using these GNR devices and how it compares to conventional
ADC circuits. Putting the PUN and PDN GNR devices together into complementary circuits, we find
that the resulting transfer functions corresponds quite well to the behavior we want for our ADC
circuit. While investigating the behavior of the circuit corresponding to the MSB we also conclude
that this circuit could handily be reused to amplify and disambiguate our imperfect output signals
into clear digital values.

Putting all the bits together we judge the total circuit and its performance as an ADC. In terms of
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accuracy, our circuit performs as well as an idealized ADC circuit with a bit depth of 3.3 bits.

Where the ADC circuit really shines, though, is in its efficiency. When compared to other comple-
mentary GNR circuits the cost of our ADC in terms of propagation delay, circuit area, power cost
and transition energy is of comparable magnitude to elementary boolean operations, whereas con-
ventional CMOS ADCs cost many times more than these boolean operations. We observe, when we
comparing our ADC circuit to some conventional ADC designs, that our GNR design is much more
efficient, even though it didn’t have as high a resolution: It consumes tens of thousands of times
less power;it has a sample frequency several thousands times higher;as a result it has a Walden time
efficiency of around a thousand times higher and Walden energy efficiency of nearly a billion times
higher; and all that in an effective circuit area of about a billion times less.

Finally we observe at some trends that hint at the implications of extending our circuit to a higher
resolution. We find that more bits of nominal resolution would likely have diminishing returns in
terms of effective resolution. In addition to this, we presume that it would likely be increasingly
hard to find suitable GNR devices to increase the ADC resolution, noting that the device fitness at
convergence was not as good for the higher bits, and the increasing number of transitions would
make alignment of conduction maps more difficult. We also look at some trends in the cost of our
evolutionary algorithm, noticing that bits of lower significance (which are required for a higher
resolution ADC) require larger GNR devices, which in turn take a longer time to simulate the behavior
of. In all, we conclude that it likely wouldn’t be impossible to extend our ADC design to a higher
resolution, but it would be increasingly expensive to do so in terms of time to find the correct
GNR geometries, and each additional bit would add a decreasing amount of effective resolution as
well.

5.1. Research questions
Let’s revisit our original research questions and determine what we’ve found.

• Can an evolutionary algorithm find GNR geometries to implement some arbitrary function-
ality?

In this work we’ve successfully designed an evolutionary algorithm which finds suitable GNR geome-
tries for eight different functionalities. There is no reason to assume this same algorithm could not
be used, with a different fitness function, to find GNR devices with some arbitrary other behavior for
whatever purpose.

• Would such an algorithm be significantly more efficient at searching the solution space than
conventional exhaustive methods?

In terms of efficiency, our algorithm has only evaluated tens of thousands of different GNR devices
out of a solution space of many orders of magnitude larger, so that’s fairly efficient. Of course there’s
no conclusive evidence that the best possible GNR device candidates within the solution space have
actually been found, which an exhaustive search by definition would. On the other hand, different
epochs of the search which started from random initial device pools has kept converging on the
same few spaces within the space, which points to those potentially being the only solutions in the
space.

• Can a circuit consisting of only a few GNR devices function as an effective ADC?

We’ve successfully designed a functional four-bit ADC circuit using only complementary GNR device
circuits. Now the question remains whether this design could be expanded to a more useful resolution,
and it seems like there’d be some issues to doing that.
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• Would such an ADC circuit perform significantly better than state-of-the-art circuits in
terms of area, energy, and/or time efficiency?

The ADC circuit using complementary GNR circuits is remarkably efficient. Its accuracy is not perfect,
but the operating costs are incredibly low when compared to the state of the art. Specifically, the
GNR ADC performs several orders of magnitude better than conventional designs in terms of power,
delay, and area cost.

5.2. Future Work
There are a few different general approaches to improving the work presented in this thesis. We’ll
divide these into ways of improving the evolutionary algorithm to more efficiently find suitable
devices for some functionality on the one hand, and ways of improving the ADC circuit design to
perform better on the other hand.

Let’s start with some ways of improving the evolutionary algorithm. One problem with the algorithm
as it stands, is that it isn’t able to take one device of a complementary pair into account when looking
for the other. That is, when searching for the PUN device, it would be best if we knew exactly the
behavior of the PDN device so we can make them match up, and vice versa. In more technical terms,
the fitness function used to search for one device could be made dependent on the behavior of the
corresponding complementary device. The problem lies in this fact that it applies to both devices of
the pair, though. It’d be possible to wait for the search for the PUN to be done to inform the search
for the PDN, or the other way around, but you can’t do both.

Instead, it might be possible to solve this problem some other way. One way is to treat a pair of GNR
devices together as one organism in the evolutionary algorithm, evaluating their transfer function in
the fitness function. This would allow for more direct selection of the behavior you want from the
circuit, rather than selecting for the behavior of the individual components and hoping they match.
This would come at the cost of having much more complex organisms with more parameters.

Another way to deal with this issue would be to take advantage of the parallelizability of the evolu-
tionary algorithm. If we are performing two independent searches in parallel for both GNR devices
in the complementary pair, then some way could be devised to make the two searches influence
each other. For example, the current best-fitting PUN device could be used to periodically update
the fitness function used in the search for the PDN device, and vice versa. One thing to take into
account here is that a circular dependency is created, so care should be taken to make sure this is
stable.

There are other, simpler ways to improve the algorithm. The size of the search space can be increased
by allowing more or larger GNR shapes. The algorithm can be made to halt after reaching some
measure of convergence so as to always have an optimal number of generations to not waste com-
putational time. The process of creating random new devices for a new epoch can be biased away
from already searched portions of the search space to improve the chances of finding new local
optima. More thought can be put into tuning the weights of the fitness function. Or of course more
computational resources can be utilized to just run the algorithm for more generations.

Whether the evolutionary algorithm is further improved or not, it could also be used to search for GNR
devices for other purposes than ADC circuits. As mentioned before, GNRs have previously been used
to implement artificial neurons and Boolean gates previously [28, 59]. But there are bound to be more
potential applications for GNR circuits with arbitrary transfer functions, for example performing
analog functions. Whichever use for GNR circuits is thought of, this evolutionary algorithm could be
used to find the required devices.

Independently from any efforts to improve the evolutionary algorithm, there are a few ways to
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improve on our GNR ADC circuit design as well. One of the problems of our circuit lies in the fact
that the transition points of the different transfer functions lie at the same point in the input signal’s
range. This overlap of the error-prone segments of the transfer functions allow for the possibility of
simultaneous errors, which are more problematic than single-bit errors. This overlap of transition
points is ultimately caused by the way we aim to encode our digital symbol values: with a positional
numeral system. Such a system is simple, reminiscent of familiar everyday decimal notation, and
useful for mathematical operations, but it’s not perfect for any circumstance. If we instead use some
other arrangement of our different bit values with respect to the input signal, we might prevent some
problems.

For example, the bit circuits may be designed such that they follow the system of so-called Gray codes
instead [21]. Such a system rearranges the different binary symbols to only require a single bit to
transition at a time when traversing the signal range gradually.

Alternatively, additional bit circuits may be introduced which don’t add further resolution, but rather
add redundancy to the digital output. These redundant bits might be designed such that when one or
more of the conventional bit circuits would struggle to produce the correct output, the redundancy
bits could provide clarity.

Such schemes which deviate from the standard positional numeral system would add complexity,
though. A stage of digital logic circuitry would be required to convert this scheme back to standard
binary notation to allow for further digital arithmetic. This added cost might be worth the effort if it
means the resolution or accuracy of the ADC could be improved, however.

In addition to these further avenues of research pertaining to our unconventional ADC circuit design,
more familiar paths might be interesting as well. Our GNR ADC circuit could be used as part of a more
conventional ADC technique such as successive approximation: By repeatedly using our 4-bit ADC
while biasing and scaling the input signal according to the digital output, more bits of information
may be gleaned from the input. Potentially, other conventional ADC design techniques may also be
applied to this type of ADC circuit design.
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2S Two-Step: A class of analog-to-digital converter (ADC) circuit consisting of two steps. In the first
step, the input signal is converted to a digital symbol using an ADC of some resolution. This
digital signal is then converted back to an analog signal through a digital-to-analog converter.
This reconstructed signal is then compared with the original signal to determine the (small)
difference between the input signal and the converted value of it. This difference (or “residue”)
signal is then amplified and sent through another ADC circuit in the second step, to determine
this residue signal to some resolution. In this way, two low-resolution ADCs can be used to
attain a similar precision as a double-resolution ADC.

accuracy The accuracy of one bit subcircuit of the ADC discussed in this work refers to a metric of
the transfer function of that subcircuit. The accuracy measures the fraction of input values Vin

which result in the correct digital output value bn . That is, an output value which matches the
desired digital output.

ADC Analog-to-Digital Converter: An electronic circuit which has the function of converting an
analog input voltage to one or more bits of digital information symbolizing the value of this
input voltage.

ambiguity The ambiguity of one bit subcircuit of the ADC discussed in this work refers to a metric
of the transfer function of that subcircuit. The ambiguity measures the fraction of input values
Vin which result in an ambiguous digital output value bn . That is, an output signal which can’t
clearly be determined to be either digital value 0 or 1.

CMOS Complementary MOS (FET): A family of circuits made of MOSFET devices, consisting of a
pull-up network (PUN) made up of pMOS transistors which allow the output signal to be pulled
up to a high voltage, and a pull-down network (PDN) made up of nMOS transistors which allow
the output signal to be pulled down to a low voltage. These two networks are complementary,
such that one and only one of the two is active under any circumstance.

conduction map A conduction map is a mapping for the conductance of an electrical component
under different circumstances, such as different contact voltages. In this work, this will always
refer to a mapping of a graphene nanoribbon (GNR) device’s gate voltage to its drain-to-source
conductance.

DFT Discrete Fourier Transform: A discrete version of the Fourier transform which converts a finite
number of samples of a signal into the same number of samples of the signal’s spectrum.

direct conversion Direct conversion ADCs form a class of ADC circuits which use a series of com-
parators to determine the level of the input signal. The outputs of these comparators are then
combined into a multiple-bit positional binary digital symbol. Named so because the input
signal is directly converted to a digital symbol. See also: flash.

effective resolution The effective resolution (Reff.) of an ADC circuit is a measure of the precision
of that circuit. When combining all relevant error sources that apply to the circuit, a total
signal-to-noise ratio (SNR) can be determined. The effective resolution is the resolution of an
ideal ADC circuit which only exhibits quantization noise, the signal-to-noise ratio (SNR) of
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which is equal to the ADC circuit in question. This can be calculated using the formula:

Reff. =
SNRdB

6.02

, where SNRdB denotes the circuits SNR in decibel. . See also: resolution.

epoch An epoch is a certain number of generations, after which an evolutionary algorithm starts
over with a brand new population to explore new areas of the fitness landscape.

evolutionary algorithm An evolutionary algorithm is any of a family of algorithms which mimic the
natural process of evolution to automatically reach a solution to some problem.

fitness In the context of evolution, the fitness of some organism describes how well it is adapted to
its environment and its biological imperative of reproduction. A more fit individual is better
able to survive, reproduce, and pass its genetic information on to the next generation.

Similarly, in the context of evolutionary algorithms, this is some measure of how good a
particular individual candidate solution is at solving the posed problem.

See also: fitness function , fitness landscape .

fitness landscape The fitness landscape, or fitness surface, is a surface in a multidimensional space
defined by the fitness function, resulting from the mapping of multidimensional individuals
into one-dimensional fitness scores. See also: fitness , fitness function , fitness surface .

fitness function The fitness function is a mathematical function which takes an individual in some
evolutionary algorithm as input and produces a number describing that individual’s fitness as
output. See also: fitness , fitness landscape , fitness surface .

flash Flash ADCs form a class of ADC circuits which use a series of comparators to determine the
level of the input signal. The outputs of these comparators are then combined into a multiple-
bit positional binary digital symbol. Named so because flash ADCs are generally operate very
fast, with a low propagation delay. See also: direct conversion.

generation A generation, in the context of evolution, refers to all individuals in a population which
were born at roughly the same time under the same conditions. Each generation reproduces to
create the next generation, and is created by the previous generation similarly. A generation
can also refer to the amount of time elapsed between the birth of one generation and the next.

GFET Graphene : A FET device where the channel is made up of graphene.

GNR Graphene Nanoribbon: An electronic device consisting of a specifically shaped patch of
graphene with two terminal contacts and optionally one or more gate contact. The acronym
“GNR” can refer to either the graphene nanoribbon patch itself, or to the electronic device
containing this graphene nanoribbon patch.

graphene Graphene is a molecular structure consisting of a one atom thick sheet of carbon atoms
in a hexagonal lattice. See also Section 2.1.

latency The latency, or propagation delay
(
τp

)
, of an ADC circuit describes the delay between the

input signal being sampled and the matching output symbol being produced. See also:
propagation delay , sample frequency , sample rate .

LSB Least Significant Bit: The lowest-valued bit in the binary representation of a number. Also, a
single unit in the value associated with the value associated with that binary number. See also:
MSB.
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MBS Multi-Bit Search

MOSFET Metal–Oxide–Semiconductor Field-Effect Transistor: A type of FET consisting of a metal
gate terminal isolated by an oxide dielectric from a semiconductor substrate. These are often
made in two variante: p-channel (pMOS), and n-channel (nMOS), with different doping levels
in the semiconductor substrate so as to create inverted behavior. As such, the channel of a
pMOS transistor conducts when the gate voltage is low, while an nMOS conducts when the
gate voltage is high.

MSB Most Significant Bit: The highest-valued bit in the binary representation of a number. See also:
LSB.

mutation A mutation is a slight change in the offspring of a parent in an evolutionary process, which
allows the offspring to perform differently from its parents, potentially improving upon them.

PDN Pull-Down Network: in a complementary logic circuit, the pull-down network is used to set
the output to logic 0. The conductivity of the PDN is high if and only if the logic value of the
required logic function is false. This PDN then connects the output net to VDD. See also: PUN.

PDP Power-Delay Product: The product of the power consumption of a circuit such as an ADC, with
the propagation delay of that circuit. The result is a measure of the energy expenditure of a
single operation. Often the worst case for both values is taken. See also: transition energy .

population In an evolutionary context, a population is a collection of evolving individuals. All
individuals in this population are subject to the same selection criteria and reproduction
mechanisms.

propagation delay The propagation delay
(
τp

)
, or latency, of an ADC circuit describes the delay

between the input signal being sampled and the matching output symbol being produced. See
also: latency , sample frequency , sample rate .

PUN Pull-Up Network: in a complementary logic circuit, the pull-up network is used to set the
output to logic 1. The conductivity of the PUN is high if and only if the logic value of the
required digital function is true. This PUN then connects the output net to VSS. See also: PDN.

quantile A quantile is a measure of some dataset dividing all its values such that a specified number
of these values fall above and below the division. For example, you can divide a dataset into
four quartiles by making three quantile divisions, where the highest 25 percent of values fall
into the highest quartile above the 25 % quantile, and the next quarter of all data points fall
between the 25 % and 50 % quantiles, etcetera. Similarly, you can make a quantile division for
any real number p between 0 and 1 of a dataset of N points, such that the highest p ·N points
have values above that quantile value, and the other

(
1−p

) ·N points are values below it.

quantization The inaccuracy of an ADC circuit based on its limited resolution. See also: resolution ,
resolution .

reproduction In an evolutionary context, reproduction refers to the process where an individual
from one generation produces offspring which is similar (but not identical, due to mutation) to
itself in order to introduce new individuals to the population of the next generation.

resolution The level of precision with which an ADC circuit can capture the value of its input signal,
expressed as a number of bits. For example, a 4-bit ADC circuit distinguishes between 24 = 16

different levels in the input signal, and converts these to a 4-bit digital symbol.

In real-world implementations of ADC circuits, resolution is limited by noise. This gives rise to
the phrase effective resolution, which is a measure of how much information the circuit can
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measure after taking the noise into account. See also: effective resolution , quantization .

RMS Root Mean Square: x A measure of the mean value of a signal. Defined as

RMS
{

s(x)
}=

√
mean

{
s(x)2

}
.

sample rate Sample rate, or sample frequency, (Fs) is a measure of the speed of an ADC circuit. It
expresses how many times in a second the circuit can sample the input signal and convert it to
a digital symbol. A related measure is the propagation delay, or latency. In a simplistic ADC
circuit, the sample rate is limited by this delay. However, many ADC circuits utilize parallelism
to effectively sample the input signal more often than the latency would allow. See also: sample
frequency , latency , propagation delay , time-interleaving .

SAR Successive Approximation Register: A type of ADC circuit where the value of the input signal is
successively approximated over several steps. In the first step, the value of the input signal is
determined to some resolution. A digital-to-analog converter then produces an analog signal
corresponding to this imprecise approcimation of the input signal. The difference between
this approximation and the original input signal is then used to determine the value of the
input signal to a higher resolution. This repeats for any amount of steps.

selection In an evolutionary context, selection describes the process where a subset of individuals
in a population is determined who will reproduce. This selection process is according to
the fitness of each individual in the population. This fitness might also include a random
component.

SNR Signal-to-Noise Ratio: A measure of a signal’s strength as compared to the noise associated
with that signal. Defined as the ratio of the signal’s power to the total noise power. This is
equivalent to the square of the ratio of the RMS voltages of the signal and noise. This ratio is
often expressed in decibels.

SNRdB = 10 · log10 (SNR) = 10 · log10

(
Psignal

Pnoise

)
= 20 · log10

(
RMS

(
Vsignal

)

RMS(Vnoise)

)

See also: RMS.

SPICE Simulation Program with Integrated Circuit Emphasis: A commonly used circuit simulator.

TD Time-Domain: A class of ADC circuits which convert the input signal to a time-domain signal
before converting that to a digital value. An example of a time-domain signal is a delayed pulse,
where the amount of delay is proportional to the magnitude of the input signal. By means of a
fast digital counting circuit, this delay can then be determined to determine the input signal’s
value. See also: time-to-digital converter.

TDC Time-to-Digital Converter: A circuit which converts some time-domain signal to a digital
symbol, corresponding to the value of that signal. An example of a time-to-digital converter
is a circuit which counts clock cycles until stopped. The number of counted clock cycles
that occured before stopping the circuit then functions as the digital output value. See also:
time-domain.

TI Time Interleaved: Time-interleaving is a technique used in ADC design where multiple identical
ADC circuits are implemented in parallel and each samples the signal with a slight delay
relative to the rest, so you can have multiple time samples in the time it takes one sample to
be performed, increasing the sample rate. See also: latency , propagation delay , sample rate ,
sample frequency .
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transfer function The transfer function of a (complementary) GNR circuit refers to a mapping
between the input signal of that circuit and its output signal. This output signal can be analog
or digital, and this function can take any form so long as it maps each input value to exactly
one output value. In the case of a complementary circuit, the transfer function follows the
formula

Vout (Vin) = GPUN (Vin)

GPUN (Vin)+GPDN (Vin)
·VDD

, where Vout (Vin) refers to the output voltage of the circuit as a function of the circuit’s input
voltage Vin, GPUN,PDN (Vin refers to the conductance of respectively the PUN or PDN device, as
a function of Vin, and VDD refers to the rail-to-rail supply voltage .

transition point In the transfer function of a GNR circuit, the transition point marks the position in
the input range, and therefore the input value, where the device transitions from a low output
value to a high output value, or vice versa. That is, at input voltages lower than the transition
point, the circuit output is low, and at input voltages higher than the transition point, the device
output is high, or vice versa. Note that a single transfer function can have multiple transition
points.

Similarly, this concept of transition points can also be applied to the conduction map of a GNR
device, where the conductance of the device transitions from a low to a high conductance value
or vice versa at some gate voltage.

transition energy The energy cost (Et) associated with a single conversion of a ADC circuit, or a
single operation of any other circuit. See also: Power-Delay Product.

Walden energy efficiency The Walden energy efficiency, or Walden figure of merit (FWalden) is a
combined metric for evaluating the performance of an ADC circuit first defined by and named
after Robert H. Walden [57]. The intention of this metric is to be able to compare different
types of ADC circuits which can have a different (effective) resolution. The number represents
the effective energy cost of conversion per step of precision of that conversion. This figure of
merit can be calculated using the formula

FWalden = 2Reff. ·Fs

P
= PWaldenP

, where Reff. represents the effective resolution of the ADC circuit, Fs represents the sample
rate of the ADC, P represents its power consumption, and PWalden represents the Walden time
efficiency. See also: Walden time efficiency , Walden figures of merit .

Walden time efficiency The Walden time efficiency, or Walden figure of merit (PWalden) is a com-
bined metric for evaluating the performance of an ADC circuit first defined by and named after
Robert H. Walden [57]. The intention of this metric is to be able to compare different types
of ADC circuits which can have a different (effective) resolution. The number represents the
effective time cost of conversion per step of precision of that conversion. This figure of merit
can be calculated using the formula

PWalden = 2Reff. ·Fs

, where Reff. represents the effective resolution of the ADC circuit, and Fs represents the sample
rate of the ADC. See also: Walden energy efficiency , Walden figures of merit .
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