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Chapter 1

Introduction

1.1 Structural biology and electron microscopy (EM)

In order to understand the function of a living organism framacroscopic scale (meter) down
to atomic resolution (Angstrdm), roughly ten orders of miagde must be mastered. Only
after the invention of the microscope has it become possibigsualize and investigate the
microcosnof the cell. Antonie van Leeuwenhoek, a Dutchman from Dbkgame famous for
his microscopes and discoveries with them in th& é&@ntury and was one of the first to observe
small unicellular organisms, which he nammtimalcules In the early 18 century, cells were
recognized abuilding blocks of life establishing the field of cell biology.

The minimal separation between two resolvable objectsighd inicroscope is around 0.2-
0.4um. This limitis directly related to the wavelength of liglfiue to this resolution restriction,
light microscopy cannot resolve various subcellular oeljas, proteins, or viruses. In the
1930s, Ernst Ruska constructed the first transmissionretechicroscope (TEM), allowing
researchers to investigate, among others, the cell to &utesoof a few nanometers. Electron
microscopy (EM) provides superior resolving power due t® much shorter wavelength of
high-energy electrons (2-5 pm), as compared to visible {g00-700 nm). However, largely
due to aberrations and a small numerical aperture, evesratdhe-art electron microscopes
have a resolving power in the range of 50 pm. This is more théitent for atomic resolution
imaging of biological objects since a typical atomic radaiaround 1 A (0L nm). Although in
materials science research, the atomic resolution isvatlabn certain specimens, a number of
factors limit the resolution in EM of biological specimenstypically 4— 6 A.

In order to better understand life procesdasy the various components within living or-
ganisms interact, an@hatis their function, knowledge of the structure of biologicdljects
at all scales is essential [1]. In many cases, structuratmmftion complements biochemical
studies and it allows validation of existing and formulatiaf new hypotheses on how struc-
tures interact. After the successful mapping of entire gegmof multiple species over the last
decade, the challenge remains to understand how theseqgseepiences relate to the wide va-
riety of structures and how these structures undergo covdtional changes when interacting
with other structures. A systematic structural analysigroteins, protein-ligand interactions as
well as protein complexes (“Structural Proteomics” [1])llwecome increasingly important [2].

1
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Fig. 1.1. The approximate range of biological structures covereddasious techniques.

Macromolecules can adopt multiple configurations whichadten crucial for their function.
Therefore, 3D structure can provide insight into the complelogical processes at the cellular
level and it allows the design of drugs that interfere with #ction of a protein implicated in a
disease [3]. Resolving macromolecular structures suchadsips, membranes and DNA at the
highest possible resolution is both experimentally and matationally demanding and many
Nobel prizes have resulted from the impact the developeld tmad resolved structures have
made on our understanding of biology (e.g. [4-7]).

The majority of the 3D atomic structures deposited in the R®$%otein Data Bank (PDB)
archive have been obtained by X-ray crystallography (00963, nuclear magnetic resonance
(NMR) spectroscopy (around 16%), anié theoretical modeling such as homology modeling
(around 2%). X-ray crystallography has been able to anddg#@small proteins and large com-
plexes. The technique requires samples to be so pure and, stedt they can form a crystalline
state. Traditionally, NMR structure determination hasrbogaited to smaller macromolecules.
A large number of structures cannot be resolved using X-nayNMR. EM does not require
crystals and it has become an increasingly powerful tookfascture determination. EM is
particularly useful in studies where the aim is to distirgjuconformations of molecular as-
semblies [8] as well as structural studies of large macremadér complexes and their context
within a whole cell [9]. However, with the exception of a fepegific systems, EM typically
does not provide atomic-resolution data for biologicalcspens. It is often necessary to in-
corporate information from X-ray crystallography or NMR itderpret detailed interactions.
The complete structure of a macromolecular complex can teraa at lower resolution using
EM and subsequently used for model building based on doakinggh-resolution compo-
nents (obtained from X-ray crystallography or NMR). In thiay, the atomic model of large
structures can be obtained. As electrons interact with ais@® through Coulomb forces,
EM effectively images a potential map. X-ray crystallographyyéeer, obtains a map of the
electron density. The incident electrons interact a fewdneid times stronger with matter than
X-rays or neutrons [10]. This high sensitivity combinediwiie availability of electron optics,
high-coherence sources, and detectors has made EM anialssmitfor studying properties
of matter. Unfortunately, the high interactioffieiency in EM can also result in significant
radiation damage of the specimen.

The resolution obtained by EM lies between those of lightrogcopy and X-ray crystal-
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lography (see Fig. 1.1). One of the benefits of light micrpscs the possibility to image the
dynamics of cellular assembligsvivo. The achievable resolution, however, is ndfisient to
distinguish individual macromolecular complexes thatrefinany cellular functions. Super-
resolution microscopy techniques such as STED [11], PALR)] find STORM [13, 14] as well
as correlative light and electron microscopy (CLEM) apptas [15] are increasingly applied
to tackle these challenges. However, in case of STED, PALYSFORM this only &ects the
localization accuracy and will never result in a 3D struatunodel of the entire region of inter-
est. In CLEM, fluorescence microscopy is used to navigatkimwitells or tissue, after which
EM provides the ultrastructural information highlighteg the fluorescence. EM is therefore
an essential tool in structural biology with the unique [asisy of bridging the gap between
cellular and molecular biology.

1.2 Cryo-EM

Since electrons also scatter from air molecules, the mtefian electron microscope has to be
kept under high vacuum. Most biological specimens are in&iile with vacuum and there-
fore need to be immobilized (fixed) or dried prior to imagiiyyo-electron microscopy (Cryo-
EM) is a technique in which the specimen is vitrified and keptén-hydrated at liquid nitrogen
(or helium) temperatures both during specimen preparatiohimaging. At those temperatures
the sublimation of the cryoimmobilized sample is negligiblhe cryoimmobilization (fixation)
is achieved by freezing the specimen at an extremely fasdincp@te byplunge freezingn lig-
uid ethane, or, alternatively, througigh-pressure freezing he ultrarapid cooling prevents the
formation of crystalline ice, resulting in an amorphousteous ice which is, at the right thick-
ness, transparent to electrons. During this phase transithe vitreous ice volume expands
which could cause stress to the biomolecules. Before cioaas introduced [16, 17], the
most common sample preparation protocol included staiwitiy heavy metal salts. The high
atomic numbers of the atoms in the salts compared to the digimhs of the organic material
provide high contrast (see Fig. 1.2). This negative (i.at@st is produced by the stain, not by
the structure of interest) staining approach has both ddgas and disadvantages. Some dis-
advantages are that the staining step can lead to a defom{##ttening) of the specimen and
that only surfaces accessible to the stain can be visualiegiative staining is a good approach
for early stages of molecular characterization and spatijpneparation optimization as well as
for imaging very small structures (e.g. smaller than 150)kioawhich the contrast produced
by cryo-EM is not sdicient. Advantages of cryo-EM include the excellent preston of the
molecular structure and the fact that at low temperatuiegdical specimens are less vulnera-
ble to radiation damage [18]. The motion of beam-induceigsis products are slowed down
at low temperatures, reducing secondary damage. The nssidwdintage of cryo-EM is the low
contrast that originates from: 1) the smalffdrence between scattering properties of a protein
and the vitreous ice and 2) the high fraction of inelastidteciiag events in materials with low
atomic number such as vitreous ice.

Although TEM only generates 2D projections of the elecabstpotential of the specimen,
the 3D volume can be reconstructed if many projections denable, each displaying the
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a) Negatively stained MS2 particles b) itriﬁeSZ paicles i |

vacuum - particle

Fig. 1.2.a) Negatively stained and b) vitrified bacteriophage MSZ2iglas (Courtesy of Roman Koning
(LUMC)). Note that scattering (amplitude) contrast is dominanh&gatively stained sample, and phase
contrast for vitrified sample.

object from a diferent angle. Two popular methods for obtaining 3D infororatn cryo-EM
are single particle analysis (SPA) and electron tomogr&Bhy.

Single Particle Analysis (SPA)

The averaging of dierent particles that have identical structure by functialemand can be
used to reduce noise and electron dose, and consequendibtion damage. In crystallog-
raphy, redundancy of structural information is used to iob&ahigher signal-to-noise ratio
(SNR) by translational and rotational repetition of a ueit consisting of one or more identical
molecules.

In the EM field, the highest resolution so far (better than 38]] was achieved by electron
crystallography of monolayer (2D) crystals such as thosaéa by membrane proteins. The
applicability of electron crystallography in determimatiof a 3D structure is, however, often
compromised by indticient image quality of the tilted crystalline specimen.

EM has the great advantage that the images of many idenbgadts can be treated in a sim-
ilar way as the unit cells of a crystal. Isolated macromdiesthat exist in structurally identical
conformations will have identical projections in the efeatmicroscope when viewed from the
same orientation. This assumption is the basis of singlecg@analysis (SPA). In practice, the
alignment of projection images for the purpose of averaginguch more challenging in the
case of SPA than in the case of the electron crystallogrdpinghermore, variations in the par-
ticle environment and shape restrict the attainable résoluEven at resolutions in the range
of 1 nm, SPA provides insights on quaternary structure geanacromolecular assemblies and
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it might complement missing information caused by the phpsblem in X-ray crystallogra-
phy [2]. The high symmetry of helical and icosahedral stites allows additional averaging
by well-known relations between symmetric building blocks

Electron tomography (ET)

Samples that possess a unique, irreproducible 3D strustite as a whole cell or subcellular
organelles such as mitochondrion require a tomographimapp for visualization. In electron
tomography (ET), the sample is tilted and imaged from varidivections. The specimen tilt is
commonly limited to angles aroune’0 degrees due to restrictions of the specimen holder, ob-
scurity of the specimen support, or the slab-geometry o§figeimen which leads to increased
apparent specimen thickness at high tilt angles. The pmolalgsociated with these missing
projections is often referred to as thessing wedgeand leads to artifacts and an anisotropic
resolution of the reconstructed volume. Additionally, pinesence of noise results in a relatively
low-resolution of the reconstructed structures2(nm) compared to X-ray crystallography and
SPA. The main advantage of ET is the imaging of macro-motgadmplexes within the cell,
their various spatial configurations and indirectly, dymasnas well as the capability to visual-
ize whole prokaryotic cells or thin eukaryotic cells. Witlygh enough resolution (in the range
of 1 nm), the docking of high-resolution sub-units (obtaify X-ray crystallography) would
be possible (as in the case with SPA) and ET would be able teeda pseudo-atomic atlas of
a cell. If the particles have the same conformation and neée imaged in a cellular context
rather than isolated in a solution, sub-tomogram averagange applied. This approach is sim-
ilar to SPA, except that alignment and averaging are peddran 3D datasets (with anisotropic
resolution).

1.3 Phase contrast

Biological specimens consist mainly of light elements wstmilar atomic mass. The mass
density of macromolecules deviates only little from thavitfeous water. Since scattering of
the incident electrons is dependent on atomic number ansitgletihhe scattering contrast is in-
herently low. While passing through the specimen, howexdrigh-energy electron changes
its wavelength and speed, maintaining its energy (elasattexing). The specimen produces
local phase shifts of incident electron wave. Since theatietecan only capture the intensity
of the electron wave, the information about the object eedad the phase cannot be detected.
Phase contrast can be produced by creating an additionsé jghdft between the scattered and
unscattered part of the electron wave. In EM, phase platestdl uncommon (due to con-
tamination problems) and therefore, the additional phagéesseeded for phase contrast are
typically introduced by defocusing or by aberrant lensdee Jignal transfer from the specimen
to the imaging plane is described by the contrast transfestion (CTF). The CTF is an oscil-
lating function in the spatial frequency domain and dependthe defocus and aberrations. In
materials science, in particular for imaging crystallitreistures, it is not uncommon to set the
defocus to a value (the so-called Scherzer defocus) wher€TH is maximal over the entire
frequency range of interest. In cryo-EM, Scherzer defosusiriely used as the structures are
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Contrast transfer function at defocus of 500 nm and 3500 nm

1—=r

4 ost

| o6
e Af= 500 nm
A f=3500 nm |

Spatial frequency [nm™!]

Fig. 1.3. The dfects of the contrast transfer function (CTF) on an image d&oMi Tesla. Stronger
defocusing of the objective lens generates low-frequencyrast at the expense of decreased contrast at
higher frequencies. Scale bar corresponds to 20 nm.

complex and the frequency range of interest is quite widghHiequency contrast is needed
for high resolution, while low-frequency contrast is imgzott for visual angbr automatical lo-
calization of the macromolecules. Such low-frequencyrastiis usually achieved at a defocus
of a few micrometers.

1.4 Limiting factors in cryo-EM

The level of structural detail that can be obtained with eBM is largely limited by 1) the noise
and the blurring of the detector, 2) the CTF, and 3) radiadimmage which limits the integrated
electron flux that can be used, resulting in images with a SOR.

Detector

Ideally, the quality of the cryo-EM images would only dep@mdthe shot (Poisson) noise result-
ing from the limited electron dose the sample can withstagidre beam-induced deformations
start to be apparent. Unfortunately, the images are dediagdthe modulation transfer function
(MTF) of the detector and several inherent noise compon@&iies MTF describes how the sig-
nal is transferred for dierent spatial frequencies. In a TEM detector, the signalthadhoise,
however, are not transferred in the same way [20]. The detequantum #iciency (DQE)
describes the noise added by the detector and defines theialétly of the images. In recent
years, @orts have been made to improve the DQE by utilizing direatted® detection.

Contrast transfer function (CTF)

The CTF exhibits an oscillatory character when defocus &dlrations are introduced. Fur-
thermore, the spatial and temporal incoherencies of thetrele source damp the contrast for
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increasing spatial frequencies.ff@ts have been made to improve instrumentati@nhigh-
coherency and high-brightness electron sources as well agroducing phase plates for in-
focus phase imaging. Although recently the usage of phagegkhowed significant gain of
contrast in cryo-EM images [21, 22], phase plates are siithmercially unavailable. Phase
contrast produced by an increasing value of defocus caum®eswing of the diferent CTF
bands and consequently displaces its zero-crossingsigetraefocusing of the objective lens
generates low-frequency contrast at the expense of decreastrast at higher frequencies (see
Fig. 1.3). For spatial frequencies beyond the first zeresing of the CTF, phase contrast im-
ages cannot be quantitatively interpreted without an ateumage formation model. In order
to be able to perform reliable image reconstructions, kedgé of the CTF parameters is cru-
cial so that one can correct for its detrimentfieets. Additional challenges include local axial
variations of the defocus due to the specimen thickness hasviateral defocus variations in
tomography due to the tilt geometry.

Radiation damage

Radiation damage, unfortunately, will always limit the @sfable resolution in cryo-EM [23,
24]. The damage arises from the deposition of energy intepleeimen due to inelastic inter-
actions between the incident electrons and matter. Fumtbrer, it has been suggested that radi-
ation damage during the exposure causes beam-induced rantsethat attenuate the contrast
further [23,25-27]. Studies that describe radiation daeveag as old as cryo-EM itself [16, 23].
Understanding of the radiation chemistry, however, i$lsitking [28]. The integrated electron
flux used to acquire cryo-EM data is a compromise between SR adiation damage. Ad-
ditionally to radiation damage, inelastically scatterzttons that reach the detector lost their
coherency which causes images to appear more blurry. Thelssiic components can be par-
tially suppressed by zero-loss energy filtering. On thetirgide, inelastic scattered electrons
can be used to map elements by means of electron energyplessascopy (EELS).

Other limitations

Some of the other limiting factors in obtaining higher reg@n in cryo-EM include: 1) the
specimen preparation methods (e.g. artifacts in thin @es}j 2) thicker ice layers contribut-
ing to larger fractions of inelastically scattered elestathus decreasing the image quality; 3)
structural variations among single particles or sub-toraog (heterogeneity) hampering the
full potential of redundancy and blurring the calculate@érage; 4) noise obstructing precise
alignment of the particles in SPA or sub-tomograms as wedl@smment of the images in a
tilt series for ET; 5) non-parallel illumination introdung unwanted higher order aberrations
of the objective lens; 6) geometrical distortions of thejgecton lens system for large fields
of view; 7) missing wedge artifacts in tomography which camiper the final structure deter-
mination; 8) reduction of contrast when macromoleculesrasged in aqueous solutions that
contain additives which stabilize the protein of interesg( detergents or lipids); 9) solvent
boundary and surface tensioffieets that induce preferred orientations in the moleculd;14)
inhomogeneous sample distribution due to e.g. local hyasbjz patches in the carbon support.
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1.5 Thesis challenges

The research performed in this thesis represents one of wprgjects of the FOM indus-
trial partnership program with FEI Company (www.fei.com)he common aim is to obtain
higher resolution in cryo-ET of biological specimens. Thsaarch is performed in collabora-
tion between TU Delft and the Leiden University Medical Gant (LUMC). Optimizing the
data collection strategy is crucial for reliable image fptetability and achieving the highest
attainable resolution. Simulation of image formation \fard modeling) provides possibility
to easily and costfkectively investigate the influence of a certain physicabpaater on the
final image. The data collection strategy and framework of moject involve a combined
procedure that ranges from specimen preparation, thrdwegadtual data collection to forward
modeling and reconstruction. Fig.1.4 depicts the projaeheéwork that can be divided in three
parts: forward modeling (simulations), experimental datquisition, and reconstruction. The
focus of this thesis will be on accurate modeling of the imBgenation process (blue box in
Fig.1.4), accurate characterization of the detector ané garameters (orange box in Fig.1.4),
and experiments (green box in Fig.1.4). The simulated image to be compared with experi-
mental images for validation and to be utilized in recongtan of the 3D electrostatic potential
distribution by solving a complex inverse problem. Tomgdpyia reconstruction with focus on
the problem of spatially varying CTF [29, 30] (yellow box irgFL.4) is the main subject of the
second subproject. Integration of two subprojects shadd ko better design of experiments,
forward modeling and 3D reconstruction.

1.5.1 Forward model

An accurate forward model is essential for optimization afadcollection strategy, assisting
the regularization (introduction of prior information) tife 3D reconstruction, improving im-
age interpretation and achieving a resolution beyond teeZaro-crossing of the CTF. Such a
model has to account for the specimen’s elastic and inelastttering properties, théfects

of the CTF, and the influence of the detector on the image fooman cryo-EM. Simulations
of TEM images of biological specimens are implemented inralmer of software packages for
SPA and ET [31-38]. Often, a virtual model of a specimen iste@ using simple 3D geomet-
rical phantoms [32]. In some cases, the specimen volumenstieacted based on information
from the PDB. TEM images are then computed by projecting ihel@ctron densities. These
simulations are rather simplistic because the construspedimen does not represent the ac-
tual physical electron-specimen scattering properti@ei@ction potential). The noise is often
simplified as being additive Gaussian noise and the releletetctor properties have been ne-
glected. Those simulations have been mostly used for detation of particle orientation in
SPA and for evaluation of reconstruction algorithms in SR8 &T. For optimization of data
collection, those models are irffgient.

TEM-simulator [39] aims to provide simulations based ongbgl principles. It was the
first bimolecular simulator whose results were comparedkpeements, albeit not in depth.
The thickness of the specimen was neglected in that modelpéss filtering to a certain res-
olution exceedingly damped the interaction potential ,(Hd the solvent was assumed to be
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water instead of slightly less dense vitreous ice. Althougbst simulation parameters de-
scribed in [39] are based on physical principles, a calbnaprotocol needs to be employed
for some nuisance parameters such as granularity of thergpibsorption potential as well as
detector parameters such as the MTF, DQE, and conversitor.fdéurthermore, none of the
aforementioned approaches have considered chemicalrgpaddor interaction of the sample
with solvent and ions.

The aim of this thesis is to understand and model the releaydical processes governing
the image formation and to address the aforementionedsssueell as to develop a platform
for simulations, herein referred to as InSilicoTEM. The maagredients of a forward model
include the parameters of the specimen, microscope optitghe detector (see segments in
blue box in Fig. 1.4).

Parameters

The experimental and imaging parameters are not only thmgetfor the data acquisition
process, but are also the input parameters for the forwadeh{ellipses in Fig. 1.4). These
include bufer conditions as well as TEM and camera settings. The paeaset the specimen
(buffer conditions block) includehp, dielectric constard, temperaturd’, ion concentratiomy,
and the specimen thicknedsThe specimen’s interaction potential must be construatetthe
influence of the solvent and ions addressed. The electrecirapn interaction describes how
the electron wave at acceleration voltd§es propagated through the specimen. Microscope
parameters include acceleration voltdgeand its spread\E, opening angley;, defocusAf,
astigmatismh;, sphericalCs and chromati€. aberrations, objective apertuig, magnification
M, and incident electron flusb.. Relevant camera parameters are exposurettignedinning,
conversion facto€F, MTF, DQE, readout,, and dark currenly. noise.

Some imaging parameters vary between acquisitions, witliers are stable for a long
period of time. To accurately model image formation, we neddow the numerical values of
all parameters. When necessary, they must be estimatedteexperiment, using independent
measurements. The parameters that must be estimated €dvard-ig.1.4) include imaging
parameters such ad, ®,, Af, A, d, as well as detector parameters such asGke MTF,
DQE, I, andl .

1.5.2 Detector

Although the detector characteristics significantly infloe the image formation, in previous
image simulation work they have been either neglected anginenologically introduced. The
reason for this is that the quality of an image detector ad us@ EM is not easily accessible.
Different detector manufacturers provid&elient types of figures of merit when advertising
their detector. Therefore, a comprehensive characteizaf the detector including all rele-
vant noise contributions is essential to an accurate imagedtion model and eventually to
a 3D reconstruction. A careful characterization of TEM daies will yield, among others,
statistics for hot and bad pixels, the MTF, the conversiatoiathe é&ective gain and the DQE.
Furthermore, a correction of the fixed pattern noise basadsafiicient statistics would spoill
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Fig. 1.4. Project workflow which involves a combined procedure thages from sample preparation
and data collection (experiment) to forward modeling (datian) and reconstruction. A forward model
(blue box) includes the parameters of the specimen, miopesoptics and the detector. The experimen-
tal and imaging parameters represent not only the acauissiettings but also the input parameters for
the forward model (ellipses). To accurately model imagenfition and facilitate 3D reconstructions, the
numerical values of all parameters need to be known and, wlkeessary, they must be estimated from
the independent measurements (orange box). The simulategks are to be compared with experimen-
tal images for validation and to be utilized in reconstroctof the 3D electrostatic potential distribution
by solving a complex inverse problem.

image interpretation, and automated procedures.

1.53 CTF

Determination of the CTF parameters, especially defocdstanfold astigmatism, is crucial

in designing post-processing strategies to account foefieet of the CTF and for the inter-

pretation of images at spatial frequencies beyond the frst-zrossing of the CTF. The defo-
cus estimation is usually based on the detection of Thorsnnghe power spectrum density
(PSD) of the image. There are various software packagegtbaide defocus determination
(e.g. [40-46]). Their accuracy can be limited by the fittirghe background in the PSD. Fur-
thermore, the influence of the spherical aberration on tlagetof the Thon rings has been
ignored. A robust estimation of small astigmatism valuesewacking and the uncertainty of
the estimations was hard to assess. The CTF determinattbe apecimen area is very chal-
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lenging due to the low SNR. Therefore, the defocus is oftémased from an adjacent carbon
support area. Furthermore, for tilted specimens in tonqigraat least three neighboring areas
should be imaged to capture the full geometry of the tilt.

Radiation damage

Quantitative modeling of radiation damage is largely haragdy the limited knowledge of the
processes involved. As a metric of radiation damage infle@me can usdose expressed as
energy deposited per mass unit, which is derived from patensacluding the electron energy,
incident flux and measured sample thickness. Knowledgeeaddise allows obtaining an upper
estimate of radical concentrations (which build up in theedus sample), and performing heat
transfer simulations. The analysis of theskeets facilitates the optimization of data collec-
tion. Furthermore, beam-induced motions influence the examtrast, and must therefore be
included in the forward model.

1.5.4 Thesis objectives

e Accurate modeling of the image formation process in cryo-EMbased on physical
principles.

In order to construct such a forward model and furthermostsathe CTF correction ayar
regularization of the reconstructions it is necessary to:

e Construct the interaction potential based on electrortestad) properties and investigate
the embedding solvent contribution to that potential.

e Properly describe electron propagation through the spatif@xpressedia weak-phase
object approximation, projection assumption, their cambon or multislice approach).

¢ Include the influence of the inelastic scattering.
e Characterize TEM detectors including all relevant stitsst

e Develop a method for accurate estimation of the CTF parasyate particular defocus
and astigmatism and their uncertainties.

Since radiation damage determines the allowable flux ugechBing and influences the image
contrast, €orts will be made to

e Better understand certain aspects of radiation damagessigghecimen heating, dose-rate
effects, and beam-induced movements.

More detailed objectives can be found in introduction secaf each chapter.
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1.6 Thesis outline

This thesis is compiled from a collection of five journal pego@nd one conference paper. These
papers are organized and presented in four chapters. Tleesgdi—50] are published, while
the papers [51, 52] have been submitted at the time of puigicaf this thesis. To enhance
the readability, the publications [48] and [49] have beembimed in Chapter 3. Paper [52] is
presented as Appendix G belonging to Chapter 4. All topidkisthesis are not limited to ET
applications only, but are relevant for cryo-EM in general.

Chapter 2 - TEM camera characterization

In this chapter, a set of algorithms is provided to charazeon-axis slow-scan CCD-based
TEM detectors. A careful characterization, yields, amothgrs, statistics for hot and bad pix-
els, the modulation transfer function, the conversiondadhe dfective gain and the detective
quantum éiciency. Gain and bias corrections of raw images are presahbag with the need
for the use of lookup tables of defect pixels. The relativdgrenance of the characterized de-
tectors is discussed and a comparison is made with simitactbes that are used in the field
of X-ray crystallography. These tools are not limited ordyGCD-based detectors but can be
extended for the characterization of a new generationdélectron detectors. The chapter was
published as a paper [47].

Chapter 3 - Accurate defocus and astigmatism estimation

This chapter presents an algorithm to accurately estimeftecds and astigmatism. The asso-
ciated uncertainties are derived from a single image. Theréhm suppresses the background
in the power spectrum density (PSD) using an adaptive fidestrategy, after which robust
template matching is applied to estimate the shape of tha fings. The frequencies of the
detected rings, together with outlier rejection and assigmt of an order to the CTF zeros, are
used to estimate the defocus and its uncertaiktygjectory method). From defocus and el-
lipticity, we derive astigmatism and its uncertainty. Tleewaracy of the algorithm is evaluated
on simulated data and the reproducibility is investigate@xperimental data. We introduce a
Thon ring averaging method for contrast transfer assesswignh takes into account the in-
fluence of spherical aberration on Thon rings shape. Thetehaas published as a paper [49]
and additionally, for coherency, a figure from the confeespaper [48] is included.

Chapter 4 - Forward modeling in cryo-EM

The aim of this chapter is to construct an image formation ehtitht accounts for the speci-
men’s scattering properties, microscope optics, and tietezsponse. The interaction potential
is calculatedria electron scattering factors of isolated atoms and extemdtdthe influences

of the solvent’s dielectric and ionic properties as welllesmolecular electrostatic distribution.
Inelastic scattering is addressed. Subsequently, th&r@ewave is propagated through the
specimen and the influence of the optics is includiedthe CTF. We incorporate the DQE in
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the camera model, instead of using only the MTF. The full nhedes validated against experi-
mental images of 20S proteasome, hemoglobin, and GroELnVésiigate theféects of defo-
cusing, changes due to the integrated electron flux, inelssdttering and acceleration voltage.
The influences of the beam-induced specimen movements argblent amorphousness are
considered. At higher SNRs, experimental and simulatexhgity profiles across carbon edges
and nanotubes are compared (Appendix F). All parametehgiaralysis are based on physical
principles and, when necessary, experimentally detemneetools described in Chapters 2
and 3. The main part of the chapter has been accepted for aatidnh as a paper [51]. As
an addition to this chapter, Appendix F explains theoré@proximations and methods in
more detail and has been submitted as supplementary matesaciated with the paper [51].
Appendix G represents a paper on applicability of the ptmacassumption and weak-phase
object approximation in phase-contrast cryo-EM [52].

Chapter 5 - Radiation damage: #ects of dose and dose rate

In this chapter, inspired by numerous radiation damageesutbne by X-ray crystallographers,
we investigate parameters such as dose, dose-rate andhazaimg in EM. We show how the
incident electron flux, expressed infe2s1, electron energy, and measured sample thickness
and composition, can be related to the absorbed dose, segrigsgrays (1Gy 1Jkg). Strobo-
scopic exposure series were collected fdfedtent incident fluxes and integration times from a
hemoglobin sample. The quantitative comparisons betwigtsreht doses are presented along
with the discussion about the benefit of stroboscopic ddtaatmn. The chapter was published
as a paper [50]. As coauthor of the paper, | contributed mésthe dose and heat-transfer cal-
culations.

Chapter 6 - Conclusions and recommendations

In the last chapter, theoretical and practical work presgim the thesis is revisited and eval-
uated. Conclusions are drawn with respect to the validatiotihe developed models, their
limitation and applicability. The chapter lists the maimtdbutions of the thesis and gives
recommendations for future work.

The software packages for camera characterization (Ch2ptefocus and astigmatism es-
timation (Chapter 3), and simulations of image formationSilicoTEM (Chapter 4) have been
implemented in DIPimage, a MATLAB toolbox, and are freelyagable for non-commercial
use (http/www.diplib.orgadd-ons).

The defocus and astigmatism estimation algorithm was dpeelin collaboration with FEI
Company and besides my MATLAB implementation it also resiiih prototype software im-
plemented by Dr E. Franken and used within FEI Company. TB8ito TEM source code was
transferred directly to FEI Company where it is currentlgdifor modeling.
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Chapter 2

Detector characterization

Published ag447]: M. Vulovic, B. Rieger, L. J. van Vliet, A. J. Koster, R..E. Ravelli, “A
toolkit for the characterization of CCD cameras for trarssiun electron microscopy”, Acta
Crystallographica D 66 (1) (2010) 97-109.

Abstract

Charged coupled devices (CCD) are nowadays commonlyediliz transmission electron mi-
croscopy (TEM) for applications in life sciences. The diraccess to digitized images has
revolutionized the use of electron microscopy, sparkingettements of automated collection
of e.g. tomographic data, focal series, random conicagbaits, and ultra-large single particle
data sets. Nevertheless, for ultra-high resolution wohlgtpgraphic plates are often still pre-
ferred. In the ideal case, the quality of the recorded imdigevdrified biological sample would
solely be determined by the counting statistics of the Behihtegrated electron flux the sample
can withstand before beam-induced alterations dominatértiinately, the image is degraded
by the non-ideal point-spread function of the detector - essalt of a scintillator coupled by
fibre optics to a CCD - and the addition of several inherensema@iomponents. Berent de-
tector manufacturers provideftirent types of figure-of-merits while advertising the qgtyabf
their detector. It is hard for most laboratories to verifylf the anticipated specifications are
met. In this report, a set of algorithms is presented to ctariae on-axis slow-scan large-area
CCD-based TEM detectors. These tools have been added tdielypatzailable image process-
ing toolbox for MATLAB. Three inhouse CCD cameras were calfgfcharacterized, yielding,
among others, the statistics of hot and bad pixels, the natidal transfer function, the con-
version factor, theféective gain, and the detective quantufficeency. These statistics will aid
data collection strategy programs and provide prior infation for quantitative imaging. The
relative performance of the characterized detectors audsed, and a comparison is made with
similar detectors that are used in the field of X-ray crysgiaphy.

15
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2.1 Introduction

Charge-coupled devices (CCDs) are used in nearly evemngtgaalomain of life science imag-
ing, e.g. for transmission and fluorescence microscopycapand UV spectroscopy, digital
photography, X-ray diraction and imaging, and electron microscopy. Large areB-G&sed
systems are the most common detectors on modern synchbsamnlines [53], complemented
by multiwire gas-filled chambers and novel photon-counpigl arrays. The instant image
access in electronic form, high sensitivity, low noise,satite coverage from submicrometric
to milimetric spatial resolution, as well as high reliatyilof commercial CCD cameras, make
them ideal for a wide range of applications. In transmissi@ctron microscopy (TEM), how-
ever, there has been a considerable delay in the adaptati®@D technologies.

In 1982, the use of an array of 160100 photosensitive elements to detect 20-100 keV
electrons directly was reported [54]. The system demotestran excellent linearity between
input and output signal, and a high intrinsic gain, but haidétéd spatial resolution compared
to photographic film, and stered from radiation damage. They suggested to first corvert t
electron image to its photon counterpart and to detect thex lay a CCD. In [55] was reported
the use of such an indirect detection scheme, involving ectren scintillator, an optical cou-
pler and a 57& 382 pixel sensor. Many more experimental and commercigésyshave been
reported since then (see references in [56]). The diredsaco digital data has enabled de-
velopments such as autotuning of the microscope [57], aattednelectron tomography [58],
protein electron crystallography [59], and automated @awtron single particle micrograph
collection [60].

Despite the many advantages of CCDs, some areas remain apglieations of CCDs
have been limited by certain characteristics inherent tb@@sed detectors [61]. E.g., for
high-resolution single-particle work, film is still sigréantly better [62] than fibre-optic cou-
pled CCD detectors: without binning of the CCD camera and miagnification of 70000x,
film is better beyond 21 A resolution. For 4-fold binning oBtECD camera and at very
high magpnification ¥ 300000), film is reported to be superior beyond 7 A resolution. This
might have contributed to the slow transition from film resiog to digital imaging in the
field of TEM. Until recently, large-area CCD cameras couldydreen dfered as third party
add-ons to new TEMs. The relatively slow pace of adaptiorigdhr reflects the satisfac-
tory performance of film recordings in terms of resolutiord amumber of pixels after digiti-
zation, although both gaps are being closed. Commercightighmeras are now available that
have a larger image area than film (httpww.tvips.comiProd TF816.php). Detector systems
based on newly developed CMOS hybrid-pixel technology Wwhiperate in noiseless single-
photon-counting mode, are already commercially avail&nex-ray imaging and ditraction
applications (httg/www.dectris.cor. Hybrid pixel detectors are being developed for TEM
applications [63], [64] andfer considerable scope for better characteristics comparngos-
phoyfibre optics-coupled CCDs [65].

The incremental improvements in CCD technology, humberiélg, quality of phos-
phorgscintillators, fibre-optic coupling and electronics, adlws emerging novel pixel array
detector technology, will not make it easier for the userdiest from this heterogeneous land-
scape the right detector for an experiment. Whereas wellddriarge user facilities might be



2.2. Detector characterization 17

able to keep up to date with the latest detector technolpgiest academic laboratories will
have to select a particular detector and use it for at leastad®. Even among a given category
of detectors such as CCD cameras, the wide range of incensisbmetimes incomprehensi-
ble, and often incomplete commercial specifications hari@eselection process. In this paper,
we present a set of algorithms to characterize CCD deteettish have been implemented in
DIPIlib, a publicly available software toolbox (www.dipldrg) for MATLAB (The MathWorks,
Inc.). This should facilitate users to commission new detscand help them to design better
data collection strategies with existing ones. A numberatédtor characteristics are recapitu-
lated, such as readout noise, conversion facttectve gain, point-spread function, modulation
transfer function, and detective quantufficency. Three of our own 4k 4k TEM imaging
CCD detectors have been characterized. Only the user cge jlid detector meets the needs
of an experiment, and the outcome depends on many other eiemme well, including elec-
tron source, optics, and, above all, the sample. Therefbeediterences found for the three
detectors are not judged upon and no reference is made torthaufacturers.

2.2 Detector characterization

To characterize a CCD detector and subsequently identehcarrect artifacts, one needs to de-
termine the contributions of all noise componenti@ive gain, conversion factor, linearity of
response, modulation transfer function (MTF), and deteajuantum ficiency (DQE). Tem-
poral noise randomly changes from frame to frame. It incdustechastic contributions such
as dark current noise, readout noise, photon noise, bedmrfliourst noise, and shutter noise.
There is also a source of fixed pattern noise especially ie-fiiptic coupled digital cameras.
This spatial noise does not vary from frame to frame and iseauy spatial variation in the
thickness of the scintillator, fibre-optic couplinghicken wireor broken fibres), dust, CCD bias
pattern (in particular if multiple readout ports or compesLCDs are used), and other artifacts
that produce variations in the pixel-to-pixel sensitivaiygor distortions in the optical path to
the CCD or in the CCD chip itself. Flat-field correction is dde suppress fixed pattern noise.
A corrected imagé..(X, y) can be obtainedia [66]

I raW(X’ Y) - E(X’ y)
Igain(x’ y)

leorr(X,Y) = , (2.1)

wherel (X, y) is the original, uncorrected imag%(x, y) is the average background image
(see below), andigin(Xx, y) is the image with normalized gain values for each pixel. hna)
crystallography, a fibre optic taper or lens system makesdmgersion from raw images to
corrected images more cumbersome, since the distortidmeadémagnifying system needs to
be accounted for. Furthermore, it is non-trivial to obtaistable large uniform X-ray beam
that is needed for the collection of the data from whiighy(x, y) is obtained. Therefore, most
X-ray detector manufacturers deliver their camera withelbor distortion and flat-field cor-
rection, and the user only has to collect background imagethé desired exposure time. The
manufacturers’ gain and distortion calibration would nalijmremain adequate for a number
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of years. This also holds for X-ray detectors where fibrecplates (1:1 magnification) rather
than tapers are used.

Electron microscopy detectors typically employ fibre opl&tes in combination with large
sensor chips. Two popular large area CCD sensors are thehFi€CCD 485 and 486 (Ea-
gle 4k, Gatan 4k, Tvips 4k). These sensors are also used famder of X-ray detectors
(Bruker APEXI and I, platinum 13200200C, Rayonix 135 and 165). No distortion correc-
tions are required when these sensors are bonded to a fibceptgie. The electron micro-
scopist can perform the background and gain calibrationstraaghtforward manner, as large
uniform flat-field electron beam illumination conditiongaeadily obtained with modern elec-
tron microscopes. Academic and commercial electron méops data collection packages,
such as Tia (httgwww.fei.conyproductgtypegfei-software.aspx), SerialEM [67], UCSF soft-
ware [68], Leginon [69] and Digital Micrograph (htfwww.gatan.conproductgsoftware),
provide functionality for this camera calibration step. eTtate of recurrence at which back-
ground and gain calibration is required is significantlyit@gcompared to X-ray detectors, and
can vary from once a month to a few times a day, depending ocettmera manufacturer.

Correction of raw images does not require the same illunanaionditions during acquisi-
tion of raw images and the white reference images. The dplizesity of a semi-thin scattering-
contrast dominated TEM sample can be modeiadhe Beer-Lambert law:

|og('s"’““p'e) - —al, (2.2)

lo

wherelj is the incoming intensitysamplelS the outgoing intensityy is the absorption cdgcient,
andl is the path length. In this equatidig,does not have to be a uniform beam. A near-uniform
beam can be referred to as flood field [70]. The explicit meament ofl s;mpeandlo in electron
microscopy is, for example, carried out in the Leginon paekior the automatic characteriza-
tion of the thickness of vitreous ice specimens [60]. In @ple, the separate measurements
of the gain normalized imadgain in Eq. (2.1) and a flood field imadg of Eq. (2.2) could be
combined in one measurement. However, such a charactenzabuld only remain valid as
long asly does not change. The flood field imalgewill change for diterent electron beam
settings, whereas the gain normalized imhggis independent of the electron optics, and only
alters with factors such as temperature.

To estimate the properties of a fibre-coupled CCD corredtlis important to suppress
statistical outliers Zingers named after Zinger [71]) in the reference images. They @n b
detected by measuring a large number of images under idéotaditions. Cosmic rays and
muons in particular can produce a burst of photons in thetiBator leading to white spots
or streaks in the image. Radioactive elements (essentlalyum) present in the fibre-optic
tapers can also lead to zingers [72]. Other possible sowfcemgers are X-rays and burst
noise popcorn noisg the latter referring to a variety of electroniffexts that could yield both
increased and decreased pixel values.

The average background imagg(x,y) will be different for diferent integration times.

It has a time-independentfeet, the average bidsi,{(X, y), plus a time-dependent contribu-
tion from the spontaneous thermally-induced generatiaieagftron-hole pairs within the CCD,
which is referred to as dark current. For typical exposurees in bright field TEM imaging of
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biological samples (0.1s to a few seconds) a linear relatiayp be assumed:

I_bg(x’ y) = Ibias(x’ y) + texpldc(X, y), (2-3)

where §,y) denotes pixel positiorte,, the exposure time of the CCD camera (or integration
for the dark images), and¢(x, y) the average dark current in counts per second. The readout
noisel(X,y) is the standard deviation of a large series of backgrouradjed ,; measured at

an exposure time at or near zero seconds,

1] 1/2
In(X,y) = (N ;[Ibg,i - |bias]2] : (2.4)
A flat-field (uniform) illumination of the camera will not rak in a uniform response of the
CCD, as each of the conversion steps from high-energy elextio photo-induced electrons
read from the CCD will introduce local amplification or atietion of the signal. The scintil-
lator will have variations in thickness; some parts couldlmecked by artefacts such as dust,
the coupling of the scintillator to the fibre optic plate whthve imperfections, the fibre optic
plate itself will leave a very strong pattern of individuddries and fibre bundles, the coupling of
the fibre optic plate to the CCD will lead to location-depemidggnal loss and the CCD itself
has a non-uniform response. The combinfidats are corrected for by means of a flat-fielding,
which relies on the measurement of white reference (unifpillaminated) images,i. at one
or multiple exposure times:

Igain(X, y) _ Iwhite(X, y) - Ibg(x’ y) (2.5)

<|white - Ibg)x,y

where@ is an average background image as calculated with Eq. (BdB).ai IS an average
white reference image calculated in a similar way. The matap,y is used to denote spatial
averaging over the entire image.

The modulation transfer function (MTF) is a measure of hogvglgnal amplitude is trans-
ferred for diferent spatial frequencies. It is calculated from the maoslofuthe Fourier trans-
form of the point-spread function (PSF) of the detector. rérere two common methods for
experimental determination of the MTF, referred to as thisenand the edge method. The
noise method is a stochastic method in which the camera Bsexpto uniform illumination.
The incoming signal may be considered as white noise thad basstant power spectrum over
all spatial frequencies. The assumption is that this comsaectrum will be attenuated by the
MTF of the camera as any other signal. We expect the dete&Brt® be dominated by the
fibre-optic plate scintillator and therefore isotropic.eldbsolute value of the Fourier transform
of a uniformly illuminated image, angularly averaged, gigethe MTF of the system [56, 73].
Angular averaging of the Fourier transform can be perforibnecreating rings in an image with
a Gaussian profil&(r, o). The Gaussian-weighted sum of the modulus of the Fouaesform
of the white noise imagi-(q)|,

%G(r,a)lF(q)l
IF(n)] = SG0o)
q

(2.6)
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will yield the MTF after normalization. The edge method isetedministic method and uses
a uniformly illuminated straight sharp metal knife-edgeiathblocks the incident electrons
on one side [74]. The knife-edge profile can be representeal $igp function. An image of
the knife-edge is taken with uniform illumination and is gdted to flat-field correction. The
mean intensities on the dark and bright sides are calcutatddused to normalize the image.
An average edge profile from the slanted edge is extracted fihe image. Oferentiation of
the 1D edge spread function (ESF) gives the point-spreactiom (PSF) and, after Fourier
transform and taking the modulus, a 1D cross-section of ¢gteatbor’'s 2D modulation transfer
function. Assuming an isotropic MTF, an edge measuremeatingle direction sfices.

Attenuation from the MTF alone would not spoil the image gyallf the signal is trans-
ferred up to Nyquist frequency and the MTF is known, one cathéory, restore the image by
deconvolution. In practice, deconvolution will be hampkeby noise. The detective quantum
efficiency (DQE) describes the noise added by the detector.

The DQE is defined as the squared ratio of the SNR between tartpunput signal

SNFeout)2
SNR, |

The noise of a stochastic scattering process is not traesfén the same manner as the sig-
nal [75]. An electron is scattered in the scintillator anddarces photons along its trajectory.
These photons are scattered again. The process in thdlatontis therefore a complicated

combination of scattering and amplification: the noise i@ tletected (output) signal is not
simply the noise in the input signal attenuated by the MTH.[7®e signal and noise transfer

differently as a function of spatial frequengythus the DQE becomes

Sout(q)z/N PS)ut(q)
Sn(0)2/NPSh(q)

where NPS refers to the noise power spectrum. In order toume&QE the frequency depen-
dence of the signal for a white image is approximated by

Sou(@) = SouMTF(0), (2.9)

whereS, is the mean of the signal& Since the input signal is a Poisson process with constant
expected value across the image, the expected variancbapdpected mean of the signal are
the same and frequency independent i.e. NBBS= Sn(q) = Sn. The mean of the incoming
signal equals the integrated fl&, = N. The conversion factor is given &F = Soui/Si. The
DQE can now be rewritten as

DQE = ( (2.7)

DQE(@) = (2.8)

_ ~e2n MTF()
DQE(@Q) = CF N—NPSJUt(q), (2.10)
with
NPSu(q) = FlosholX y)]2 + F[In(x, y)] 2, (2.11)

whereJ[o] denotes a Fourier TransformrgnofX, y) is the standard deviation per pixel due to
Poisson noise anlg, is the readout noise. The noise from dark current is usualhgidated by
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the readout noise and will be neglected in this analysis.rélaive contribution of the readout
noise to NP&(q) is larger for lower integrated flux and higher frequenckeg. (2.10) can also
be expressed as

MTF?(q)
DQE() = NNPSQ)’ (2.12)
where NNPS is the normalized noise power spectrum,
NPSut
NNPS= ———. 2.1
> CPN (2.13)

2.3 Measurement methods

Three of our inhouse on-axis bottom-mounted cameras weamcterized. These detectors,
named X, Y, and Z, are mounted on Tecnai microscopes (FEI @ag he Netherlands) which
were operated at 120 kV voltage. Two of the microscopes héamthanum hexaboride (LaB
tip as cathode, the third one a field emission gun (FEG). Eatteahree CCD sensors has an
active surface of 61.& 61.2 mnt, 4096x 4096 pixels, a pixel pitch of 1am, and a 100 %
fill factor (httpy/www.fairchildimaging.cony. The cameras dier in the phosphor scintillator
and fibre-optic plate that is coupled to the CCD sensor. Thénmed images were read out at
1 MHz by 4 parallel readout ports employing 16 bit AD convestat the maximum speed one
can obtain 7.5 unbinned images per minute. The square inaagdésamed by respectively five
(detector X and Y) and ten (detector Z) reference pixels ahehrection: this frame should be
excluded from the final image. All cameras are Peltier cotdesl set temperature of 248 K in
order to decrease dark current. Image processing was dorgeMATLAB (Mathworks) and
theDIPimagetoolbox (TU Delft, The Netherlands, www.diplib.org). Dat@re collected using
MATLAB scripts, inspired by the TOM toolbox [38] and employg the TEMScripting activeX
server from Tecnai version 3.1.2 (hitww.fei.conyproductgtypegfei-software.aspx). All
functions for camera characterizations can be found omlfievw.diplib.orgadd-ons.

2.3.1 Removal of outliers

Dark reference images were acquired with the column vallsd, i.e. there was no beam. A
series of at least ten images were acquired under identaditions (with the same integration

time). Pixels with intensity fluctuations larger than tends the standard deviation of the inten-
sity of a pixel within the series were marked as outliers. &aanally, the iterative procedure

identified two outliers within a series of ten. Outliers frahe white reference images were
removed in a similar way.

2.3.2 Bias, dark current and readout noise

After outlier removal, the bias and dark current was deteedifor every pixel by analyzing
a total of 100 dark reference images measured at t#areint exposure times. The range of
exposure times was 0.05-10 s. The dark current was detedrnfoneach pixel from the slope
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of a linear least-squares fit of the dark imagessusexposure time. Theftset of this fit gave
the bias.

The ten dark reference images with the smallest exposueewiere used to calculate the
readout noise by computing the standard deviation per piitkIn the series.

2.3.3 Detector #ffective gain measurements

Two different approaches were used to determine fileeteve gain of each detector, one based
on white reference images and the other one based on gradages.

White referencel(ynie) images were acquired withféierent exposure times using a constant
uniform illumination of the detector. The beam was spreatieavider than the diameter of
the fluorescent screen (165 mm) and it was slightly (15 mnfjeshfrom the optical axis in
random directions between the acquisitions of the suoceegsiages in order to average out
any potential non-uniformities in the illumination. Froimese images the average background
I,y Was subtracted. Outliers were removed as described abeviesf at least ten repeated
exposures were made for sevefielient exposure times (range 0.05-8). Apart from the beam
shift and exposure time, the illumination conditions weeptkconstant during the acquisition
of all images. The spatial median of the intensities of akefs within each quadrant was
determined for each exposure time. Pixels with an averagasity that difered more than 1 %
from this median were excluded in subsequent calculatibhe.variance of the pixel intensity
within the series was determined for each selected pixed riban of the variancgar(l))yy
and the mean of intensiti€s),, over the selected pixels in each quadrant were computed. A
plot of the mean varianceersusthe mean intensity was made with dots representing the pairs
[(Dxy.(var(l))xy] for each exposure time. The slope of a linear least-sqdém@fshis plot gave
the e@fective gain of the camera.

The dfective gain was also determined using gradient images X 8gries of at least ten
repeated measurements were made of a highly non-uniform.bléar the LaB microscopes,
an intensity gradient was achieved by imaging the blurredrbedge at very high magnifica-
tion. Since blurring of the beam edge idfdiult to achieve for a FEG source, astigmatism of
the condenser lens was used. Like in the aforementionedoahetiitliers were removed, the
average background was subtracted, and the mask deteratiosd was applied. The inten-
sities in the gradient images were distributed into 100.birtse variance and the mean of the
intensity were calculated for each bin. Thiéeetive gain of the camera was again determined
as described above.

2.3.4 Bias correction, gain normalization and pixel respose

The white reference images described above were also usdeté the linearity of the pixel
response. Similar to the calculation ng (Eq. (2.3)), a linear least-squares fit of intensity
versuseexposure time was computed for each pixel to yield the aearddte imagd mie(X, y) =
lbg(X, Y) + texplsiopd(X. Y) . The linearity of the pixel response as a function of theosxpe time
was checked by computing?, the square of the sample correlation ffiméent between the
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measured and predicted values. The gain normalizationdmgagwas calculated usinﬁgj and
lwhite (EQ. (2.5)).

Prior to the correction of a raw image using Eq. (2.1), bopiegls had to be excluded from
analysis. This border is 5 pixels wide for detector X and Y &0 pixels wide for detector Z.

2.3.5 Modulation transfer function (MTF)

Ten flat-field corrected, uniformly illuminated images takeith 1 s exposure time were used
to calculate the MTHvia the noise method. In order to avoid problems due to averagmégw
data points at low spatial frequencies, we used a variablelard deviation for the Gaussian in
Eqg. (2.6), namely- = 2.5 at low frequencies ang = 0.9 at higher frequencies. Note that the
angular averaging takes place in the reciprocal domainfaatd-tis expressed in the number of
bins. Individual MTF curves were calculated for each of #reimages; the final noise-method
MTF was an average of these.

Both the beam-stop and thefidaction aperture were used to determine the Midthe
edge method. The beam-stop was placed directly above thedltent screen under a slightly
inclined angle with respect to the pixel array [78]. Ten ima@f the edge were taken with
uniform illumination and subjected to outlier rejectiondditat-field correction. The mean in-
tensities on the bright and dark sides of the beam-stop vedcalated and used to normalize the
image. The average edge profiles from the slanted beam-gtgveere extracted from the im-
age. The edge profiles were oversampled with a factor of aigthprocessed according to [79].
Averaging of 128 lines along the edge suppressed the noisgi@ided a 1D edge-spread func-
tion (ESF). The point-spread function (PSF) of the detewtas obtained by computing the
derivative of the ESHvia finite difference. Owing to Poisson statistics, it proved to be neces-
sary to reduce the noise of the bright side of the edge byngetiie tails of the PSF to zero.
Individual MTFs were obtained after down-sampling the P8Rhe original pixel pitch and
computing the magnitude of the Fourier transform. We regzb#itis procedure for ten images
and averaged the ten MTFs to obtain a more robust estimation.

Images of the diraction aperture were taken at low magnification of the tme lens
system (100) and these images were normalized to yield an average vhreanside and
zero outside the aperture hole. Edge profiles perpenditutae edge were extracted, averaged,
and further processed as described above. The curved etlgeayerture was found using the
PLUS operator [80] with subpixel precision.

2.3.6 Conversion factor and detective quantumfliciency (DQE)

The conversion facto€F was measured by relating the beam curiggt, and exposure time
texp to the integrated intensit® (in ADUSs) in the corrected output image. The beam diameter
was made to be smaller than the field of view of the camera torertbat the detector captured
allincident electrons. The incident beam current was akththrough the Tecnai TEMscripting
activeX server interface, which reads the current from theréiscence screen. For all micro-
scopes, the incident beam current readings were postatbusing an independent current
measurement from a Faraday cage of a double tilt analytmdieh (Gatan, Inc., model 646).
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A Keithley model 602 was used as a picoamperemeter. The oudactorCF in ADUs per
primary electron (ADU pe') was calculated using the formuGF = 1.6 x 107°0/(Ipeantexp),
wheret,,, is the exposure time of the detector.

The MTF from the edge method was used for the DQE calculalibe.NNPS was based on
the subtraction of two raw uniformly illuminated, dark-s$tazted images that were measured
with the same exposure timg = (11 — 1)/ V2, with I; = Iyhiter — Ibg @ndls = lypiteo — Ipg. The
integrated fluxN = (I; + I2)x,/(2CF) used for these images was 176, 149, and 124 primary
electrons per pixel for detector X, Y, and Z, respectivelysiAe-shaped windowing function
(w) was applied to this image in order to avoid edge artifacisfthe implementation of the
discrete Fourier transforn#{. The square of the Fourier transform was multiplied by ftur
compensate for the power loss as a result of the windowingukam averaging of the spectrum
was performed. The influence of the readout noise was raepegséhrough the term NNRS
F?[1 (X, y)/CF]. The normalized noise power spectrum NNPS was obtaired Eq. (2.11)
and Eq. (2.13) after dividing the contributions from thed3oin noise and readout noise by the

integrated flux\,

NNPS=

(AF[Wp]2),, + FmE)2

N

After determining the NNPS, the DQE was computed using EG2(2

Table 2.1. Characteristics of three in-house 4k TEM detectors at 120 kV
The single chip sensors are read out from fouifredéent ports: upper left (UL), lower left (LL), upper right R)

and lower right (LR).

(2.14)

Detector X Detector Y Detector Z
Quadrant UL UR LL LR UL UR LL LR UL UR LL LR
Bias (ADU) 496 498 487 485 505 504 508 505 1003 1002 1002 1002
Readout noise (ADU) 76 88 79 96|70 73 70 7233 34 35 35
Readout noise (CCDgf 11.4 132 11.8 144105 109 105 10.89.8 10.2 105 105
Dark current( ADU pixetls™/
CCDe pixels™)
Mean 0.3%0.47 2.904.35 0.050.15
Standard deviation 0.370.56 1.141.71 0.170.33
No. of pixels with
I4c > 50 ADU pixells? 144 86 9
Effective gain (ADUpe™t) 50 56 53 56|77 77 77 7746 46 48 5.0
Conversion factor (ADYpe™?) 76 100 34
MTF at 05 Ng (120 keV) 0.12 0.13 0.19
DQE(0) 0.6 0.6 0.6
DQE at 05 Nqg 0.15 0.16 0.14

+ The nominal gain was estimated to be 1.5 CCPp&DU (binning 1) for detector X and Y and 3 CCD¢ADU for detector Z.
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Fig. 2.1. Number of outliersrersugtime. Figures (A)-(C) show the number of outliers in the damkges
and (D) shows those in the white reference images. Detectmmd¥Z show an increase in the number of
outliers with integration time in the dark references. Thenber of outliers in the white references was
comparable for the three detectors.

2.4 Results

2.4.1 Outliers

Fig. 2.1 presents the number of outligessugntegration time (for the dark reference images) or
exposure time (for the white reference images) for eachctimta=ig. 2.1A and Fig. 2.1C show
a comparable increase of almost 1500 outliers in the daskerete images when increasing
the integration time from milliseconds to 10 s. This incee&s not observed for detector Y
(Fig. 2.1B). The number of outliers in the white referencages is highly similar for all the

three detectors (Fig. 2.1B).

2.4.2 Bias and dark current

The bias in the images canfidir for each of the four quadrants, as each readout port hasiits
AD converter. Fig. 2.2 shows a histogram of the bias for eacdoant of the three detectors.
The average bias values for the four quadrants are 496, 898 ad 485 ADUs for detector
X, 505, 504, 508, and 505 ADUs for detector Y, and 1003, 10021 and 1002 ADUs for
detector Z (Table 2.1).

Fig. 2.3 shows a histogram of the dark current for each ofiheetdetectors. The average
(standard deviation) of the dark currentis 0.31 (0.37)(2.84), and 0.05 (0.11) ADU pixels
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Fig. 2.2. Histogram of the bias for each quadrant of the three det&cldre bin width of the histogram is
1 ADU. Average bias is 492, 506 and 1002 ADUs for detectors X, Yespectively. Detector Z shows
the smallest spread of the bias.

for detectors X, Y, and Z, respectively. Dark-current gatien is a Poisson process. Therefore
it is to be expected that pixels with a high dark current widloehave a high standard deviation
of the dark current.

Pixels with an excessive dark current are so-cdiledpixels A complementary cumulative
distribution of these is shown in Fig. 2.4. The numbers oé[sxvith a dark current larger then
100, 50, and 30 ADUpixets™ are 40, 144, 675 for detector X, 19, 86, 853 for detector Y, and
4,9, 21 for detector Z, respectively.

2.4.3 Readout noise

Owing to the diferences in readout circuitry, the readout noise is measaearately for each
of the four quadrants of the image. The specification for #gedout noise for a Fairchild
CCDA486 Image Sensor is 8 ADU (12 with 1.5 CCDe per ADU nominal gain). The mean of
the readout noise isBADU for detector X, 71 ADU for detector Y, and 3 ADU for detector

Z (Table 2.1). The nominal gain for each detector was detegthirom the comparison between
full well capacity and saturation intensity in the imagewHs estimated to be3 CCDe per
ADU for detector X and Y, and 3 CCDeoer ADU for detector Z.
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Fig. 2.4. Complementary cumulative dis-
tribution function of the hot pixels, show-
ing the number of pixels that have a

the smallest spread of the dark current. dark current higher than a certain value.
The number of pixels with a dark current
larger then 100 ADU pixef's ™t is 40, 19

and 4 for detectors X, Y, and Z, respec-

tively.

2.4.4 Lookup tables

Fig. 2.5A depicts the average outlier-corrected and backut-correctedi,» image of detector
X with normalized gain values. In close-up (Fig. 2.5B), theage fibre bundles and even the
individual fibres can be clearly seen. Fig. 2.5C gives a clgsef | 4, Of detector Z, displayed
at the same magnification as in Fig. 2.5B.

A mask is made for those pixels, where a very low signal wasmesl (g.in < 0.2, e.9. due
to dust or broken fibres), or where the signal was excessiaedg (g.in > 2, €.9. due to thicker
parts of the scintillator). The low and high threshold val{@.2 and 2.0, respectively) were
selected empirically. Pixels within this mask could be eitreplaced by a value based on the
mean and variance of the closestrmalneighboring pixels, or remain marked @asobserved
during subsequent processing. This mask forms a lookup talkether with the list of pixel
defects identified during the analysis of the dark referemamges.

2.4.5 Linearity of the response

The linearity of response was assessed by making a linesirdgaares fit to the intensity of the
white reference imagegersusexposure timeR? was calculated for every pixel. For all three
detectors, the linear response was good within the ranga@ifsity values measure®? was

higher than 0.999 for almost all pixels. It proved to be urssary to extend the mask of bad
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@) ®) | " ©

Fig. 2.5. The dark-corrected and scalgdinimage. (A) Overview for detector X, showing thef@rence
between the four quadrants. (B) Detail of (A), showing thetfibptic coupling and individual fibers.
(C) Detail of lg,n Of detector Z, shown at the same magnification as in (B). Tfeedd the fiber bundles
is about 11 mm for detector X and Y and 450m for detector Z.

pixels (lookup table) with pixels that had a particular IB#wvalue (e.g.< 0.9).

The averageféective detector gain was calculated for each quadrant aeghausing both
white reference and gradient images. Fig. 2.6 showsftketa/e gain for the upper right quad-
rant of the CCD using white reference images. Table 2.1 shiogvefective gain in ADUs per
primary electron for all quadrants. Detector X and Z have mmarable &ective gain of on
average 5 ADYpe . Detector Y gives more ADUs per primary electron (7.7), asdftective
gain is very homogenous over each of the four quadrants. hidlet cameras showed excel-
lent linearity of the variance in pixel response as a fumctibthe pixel intensity. The method
with gradient images was used for comparison and ffecve gain values of the upper right
guadrant are 5.6, 6.7 andB4ADU/pe" for detectors X, Y, and Z respectively.

246 MTF

The modulation transfer function (MTF) was calculated with noise (Fig. 2.7) and the edge
method (Fig. 2.8). Both the beam-stop (Fig. 2.8A) and tlieatition aperture (Fig. 2.8B) were
used to generate an edge. The MTF at half Nyquist was simhanwdetermined with either of
the two edge methods: 0.19 for detector Z, and 0.12 (beamrsé@asurement) or 0.13 (aperture
measurement) for detector X and Y. The MTF reached a higheinmim at higher frequencies
for the noise method compared with the edge method.

The MTF of detector Z was also determined at 200 kV (Fig. 2.88%hows a more rapid
decrease at lower frequencies. The MTF at half Nyquist waesomed to be 0.19 at 120 kV and
0.13 at 200 kV.
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Fig. 2.6. Effective gain measurements from white reference images afgper right quadrant for the

detector X (dashed line), Y (dotted line) and Z (solid lin€he values for the other quadrants are given
in Table 2.1.

2.4.7 Conversion factor and DQE

The conversion factors at 120 kV as measured using the scoeemt method, are 76, 100, and
34 ADUs per primary electron for detector X, Y, and Z respai. The conversion factor for
detector Z at 200 kV was 23 ADU per primary electron. Fig. 28ves the DQE for all three
detectors. DQE at frequencies close to zero is about 0.8lfthrae detectors (Table 2.1).

2.5 Discussion

Raw images provide useful system information. Quantiticatf noise based on raw (unpro-
cessed) CCD images will givefterent numbers compared to quantification based on corrected
(calibrated) images owing to image rescaling by flat-figgditn this study, the characteriza-
tion of the cameras was based on raw images, which couldniateély be obtained through
scripting for all of our inhouse detectors. Data acquisigoftware, such as Digital Micrograph
(httpy//www.gatan.conproductgsoftware) and Serial EM [67], typically collect one new dark
reference image prior to the collection of each new seri@mafes, thus ensuring that the dark
reference image noise was representative for the imagingittons used. The disadvantage of
this approach is that the acquisition of new dark referemages for every new series of images
takes time. Multiple dark reference images would be neededder to reject zingers. The FEI
Tecnai software (v.3.1.2; www.fei.com) also allows onldsk subtraction, but relies on previ-
ously collected dark reference images. These images dextaa for one exposure time only,
making dark subtraction less accurate if deviating exposores were used. The possible ad-
vantage of the use of a series of previously collected ddeterce images (apart from gain in
data-collection speed) is that more elaborate outlierete&yn schemes could be applied. Fig. 2.1
shows that the number of outliers, including decreased pataes, can be quite substantial, up
to 1 per 1000 (or A %) for detector X. The number of outliers in the dark refeeeimages
increased both for detector X and Z as a function of exposme with a rate of approximately
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Fig. 2.7. MTF obtained with noise method. Radial averaging was peréar with Gaussian rings in
order to diminish discretization error.

150 pixels st. This high rate can probably be attributed to the larger arfae of cosmic rays
and radioactive decay with increased integration timeolrtmast, detector Y did not show such
an increase. This detector has a much higher dark curremt ZB3; Table 2.1), compared to
detector X and Z. The increased noise level of detector Y rajdo exposure times probably
masks the detection of the increased occurrences of auigeobserved for the other two detec-
tors. For all three detectors, the dark current is much hitten the tabulated nominal number
of 0.005 CCDe pixel*s™ for the 486 Fairchild sensor, cooled to 213 K. A doubling d th
dark current for every 7 K of temperature increase (Jittpvw.fairchildimaging.conmairy-
document&Condor486-9(ReVE.pdf) would suggest that these sensors, despite tesitical
set temperature of 248 K, are actually used at a temperat@®9aK (detector X), 281 K (de-
tector Y), and 248 K (detector Z). An increased dark currentld also be a consequence of
radiation damage to the CCD itself [81]; however, detectava$ basically new at the time of
characterization. We interpret these numbers as a stralcation that detectors X and Y are
not cooled as well as detector Z.

Macromolecular crystallography (MX) CCD sensors are galhecooled to far lower tem-
peratures compared with TEM CCD sensors. For instance, iiieeBAPEXII detector (based
on Fairchild 486 sensor) is cooled to 213 K and the Rayonixdeébctor to 203 K. The lower
temperature is partly required because of the longer expdsnes that are used at older X-ray
sources and the lower conversion factors for X-ray photonspgared to high-energy electrons.
These X-ray detectors are thermally isolated units thapka®ed separately from the goniome-
ter holding the specimen. This allows these detector matwifars to accurately control the
vacuum and temperature of the CCD, overcoming the needitinerecalibration. In contrast,
TEM detectors are directly mounted on the electron micrpsdn a vacuum that is controlled
by the electron microscope manufacturer rather than thecttetmanufacturer. This vacuum
also contains the specimen, films etc., and is thereforeumtgteed to be of constant quality.
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Fig. 2.8. MTF obtained with the edge method employing (A) a beam-silepe(ctor Z is characterized at
120 kV and 200 kV) and (B) an aperture.

Deeper cooling of the CCD sensor and the coupled fibre-ofatte pould result in condensation
on the detector surface. In contrast to X-ray CCD detecidEs/ detectors do seem to require
repetitive recalibrations. It is our impression that tregfnency of calibration could be lessened
if the vacuum and cooling conditions of the camera could lteebeontrolled; i.e. to a standard
comparable to those of MX detectors. A more constant andedte®wling of the TEM detector
would allow the use of more accurate bias-correction and-gairection schemes, faster data
collection (no need to recollect dark image every time), amcoupling of the correction for
CCD fixed-pattern noise from the correction for beam inhoemagties.

Fig. 2.4 shows the number of pixels with a dark current highen a certain threshold.
Various criteria can define a hot pixel, for example a darkenirhigher than ten times the
average dark current, or dark signals higher than one pdr @Dhe maximum encoding range
at the nominal exposure time [53]. Fig. 2.4 seems to strofaylgr detector Z above detector
X and Y, but this diference would be less striking if the first criterion would édeen used.
The hottestpixels, particularly for detector X, will saturate, withetltolumn valves closed, if
exposure times between 10 and 60 s are used; leakage witliregixel column defects. Not all
detector manufacturers give image-blemish grades (pdimster and column defects) as this
Is a delicate balance between system cost, industrial-etates-art and actual experimental
needs. As long as no recalibration of the detector is neduae@jxels can be reliably identified
and taken into account during subsequent data processiagh®gyr replacing them by a value
based on the statistics of neighboring pixels or markingntlsunknown This lookup table
will also contain extreme values from the gain-normalizedge as obtained using Eq. (2.5).

The impact of the use of lookup tables for image correctiotobees particularly appar-
ent during the calculation of cross-correlation functianth the purpose of measuring image
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Fig. 2.9.DQE for three detectors, measured with an integrated flu8af 146, and 80 primary electrons
per pixel for detectors X,Y and Z respectively. The simthain the graphs indicates that the lower MTFs
of detectors X and Y are compensated for by large conversictorfs.

shifts. Image shifts are often measured in automated TEMeaghares, e.g. during automated
tomographic data collection [82]. These automated proe=diail if image shifts are not mea-
sured correctly. Therefore, if the fixed-pattern noise isfally accounted for then images are
not measured correctly because of the appearance of amadtliindesired peak at the origin
of the cross-correlation function. This origin peak cop@sds to the unshifted fixed-pattern
between the two images. The height (intensity) of the orgeak can dominate the true cross-
correlation peak when low contrast specimens such as edrtfiological materials are imaged.
Under these conditions, the true correlation peak will batireely low and the appearance of
an origin peak due to imperfect calibration may well posetbrto reliable automation. The use
of lookup tables could mitigate part of the problem of fixeattprn noise, but unfortunately not
all software packages can employ these at present. Camextithe raw images with our own
average dark and white images virtually eliminates theszomsrelation origin peak.

Uncorrected systematic outliers could result in undesraltifacts if the data is used for
3D reconstructions. State-of-the-art tomographic regang8on packages, such as IMOD [83]
and Inspect3D (www.fei.com), can use statistical critéoiadentify and correct cosmic rays
and detector flaws prior to reconstruction. However, mot#lsisystematic errors would still
propagate unless adequate lookup tables are used.

The use of four readout ports of data from a CCD chip can reswbth bias (Fig. 2.2)
and gain (Fig. 2.5A) inhomogeneities. Gain inhomogengitiecorrected diraction images of
+1 % or less with respect to the average values are deemed tzdgtable [53]. The quadrant
gain inhomogeneities in the raw images are less then 1 % fectbe Z, whereas they are
around 6 % for detector X and Y. An improper correction of ppbalanced ffsets could lead
to quadrant-edgefkects, especially in Fourier domains [68]. Correction wdlrinore precise if
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the spread of the bias is smaller.

The conversion factor is rather large for detector X (76 Ap&) and Y (100 ADUpe),
whereas detector Z has a conversion factor (34 Apdd at 120 kV, 23 ADUpe at 200 kV)
that is close to values given in literature for that type dedeor. The readout noise, in CCQe
is slightly higher for detector X then detector Y and Z (TaBl&). The &ective gain is rather
similar for detector X (838 ADU/pe’) and for detector Z (8 ADU/pe’), whereas detector Y
is the most sensitive with arffective gain of 77 ADU/pe . For simulated data, thefective
gain will converge to the conversion factor for increasecpbinning as the dampeningdfect
of point-spread function will decrease for higher binnikgr the data presented here,1 &6
rebinning reduces thefiierence betweentective gain and conversion factor to less than 10 %.
However, for higher binning, theffiective gain does not converge to the conversion factor due
to detector response inhomogeneities [53].

Both the edge and the noise method give a comparable refatikeng of the three detectors.
Detector Z shows a better propagation at low frequency coatb@ detectors X and Y. Even
for 200 kV electrons, detector Z looks better between 0 a2dNy.quist rate compared to
detectors X and Y for 120 kV electrons, whereas it is comgarabhigher frequencies. For
higher voltages of the electron source, the percentagesofrehs that are backscattered from
the support layer of the CCD camera will be higher [84]. Theyenter the scintillator and give
rise to intensity at a large lateral distance from the plaey tinitially hit the scintillator and
cause the more rapid decrease of signal for low frequenBig€hanging the thickness of the
phosphor layer one can alter the balance between sensdivit resolution as a thicker layer
gives a better sensitivity but also larger point spread.s Thight explain why detector X and
Y have better sensitivity but lower resolution comparedetedtor Z, although the flerences
in size of the fibre optic bundles.@@ mm for detector X, Fig. 2.5B; 450m for detector Z,
Fig. 2.5C) are also likely to have afftect on the MTF at low resolution. The noise method
gives too optimistic values for the MTF at higher frequesaihere the noise contributions of
the camera start to dominate. Both the beam-stop (Fig. 2a88}he aperture (Fig. 2.8A) MTF
graphs approximate zero towards Nyquist frequency, wisiceported to be an over-pessimistic
estimate of the true MTF [56].

For all three detectors, the DQE at frequencies close tofzequency is about 0.6. Mea-
surement errors in conversion factor would give proposdlarrors in the DQE measurement
(Eq. (2.10)). TEM detectors with larger pixel sizes can stewgn better DQE(0) values of
0.8 [85] or 0.76 [84]. The normalized noise power spectruthba integrated flux-dependent;
Fig. 2.9 shows the DQE for our three detectors measured witkatively high integrated flux
of 182, 146, and 80 primary electrons per pixel. Overall DIQESs of the more sensitive detec-
tors X and Y are remarkably comparable with the DQE of thestraand less nosy detector Z
(Fig. 2.9).

A number of programs exists to aid macromolecular crysgasiphers in planning their
data-collection strategy [86—88]. From one or a few imagfesse programs will characterize
the specimen, simulate data-set statistics fedent combinations of data-collection parame-
ters, and suggest the most optimal ones. The program Bds1¢88rs its name by being able
to suggest an optimal data-collection strategy based omtist complete set of parameters.
These include anisotropicftiiaction, background scattering, detector statisticspggoc pa-
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rameters, and even radiation damage [89, 90]. Given a nuailbest images, the program will
suggest exposure time, rotation range, number of imagestarithg angle, and predict data-
set statistics such as signal-to-noigesusresolution for each suggestion. One could imagine
a similar scheme for (cryo-) electron microscopy, in patac for tomographic data collection,
where the #ect of parameters such as defocus, rotation steps, numbegtes, singleersus
double tilt, integrated electron flux and electron flux, mégation and detector binning could
be simulated after an initial characterization of the speei with a small number of test im-
ages. A detailed knowledge of all the parameters involveduding the characteristics of the
camera as determined here, will aid the development @xpert systerff1] that will aid the
electron microscopist to make objective and reproducibtasions for their (tomographic) data
collection.

2.6 Conclusion

A general methodology for characterizing TEM CCD detectas been presented. The set of
algorithms have been added to the publicly available imagegssing toolbox for MATLAB
(www.diplib.orgadd-ons) to allow non-expert electron microscopy userf&oacterize, based
on uncorrected images, the properties of their CCD detedtorthermore, it can facilitate
information exchange between detector users and produddnsee 4k inhouse CCDs have
been characterized, showingtdrent strengths in terms of sensitivity, resolution, DQHE an
noise. The need for the use of lookup tables is demonstrabeeld pattern noise could be fully
accounted for by using large sets of dark and white referanages. Unfortunately, the noise
patterns seem to drift in time, possible because of unstalgkng of the CCD sensors, thereby
limiting the useful lifetime of these reference sets.

Acknowledgements

The authors thank Frank Faas and Montserat Barcena forlulsfuissions, Remco Schoen-
makers for critical reading of the manuscript and Paul Mgdoe crucial help in the determi-
nation of the conversion factors by calibration of the irecitlbeam currents.



Chapter 3

Defocus and astigmatism estimation
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Abstract

Defocus and twofold astigmatism are the key parametersrgmgethe contrast transfer func-
tion (CTF) in transmission electron microscopy (TEM) of Wwea#hase objects. We present a
new algorithm to estimate these aberrations and the assdaiacertainties. Tests show very
good agreement between simulated and estimated defocusstigthatism. We evaluate the
reproducibility of the algorithm on experimental data bpeating measurements of an amor-
phous sample under identical imaging conditions and byyairad the linearity of the stigmator
response. By using a new Thon ring averaging method, the latbolu depth of the rings in a
1D averaged power spectrum density (PSD) can be enhancquhoednito elliptical averaging.
This facilitates a better contrast transfer assessmeheipresence of spherical aberration. Our
algorithm for defocus and astigmatism estimation inverts ¢ontrast of the Thon rings and
suppresses the background in the PSD using an adaptivenglitgrategy. Template matching
with kernels of various ellipticities is applied to the fikéel PSD after transformation into po-
lar coordinates. Maxima in the resulting 3D parameter spaseide multiple estimates of the
long axis orientation, frequencies and apparent ellipéisiof the rings. The frequencies of the
detected rings, together with outlier rejection and assigmt of an order to the CTF zeros, are
used to estimate the defocus and its uncertainty. From astins of defocus and ellipticity,
we derive astigmatism and its uncertainty. A two-pass agpgraefines the astigmatism and
defocus estimate by taking into account the influence of ttenk spherical aberration on the
shape and frequencies of the rings. The implementationeopthsented algorithm is freely
available for non-commercial use.

35
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3.1 Introduction

In order to improve resolution and allow reliable quaniatimage analysis in transmission
electron microscopy (TEM), it is essential to account far &fects of the oscillating contrast
transfer function (CTF) on the image formation, the elaahd inelastic scattering properties
of the sample, and theffects of the TEM detector. Determination of the CTF paransetes-
pecially defocus and twofold astigmatism, is crucial inigesg post-processing strategies to
account for the #ect of the CTF and for interpretation of the images at spatajuencies be-
yond the first zero of the CTF. Additionally, in high resoartielectron microscopy (HREM),
the unbiased and precise estimation of defocus and asiggmadrms the basis for the assess-
ment of the maximal contrast transfer of the microscopepfitenal adjustment of aberration
correctors, exit wave reconstruction, and the modelingnaige formation.

Early descriptions of the influence of these aberrationdher@TF can be found in [92,93].
One of the most commonly used autofocus routines in TEM (@albe for life-sciences) is
based on a beam-tilt induced image displacement [94]. lardadobtain accurate estimates of
defocus and astigmatism it is desirable to measure themdifiractograms of an amorphous
sample, and avoid changes of the imaging conditions andipesstroduction of higher order
aberrations due to tilting of the beam. Many methods [3138336, 40—46, 95-100] base the
CTF parameters estimation on the patterns infaatitogram known as Thon rings [93] (see
also Fig. 3.1B). The CTF parameters are usually estimatedhipymizing the discrepancy
between the background-subtracted power spectrum den@ED) of simulated and measured
projections [41,42,44-46,95-100].

Some methods use 1D radial profiles obtained from circularaming of 2D experimental
PSD [41, 95, 97] or by elliptical averaging [40]. An inadequaf circular averaging is that
it neglects astigmatism. Astigmatism distorts the circsldape of the Thon rings and thus
decreases their modulation depth in the obtained 1D profiléew algorithms that consider
astigmatism involve concepts such as dividing the PSD iatboss where Thon rings are ap-
proximated by circular arcs [44,101], applying Canny edggection to find the rings [40] prior
to elliptical averaging, determining the relationshipvioe¢n the 1D circular averages with and
without astigmatism [102], or using a brute-force scan oatadase containing precalculated
patterns as in ATLAS [103]. Some other approaches for estig& TF parameters do a fully
2D PSD optimization [46,98-100] but they usually regulatd it numerous parameters by an
extensive search that does not guarantee convergencdefadre, only a few schemes that
were developed for defocus estimation provide an errotyars]103, 104].

The background in the PSD hampers the Thon ring detectiontemndfore should be sup-
pressed prior to estimation of defocus and astigmatism.bBle&ground dominates at low fre-
guencies and originates from various contributions sudhelkastic scattering, camera noise,
and object structure. At high frequencies the oscillatemesdamped by the envelopes originat-
ing from the energy spread, finite source size, and the aet®chodulation transfer function
(MTF); as a result they submerge in the noise. Most statd@fart algorithms for defocus
determination mentioned above [40-46] base their estimain procedures that calculate a 1D
averaged PSD, fit a non-linear background model through&fizrRinima, and finally subtract
it in order to extract the CTF oscillations. Backgroundrfigti however, is a dicult step and



3.1. Introduction 37

often introduces systematic errors as no true model fordracind can be generated and the
fitting is sensitive to the shape and the frequency rangeedfitied model function. In [48] we
analyzed the robustness of an approach based on backgnabtnacsion by characterizing the
defocus estimation from each CTF zero individually. Theimanat low frequencies were less
reliable since they depend strongly on background sulracHence, it is desirable to avoid
fitting of a background function through the local PSD minima

The precision of quantitative HREM image analysis is ofianted by the precision of the
related aberration estimations. The latest instrumentathprovements of aberration correc-
tors require high precision and low bias of aberration est&®. For determination of higher-
order aberrations, the Zemlin-tableau method [105] is comlynused which relies on accurate
measurements of lower-order aberrations and requiressiitog of a number of images. In
HREM, some of the alternative methods to Thon ring pattecogaition include estimation of
defocus and astigmatism from crystalline regions [106]sing defocus series [107]. A number
of algorithms developed for materials science applicati@port small absolute errors in defo-
cus and astigmatism [103,106-110]. However, none of thgseilhms consider estimation of
small astigmatism (few nm) at high defocus values (orderfeinamicrons) which implies very
small ellipticity of Thon rings. Such settings are commonlife-sciences applications where
phase contrast imaging is used mostly at significant defocus

Most state-of-the-art algorithms mentioned above areitemso background estimation
and subtraction, thresholding of the PSD, and involve nomeintermediate steps that must
be optimized. Peaks in fliactograms from crystalline material, incomplete appeegaof
the rings in a certain direction as a result of astigmatisgsmporal envelope ayat sample
drift represent an additional challenge [103]. Furthemmdne presence of spherical aberration
(Cs) changes the frequency and shape of individual Thon ringsh that they can be only in
approximation considered as ellipses. Although elliptasseraging (e.g. [40]) of the PSD is
an improvement over the commonly used circular averagingerof the approaches so far
have included the influence @ on the shape of the rings in the averaging procedure to get
one-dimensional Thon ring profiles; this becomes more itambifor a relatively small ratio
between defocus and spherical aberration terms in theaimgrifunction.

This paper presents and validates an unbiased and preg@é&lah to automatically esti-
mate defocus and twofold astigmatism fronffidictogram(s) of an amorphous sample together
with the corresponding uncertainties. We assume thatraatigm is smaller than defocus, i.e.
Thon rings are approximately elliptical. This requiremisrtyypically met in life sciences appli-
cations where defocus is in the micrometers range. Theitigarhowever, can also be applied
to a range of parameter settings typical for materials seiexs long as the defocus is larger
than astigmatism. The algorithm has been implemented imid&e, a MATLAB toolbox for
scientific image processing and analysis, and will be fraefjlable for noncommercial usea
email upon request (httpvww.diplib.orggadd-ons).
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(A), SO R AR =

Fig. 3.1.(A) Ptlr sample imaged at a requested microscope underfafcl@00 nm and magnification of
62 kx; (B) Power spectrum density (PSD) of the same image istgoWhon rings that are not perfectly
circular due to astigmatism. The scale bar correspondstor@?.

3.2 Theory

3.2.1 Phase contrast

In approximation, image formation of weakly scatteringemtt$ in TEM can be considered as
a linear process. For non-tilted and thin specimens, thecdefis constant across the field of
view and therefore, the CTF is space-invariant. Phaseastdccurs as a result of interference
between the unscattered part of the electron exit waveifumand the elastically scattered part
from the specimen. The electron wave is further subject teguiency dependent phase shift
introduced by the microscope aberrations. If we consideespal aberration, defocus and
twofold astigmatism, the total aberration function is

2r (1 1
(@0 = 2 (Fee - a1 @)

whereq is the magnitude of the spatial frequenay, ). The relativistic electron wavelength

A depends on the energy of the incident electrons. It is assuhad the spherical aberration

Cs is known. The defocus at eucentric heightAis. We use the convention that underfocus
impliesAf > 0, as in [111]. Twofold astigmatisnf\({, @;) describes the azimuthal variation of

(de)focus

Af(a) = Af — Ay cos2(@ — 1)) . (3.2)



3.2. Theory 39

The same sign convention is applieddpas to defocusA; > 0 corresponds to underfocus, and
sgn(A) = sgn(Af)). Fig. 3.2 illustrates the change of sign&f while altering between under-

focus and overfocus due to the fact that the focal distantdseadangential and the meridian

rays interchange. The transfer function of the lens syssgifilil]

T (g, @) = e, (3.3)
The Fourier transform{[c]) of the electron wave at the back focal plain is given by
¥ (q.a) = F [V T (g, ) (3.4)

wherev, (X,y) = f V(X,y, 2 dzdescribes the projected scattering potential of the sampte
direction of the incident electrons; = Ame/(2n7?) is the interaction constant, and the tilde
refers to the Fourier domain. Finally, the intensity in theage plane is defined as

L (xy) =¥ (XY~ (3.5)

3.2.2 Partial coherence and amplitude contrast

The energy spread and the finite source size introduce teinpod spatial incoherence re-
spectively. These can be modeled as damping envelopes sp#tial frequency domain. The
temporal incoherency of the source can be modeled as a cticaenaelope function [111]:

Jr/quCCAE)Z 3.6)

4E+In2

HereC, is the chromatic aberration ciheient, which is usually of the same order of magnitude
asCs (a few mm). The energy of the incident electrongiand the energy spredE is around

1 - 2 eV for thermionic guns (La§ and 03 — 0.5 eV for field-emission guns (FEG). See
Table 3.1 for specifications used here. In the case of ntedtilumination K, does not exhibit
azimuthal dependency [112]. Furthermore, the finite sosim®introduces spatial incoherency
which results in the spatial envelope:

o]

(rCs%q® — nAf(@)q)?a?
In2

Ks (g, @) = exp|- (3.7)

whereq; is the illumination aperture that is usually in the order efiths or hundredths of
mrads. The total incoherency of the source can be summagzed

K (g, @) = Ks (g, @) K(0). (3.8)

Furthermore, the thickness of the sampuleiGduces another damping envelope [29]

Kq(q) = sinc(%/lqzd).
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In our analysis, however, we assume that the influencKq(d) is negligible compared to
K (g, @). The influence of the objective aperture is described as

1 |q| S qCUt7
A =
o {0 Al > Gur

whereqe,: = 2rd,,/(f 1) is the cut-df frequencyd,, is the physical diameter of the aperture and
f is the focal length of the objective lens. The amplitude msitattenuation can be modeled
by an imaginary term in the projected potential

v, (XY) = V(% y) +1A-(XY). (3.10)

The amount of amplitude contrast is given by the ratio of tieraation term to the magnitude
of the projected potential

(3.9)

W(g) = —= AZ(Q)N - (3.11)
VAL + V()

3.2.3 Weak-phase weak-amplitude object

In order to estimate the CTF parameters, the sample prepentiist be known. For that purpose
the most convenient specimens are amorphous films. It isregbthat the overlap of atomic
positions in a projection is significant and that the pr@gdcamorphous sample is essentially
noise with a flat frequency spectrum. This is surely an apgpration as every real specimen
has limited scattering power. The mean inner potential efgsample introduces a constant
phase change of the electron wave which can be neglectedsianhlysis as it is frequency
independent. With these assumptions, the projected paten(x, y) is known and allows us
to extract the CTF from the recorded image intensity. Thal tmtensity for a weak-phase,
weak-amplitude object is similarly as in [41,113] given by

lo(x.Y) = F7|8(0) + oV() CTF(q, )| (3.12)

and the CTF is
CTF(g, @) = 2Ax(9)K (g, @) sin(x (g, @) — Da(q)) (3.13)

where®,(q) = arcsiniV(qg)). We refer to Appendix A for detailed derivation of Egs.13) and
(3.13).

3.2.4 Detector response

The measurement process yields Poisson noise, adds resaasel;, and dark currenty. to
the final image, and blurs the image with a detector poineéagfunction PSEx, y)

(%) = |CF - Noais (@e - 1o (06 )| ¥ PSFX ) + lin + e (3.14)

where Npis(A) denotes Poisson noise yiel@F is the conversion factor of the camera in
[ADU/€e7], @ - lo (X Y) is the incident integrated electron flux in{/earea], and: represents
the 2D convolution operator.
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3.2.5 Power spectrum density and ellipticity of Thon rings die to the
astigmatism

The PSD of a mean-subtracted image is given by

P(g, @) = [FT1 (%) = I (6 YDl (3.15)

where(l )xy denotes the mean intensity of the image. The minima in the &B@spond to the
zeros of Eq. (3.1). Fig. 3.1B displays the PSD of a recordeayeof PtIr (platinum-iridium)

showing a pattern referred to as Thon rings [93]. The obsktweatrast is minimal (Thon rings
frequencies) when the CTF is zero. That occurs for zeroseositie term in Eq. (3.13)

x (0, @) — P,(q) =k, keZ (3.16)

The location of a CTF zero depends on the defocus, the aatelgwroltage, and the spherical
aberration. By including the amplitude contrast into a dtedasffectivekss we get

kg = k+ 22 (3.17)
T

For thin objectdks ~ k usually holds, but we will keegy; for generality.

The shape of the Thon rings in the PSD is circular if no astiggmais present. With in-
creasing astigmatism (ar@}; ~ 0) the shape gradually transits from elliptical to parabahd
hyperbolic. In the following, it is assumed that the asti¢jsma is not excessive such that the
PSD contains near-elliptical equi-phase contours. tterm in Eq. (3.1) has an azimuthal de-
pendencyA f(a)), whereas thg* term withCg is isotropic. This results in a shape of Thon ring
which is not perfectly elliptical, especially for high fregncies. Let us for a moment consider
the case without spherical aberration. The influenc€dn the rings will be addressed later
(see 3.3.6). In the cage, = 0, the rings are ellipses and the position of the CTF zerosean
found from

TQPA(=AT + AL coS(2( — @1))) = Keg7r. (3.18)

From this expression we can find that the defocus in the direcf the long axis¢ = a;) of
the Thon rings is given by

_Af = ﬁ; (3.19a)
Aq;
with  Af = Af - Ay (3.19b)
Similarly, for the short axisd = @, + 7/2) we find
Ketr
-Afs= — 2

with Afs= Af + A, (3.20Db)
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Objective lens

plane 4

Afjo=Af-A,

Fig. 3.2. Defocus and astigmatism follow

the same sign conventiohf > 0, A; > 0 Afi,=Af+A N}

for underfocus and\f < 0, A; < O for 'Afzu—Af-Al

overfocus. Focal distances of tangential and ¥/ 1/\"— ,,,,,V:Image

meridian rays interchange while altering be- 1 plane

tween underfocus and overfocuafy,| = Underfocus Overfocus
|Afy| and |Afyy| = |Afyl). These defoci Af>0 and A, >0 Af <0 and A, <0
correspond respectively to the shogt(A fs) |Af1| = |Afo| = |Af|

and longq (Af)) axis of the Thon rings. |Afy| = |Af1o] = |AfY]

The frequencieg, andgs represent the PSD minima in the long and short axis direcéspec-
tively; Af, andAfs are the corresponding defoci. It holds thgt< g and|Afy > |Af]. The
ellipticity of a Thon ring is given by

Afs A+ A

Ry= |—

Af - \AToA RS> 1. (3.21)

In the caseCs = 0, the ellipticity represents the ratio between the long simoit axes of the
ellipse

Ry= X, (3.22)
Os
The twofold astigmatism is then derived from the defosdisand the ellipticityR, as
-1
A= Achz’—. (3.23)
RE+1

3.3 The algorithm

An overview of the algorithm is shown in Fig. 3.3. In the firg¢s, the PSD is obtained using
Eq. (3.15). Then, the PSD contrast is inverted, the backgteuppressed, and the pattern de-
noised by an adaptive filtering procedure. Subsequentsiein 3 the PSD is resampled to polar
coordinates. In this polar power spectrum image, Thon ringaifest themselves as straight
lines when there is no astigmatism, or 'sine-like’ curvegwkhere is astigmatism present. The
Thon rings can be found by probing the polar power spectruagarwith templates (step 4)



3.3. The algorithm 43

that resemble this expected Thon ring shape. This lead$tee-tlimensional parameter space
of frequency, orientation, and Thon ring ellipticity (st8p In this space, the most dominant
orientation and ellipticity of the Thon rings as well as thieequency are found by analyzing
the local maxima. A model curve is fitted through the deteatedima peaks. The fit results in
an estimate for the equivalent ellipticiBy, as defined in Eq. (3.21), which corresponds to the
apparent ellipticity at the frequency of generated tenagléstep 6). Using the frequency of the
found rings and by incorporating mechanisms (step 7) to venoaitliers (false positives) and
being able to deal with missing Thon rings (false negatiweg)defocus value can be estimated.
From the defocus value and ellipticity, the astigmatism foaally be calculated (step 8) using
Eq. (3.23). If the ratio between the defocus and spherioairabon terms in Eqg. (3.1) is low,
we use a two-step approach and refine the initial astigmatigirdefocus estimates (steps 6, 7,
8).

The next subsections explain all steps in more detail.

Power spectrum density

Template

[Fr{1ce ) - {1 o) | matching

Orientation o l

il R LU
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Polar P(q, o)
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~ (R Detect
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| Maxima -é = g and
search = d missing
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> Zeros
frequency q
Parameter space Ellipticity (R) estimation Defocus Af and astigmatism
I(q, a, Ry) R*—-1  estimation
A =Af T
T
Correction for the Cginfluence

Fig. 3.3. Flow diagram of the algorithm. Note that we display the reafier each step. Step 1: Compute
the PSD from an image; Step 2: Suppress the background aerd ihe contrast of the rings by adaptive
filtering; Step 3: Transform from Cartesian into polar caoaties; Step 4. Generate template and apply
template matching; Step 5: Find local maxima in parametacepStep 6: Find the ellipticity of the
Thon rings; Step 7: Detect outliers, identify missing CTFoge assign ordinal number to each CTF
zero; Step 8: Estimate defocus and astigmatism. Possitbmdgass for correction of the; influence.
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3.3.1 Power spectrum density processing

The PSD in Eq. (3.15) is calculated using a fast Fourier foans (FFT). In order to avoid
possible edgeftects, a Hann window can be applied to the image prior to PS@ulzdion.
Spatial or frequency rebinning could be used to speed upegulesit calculations.

Periodogram averaging

There are dferent ways to improve the signal-to-noise ratio (SNR) ofRIS®. These include
periodogram averaging [41, 96, 98], averaging the PSDs afas of individual particles [95,
97], additional angular averaging of the periodogram [8+3¥], classification and averaging
of the PSDs of diferent micrographs [33,45], PSD enhancement [99, 114] araihperic PSD
estimation technique using autoregressive modeling [@@pautoregressive moving average
modeling [46]. For images that have such a low SNR that thgsrare barely visible, we chose
to perform periodogram averaging. Patches with a fractiothe size of the original image
(Npach = N/J) (J € {2,4,8}) of an untilted sample are selected, and multiplied by a Hann
(cosine) window in order to avoid edgéects, i.e.

li(X,y) = [(X+ ayj, Y+ ayi)W(X, y) (3.24)

wherew(x, y) is the Hann windowx, y € [1, Npawer], anday;, ayj € [0, N — Nyaer]. Note that
axj, ay; are the d'sets for the entire patah The periodogram averaged PSD is defined as:

l n
P(@.0) = ; Pi(q, @) (3.25)
wheren is the number of patches aiis PSD of imagd.

Background suppression

The background is suppressed and the contrast of the Thgs ignnverted using an adaptive
filtering strategy. First, the logarithm of the PSD imagedkalated which decreases the influ-
ence of the background slope. It also reduces the moduldéipth variation of dferent rings.
In this way, the widths of the Thon rings become more simédagd consequently, it is easier to
detect them with a constant-width template.

An orientation-adaptive, second order Gaussian dergditter [115] is applied to suppress
the background and invert the contrast. Within the locatgaat of the second order Gaussian
derivative filter, the background is approximately linead éherefore suppressed. This adaptive
filter assumes that the image is locally translation invdregdong exactly one orientation (valid
for line-like structures). As this is approximately true fdl of the curved Thon rings which
are straight within the filter's footprint, no disturbingiéacts are produced. As expected, we
only perceive a slight compression of the contrast for tmeirThon rings. The method is in
particular valuable for the dim outer Thon rings that obey tfanslation invariance to a very
large extent. The filter kernel is anisotropic and smoothseatong line-like structures such as
the Thon rings than perpendicular to it. Furthermore, thagiapblurring of the adaptive filter
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could be modified to make the the rings more prominent. Thettre tensor [116,117]is used
to estimate the local orientation which steers the adafittee [118, 119]. The structure tensor
was computed using a gradient scale of 1 and tensor scale @k@@. These values proved
to be robust against varying imaging conditions. Only inecaSvery small astigmatism, it is
sensible, however, to avoid orientation estimation atradl assume a perfectly circular pattern.
Any shifts between locations of the original Thon rings ahe filter responses are corrected
using the PLUS filter [80] as second derivative filter. Step Fig. 3.3 displays the PSD after
applying this adaptive filtering.

3.3.2 Polar representation

The filtered PSD image is transformed into polar coordinas#sg cubic interpolation (step 3
in Fig. 3.3). This results in an image with one dimensiontfeal in our display convention)
representing angles (from 0 #) and the other dimension representing frequency (horatiynt
from O to N/2, whereN is the image size). Representing the anglever an interval ofr
instead of Z is possible since the PSD has Friedel's symmetry. The caabimplicit form of
an ellipse whose long axis coincides with tigeaxis in Cartesian coordinates is given by

2 2
q—’z‘ + q_;, =1
g Os
By substitutinggx = gcosa andg, = gsine and solving forg, an elliptical Thon ring in polar
coordinates can be represented by

C(a/) — qlqs : ’
V(0scosg — a1))? + (g Sinfe — a1))?

whereq; is the angle between the long axis of the ellipse andjjlaxis. Step 3 in figure Fig. 3.3

suggests that the apparent curvature of the transformegd (ire. peak-to-peak amplitude)
increases with frequency; however, all curves, wlers ignored, still have the same ellipticity
g/ds- It might be beneficial, although not necessary, to exclingefirst few percent of the

frequency range from the analysis where the original PSDaffasted the most by the strong
inelastic background.

a € [0, n) (3.26)

3.3.3 Template generation and template matching

Template matching is performed by convolving templateshefshape of Eq. (3.26) with the
polar image. The general approach would be to use the Radosférm. However, since in
our case the shape of the template parameters are kept fnckdnéy the position parameter is
varied, the Radon transform can be implemented as a cormo[di20, 121].

Template generation

Generated templates consist of ellipses in polar repragsentwhich all have a zero angle ori-
entation of the long axisy; = 0) and a “central frequencyt() in the middle of the frequency
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range (at half Nyquid/4, whereN is the image size). We need to know this central frequency
gc of the Thon ring when aiming at estimating defocus. This &ftequency of the equivalent
Thon ring without astigmatism, but with the same defocus.tke case thats = 0, we define,
similarly to Eq. (3.19a) and Eq. (3.20a):

2 ke

I (3.27)

Using Eq. (3.19b) and Eq. (3.20b) we observe the followitgti@ns for the short and long axis
of a Thon ring:

Af:%@ﬁ+Aw, (3.28)
Ket 1 ker = Ker

Solving the latter equations fog yields

_ \/éql Qs
Oc = —F——-
O + 2

The only parameter for the generated templates that isdvagithe template ellipticityr
which ranges from 1 t&ax With increments ofiR There is a need for a good compromise
between template matching computation speed and precidmmever, it is not crucial to know
the exact value dR,,« for template generation. The user could specify either ghge/forR,ax
directly, or the uncertainty margins of the detected astiggm. Given a specific uncertainty
of the astigmatism estimation (e.g. 10 %), we can combinexipected maximal astigmatism
and given defocus value from the microscope to derive a r@sgimate forR, .. A realistic
approach is to predict the maximal number of detected CT&sz@lomay) from the pixel size
and requested defocus value. Then we hdRe= (Rnax— 1)/(2Nomay)- It is always possible to
perform an estimation dR,ax with one additional iteration. Initially, templates arengeated
with a largeR,ax and coarselRto get a rough estimate of the astigmatism, and therR4ge
estimated by equation Eqg. (B.3) in Appendix B.1 for the seciberation. We used a fixed
number of 100 templates (as default) ranging from R{g. MakingdRsmaller did not further
improve the accuracy.

(3.30)

Search for maxima in the parameter space

After convolution of the templates with the polar image, thsulting parameter space image
has three dimensions (frequengyazimuthal angler, and template ellipticityr)). Maxima

in the parameter space are found by watershed-based segimerdn the inverted parame-
ter space image. The lowest values in the watershed seginegiens are the local minima
and the minimal height eierence between peak and valley is 20 %. Sub-pixel locabzas
achieved by quadratic fitting through three points in eachedision at the same time. Each
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maximum provides the orientation of the long axis frequencyg and apparent ellipticitiR;

for Thon ringi. We construct a histogram of the total weight of the found imaxwith respect

to azimuthal angle. The global mode in this histogram remtiez angle of the long axis, since
the angle of the long axis is common to all rings. Nowd&hsoordinate is fixed, and a search for
the maxima is performed again in thg R)-plane. In this way, the robustness of the algorithm
is increased by imposing the constraint that all the ringstrhave an identical orientation of
the long axis.

Zero astigmatism

If no astigmatism is present, the maxima in parameter spatdevrandomly placed along
the long-axis orientation. Whatever value of the long-asiselected has no influence on the
estimated defocus value. Furthermore, the highest reepamidl be in the first planeR;; = 1
for all ringsi) of the three dimensional parameter space. In order toifgehese responses as
maxima, the watershed algorithm requires intensity comparwith neighboring pixels. For
the responses that are at the edge of the parameter spaceays akpand the volume in the
direction ofR < 1 ellipticity. This is done by mirroring the first few slices R direction at the
planeR = 1, and then shifting them ia orientation direction byr/2 (nowq becomesys and
vice versa. Search for the maxima is performed only withRn> 1. An additional control is
performed by analyzing the slope of the responses inRhg){plane. If the slope is smaller
than 10° (which corresponds roughly to astigmatism less thani0per 1000 nm defocus), we
assume that the responses are distributéd-atl.

If no maxima are detected, the astigmatism will be ignoreliresponses are projected in
the direction of the angle and in the direction of the appiaedipticity resulting in a reduced
(one dimensional) parameter space where frequgnsyhe only remaining dimension. Max-
ima in this space represent frequency positions of the nvigsh are used to estimate only
defocusyiathek-trajectory method (see 3.3.5). A similar approach (by cauyithe parameter
space from three to one dimensions) can be used for smajhzatism values to find defocus
independently from the ellipticities.

If one is only interested in defocus estimation, the backgdssuppressed 2D PSD (3.3.1)
is initially angularly averaged and the frequency possiofthe rings are found by searching
the maxima in the 1D spectrum in a similar manner as desciib@@®.3. The angular averaging
could be performed either in a non-weighted or a weightedmaanNeighted angular averag-
ing is performed by computing the weighted average insidgsriwith a Gaussian profile to
avoid problems arising from averaging too few data pointswtspatial frequencies (see [47]
for details). Weighted averaging, however requires loragenputational time. Note that by
ignoring evident astigmatism, defocus estimation coulddrmapromised as the SNR of the 1D
angularly averaged spectrum decreases.

Correction for the difference between detected and template frequency positions

The radial frequency of a detected maximum does not reflectrtieq. of the Thon ring due
to the diference between the mean values of the polar transformed Hffra curve and
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that of the template generated elliptical curve Eq. (3.d6) mean value is the solution of an
incomplete elliptical integral of the first kind (see AppenB.2 and Eqg. (B.6)) which depends
onR.. Each detected has its corresponding which is used to solve Eq. (B.6) numerically. In
B.2 we derive the relative error between the deteqtgdlues of the maxima and the expected
central frequencieg. cf. Eg. (3.30). This relative error depends only on the &dipes R
that are used to convert the detectp@ositions to the corresponding central frequencjes
(Eq. (B.11)) which are further to be used for defocus andyasitism estimation.

Derivation of Thon ring ellipticity from template elliptic ity

Given a certain amount of astigmatism, templates with Idiptédities will match to the low
frequency rings, and templates with a higher ellipticitythie higher frequency rings. We de-
rived an analytical relation which predicts the behaviothsd template matching ellipticities
as a function of frequency (see Appendix B.1). This modekiedithrough the detected max-
ima pairs ¢, R.j). The ellipticity Ry (common to all rings assumings ~ 0) is the apparent
ellipticity at the location of the generated templates. (itlee middle of the frequency range,
N/4). Additionally, if the number of detected maxima is largjean five (by default) we use
robust fitting as implemented in the statistics toolbox of MIAB. We define the uncertainty
of the ellipticity valueog, as a confidence interval of one standard deviation in theimeen
regression.

3.3.4 Outlier rejection

If the number of detected maxima is larger than four (by défave can perform outlier rejec-
tion and analyze the central frequencies in the squaredédrezy (j*) domain. The minima of
the CTF are equidistant igf space (foiCs = 0). Using this knowledge we exclude the points
that do not follow this pattern (i.e. outliers) and identfgps in the sequence of detected rings.
Next, an order is assigned to the CTF zeros which are the ifopuhe k-trajectory method
used for defocus estimation. We refer to Appendix C for detiainformation about the outlier
rejection.

3.3.5 Defocus and astigmatism estimation

After outlier rejection, identification of the missing olda CTF zeros, and assignikegzalues
to the detected Thon rings usikgrajectory method [48], the defocus is estimated. FigA3.4
shows the square of the frequency dependent sine term in3BR)(for various amounts of
normalized defocus with the positions of the minima (red) araxima (green) superimposed.
The location of the CTF zeros from Eqg. (3.16) can be used teedor the defocus from each
(ordered) individual zeroas:

_ Cs/l?’qa - 2keff,i
B 240,

wherei € N is the assigned ordinal number of CTF zero apdis the central frequency of
ring i. For simplicity and without loss of generality lets assunpee weak-phase object; i.e.

AT

: (3.31)
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ket = K. Amplitude contrast is taken into account in the final impéeatation by keepinge;.
The problem we now face is: whidh corresponds to the frequenqy;? For convenience of
the analysis we use normalized dimensionless frequghcy qC¥*1%* and defocusA f* =
Af(Cs)"Y2. In case of overfocus\f* < 0) in Fig. 3.4A, the-th zero-crossing corresponds to
k = i. However, in case of underfocus{* > 0), in the first regiorg; = 1 corresponds again
tok = 0, butq; (i > 1) corresponds t& = i — 1. For a normalized underfocus larger than
2%2 positivek values are encountered. We visually explaimnajectories in Fig. 3.4B. For each
k-sequence, the values af; can be calculated using Eq. (3.31). Thlasequence for whichf;
has the smallest relative variance is assumed to be thectomme. The mean value of allf; is
the estimate of the actual defocusi.s; = Af + oos Whereo s is the standard deviation of the
best sequence. There exist situations, for a relativelylsate between defocus and spherical
aberration phase contribution, when minima in the squaréd @ not correspond to a zero
crossing in the CTF. They might be falsely detected as zeyssangs, and could hamper the
k-trajectory method. Therefore, we allow one of the localimennot to be a CTF zero (see
Fig. 3.5).

From defocus, ellipticity and their spreads we derive thigasatism using Eq. (3.23). The
standard deviation of the astigmatism is then

. 2 ) 2 _1 2 f 2
o N [ - e

whereorg, is the standard deviation of the found ellipticity definedas confidence interval of
the fit (see 3.3.3).

3.3.6 Influence of spherical abberatiorCs on the shape and frequency of
Thon rings

The ratio between the spherical aberration and defocussteriag. (3.1) is

Cs/12q2
2Af

B(a) = - (3.33)

The presence of spherical abberation changes the postidhe high frequency Thon rings
and in combination with astigmatism it might also change elipticity. This occurs for a
relatively large value gB(q) (e.g.> 0.2).

Cs influence on ellipticity

For non-zerdC, the Thon rings do not have the same ellipticity. Therefar@have to make a
clear distinction in ellipticity of an individual Thon ringllipse, which we will callQ; for Thon
ringi, given by

Q= (3.34)
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Fig. 3.4. (A) The square of the oscillating part of CTF in Eg. (3.13).eTled and green lines indicate
minima (sirf(y(q)) = 0) and maxima (sf(y(q)) = 1), respectively. For simplicity and without loss
of generality lets assumey = k (amplitude contrast is neglected). For convenience we os@al-
ized dimensionless frequengy = qC¥*134 and defocusA f* = Af(Cs1)"Y/2. The Scherzer focus is
represented by the yellow line. Following thjeaxis direction, first a wide region of low contrast is en-
countered. In overfocug\ f* < 0) contrast improves, but the pass band is small and minimaLéckly
encountered. In underfoc@a f* > 0) there are regions where the maxima curves (green lines)katie v
cal. In those regions the contrast transfer is high for a viigguency band. (B) The possible sequences
of k-values for a certain zero crossing. In blue, the corresipgnaormalized defoci are indicated. In the
vicinity of the Scherzer focus thesequence is equal to the green line.

sin%(g., Af=0.24 pm (Af* = 1.9093)
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Fig. 3.5. An illustration of the flaw due to a local minimum which is nokzero crossing of the CTF
(envelopes neglected). The blue line shows the simulatég sit Af* = 1.9. The red and the green
lines show siAy estimates with and without additional minimum, respedyiv&he additional minimum
is indicated by the black arrow. The estimated?ginurves are flipped for the better visualization.
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Fig. 3.6. The influence of the spherical aberratiGg on the Thon ring ellipticities. (A) In overfocus,
ellipticity decreases monotonically with frequency. (B)underfocus the ellipticity initially increases
after which it decreases.

and the earlier introduced dimensionless meaRyigven by Eq. (3.21). Note th&i|c.-o = Ro
for all Thon rings.

The ellipticity with Cg for different Thon ringsk{ values) is given by (see Appendix D.1 for
derivation)

Q= |AlF VAL +2CK (3.35)
IAf|+ JAT? +2Ck;

Note that for underfocus negatikevalues exist cf. Fig. 3.4. As shown in Fig. 3.6, ellipticity
monotonically decreases with frequency in overfocus, aviiilunderfocus ellipticity initially
increases after which it decreases.

C, influence on the frequency of the rings ing?-space

For outlier rejection, we use the property that the minineaeauidistant im?-space. However,
the presence o€, alters the frequencies of the Thon rings (see Appendix Dr2lé&tails).
Similar to the ellipticities, in overfocus the distancesvieen neighboring minima become
smaller while in underfocus the distances first increaselaenidecrease. Therefore, we derive
a criterion for applying an additional iteration resultimga two-step approach. In case that the
relative error in equidistance between neighboring mirimgg-space (Eq. (D.9)) is larger than
25 % (equally3(q) > 10 %), we decide to perform one additional iteration to acirfer theCg

influence.
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Correction for spherical aberration influence

From the parameter space of our template matching procedudescribed in Appendix D.3,
we can extract a value f@); for each Thon ring. However, for estimating the astigmatisims
of interest to find the “equivalent ellipticityRe,; whenCs would have been zero.

In D.3 we derive the “equivalent ellipticity” of a Thon ringa

qﬁi (ZA f — Cs/lzqfi)
o, (22 s — Cot2q?,)

o= (3.36)

Note, that the expression contains valuesAdy = Af + A; andAf, = Af — A;. This means
that in order to calculate the equivalent ellipticity, omstfneeds to have an initial estimate of
defocus and astigmatism. Furthermore, in order to useepudjection it is desirable to know
the Cq influence in Eq. (3.1) (i.eB). Therefore, initially, we estimate the defocus from the
first half of the PSD frequency range. The template matchimgtion (Eq. (B.3)) is fitted to
the frequencies for whicfi < 0.1. Now, using the estimated values, we estinfaig using
Eq. (3.36) and from that, the defocus and astigmatism.

3.4 Results

3.4.1 Validation by simulations
PSD simulations of an amorphous sample

Simulated images are obtained by taking into accoffietes of the specimen scattering proper-
ties, microscope aberrations, and camera characteristidsqg. (3.14)). The Fourier transform
of the projected potential of a weak-phase amorphous olgjeepresented as:

V,(q) = e (3.37)

where the amplitude of each frequency has the same consthrd (equal to one) but the
phasep(q) is random. Note that the phase distribution must be antisgtric o(—q) = —¢(Q)
since the image is real. The Fourier transform of such a b)) represents a white-
noise object and its histogram is normally distributed wigéino mean and standard deviation
of one. The standard deviation of the generatga, y) is normalized to . prior to applying
the CTF and modulation transfer function of the camera (MTHR)js normalization to @ is
necessary since Poisson noise can only be added to postivesy without the normalization,
the inverse Fourier transform of the second term in Eq. (3riight become smaller thanl,
leading to negative intensity values. Furthermore, thevadization to OL could be interpreted
as phase-contrast initially set to 10 % of the image intgnsitt further modulated by CTF
and MTF. The MTFvia edge method, conversion factors, readout noise, darkrdunmse of
the cameras used for simulations were determined expetathefor different types of TEM
cameras [47], and can be measured, including detectivetgmadficiency (DQE) for any
camera using online toolbox [47]. Table 3.1 gives the valoesaberration cofficients and
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Table 3.1. Some parameters and aberration constants of evaluated TiEfdscopes

source || LaBg | FEG | X-FEG

V [kV] 120 | 200 300
AE [eV] 10 | 0.7 0.7

A[pm] 335|251 | 197
Cs[mm] 6.3 | 20 2.7
Cc [mm] 50 | 20 2.7
aj [mrad] || 0.3 | 0.1 0.03

electron source incoherency used to simulate images fiareint types of microscopes. The
PSD background is considered to originate mainly from statally scattered electrons and
has been modeled as a Lorentzian radial distribution [12Rhough amplitude contras¥/(q)

is usually treated as a constant 6 — 10 %) [113], we allow a frequency dependency in the
form of a Gaussian, as amplitude contrast is expected toagiasger contribution to the lower
frequencies.

We simulated images with various values of defocus, varamsunts and orientation of
astigmatism, integrated electron flux, and magnificatianttivee diferent types of electron
guns (LaB, FEG, and X-FEG), energies and TEM cameras. In order to ciirecieproducibil-
ity of the estimation, for each parameter combination, weutited 60 dferent noise realiza-
tions. Since the astigmatism is known in the simulations Rl for template generation was
predicted from Eq. (B.3) using the Nyquist frequencyygshe number of generated templates
was 100. Whenever necessary, in order to enhance SNR, mfpinmspatial or frequency
domain is used.

Results from simulations

Precision and bias of defocus and astigmatism estimati@ewaluated by simulations. Pre-
cision of the estimations as a function of astigmatism issghm Fig. 3.7. Characterization
of bias (absolute aridr relative error) of defocus and astigmatism estimatisrsesented in
Table 3.2, Figs. 3.8-10. We observe a very good agreementbatsimulated and estimated
defocus and astigmatism values. Given a particular magtidic and camera size, defocus can
be estimated with errors less than 4 % for kaBd 1 % for X-FEG gun microscopes and with a
small spread. Some examples from Table 3.2 include astigmaglues that range from 10 nm
(LaBg) down to 02 nm (X-FEG) with~ 10 % spread (for defoci of 1 and/dn). An exam-
ple of a correction for th€, influence on the ellipticity of the rings (see 3.3.6) is prdsd in
Fig. 3.12.

Fig. 3.7 shows the uncertainty of the astigmatism, andssizai uncertainty (precision) of
defocus, ellipticity, and astigmatism angle estimationtfe X-FEG gun type microscope at a
magnification of 200 kx. The graphs show the precision represl by the standard deviation
of the parameters estimation)(as a function of astigmatism. For each defocus and astigma-
tism value, the estimation is characterized by its meanevahd standard deviation. Each data
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Table 3.2. Results from simulations for threeftéirent types of the electron guns (L@B-EG, and
X-FEG) and TEM cameras [47]. For each parameter combinafi@moise realizations were processed
and the number of outliers (failures) is provided. An estioraof defocus and ellipticity was considered
to be an outlier (failure) if it diered more than 3 standard deviations from the median valtieedet.
Mean absolute and relative errors of defocus and astigmatis presented for twofiierent integrated
electron fluxes: 25 and 10@9 /A2,

Electron source LaBg FEG X-FEG X-FEG
Camera sizé\ 2k x 2k 2k x 2k 2k x 2k 4k x 4k
Magnification 50 kx 50 kx 200 kx 200 kx

# of CTF zeros 2-3 4-6 35-50 72-80

Defocus [nm] 1000 2000 1000 2000 1000 2000 2000

Astigmatism [nm] 10 10 5 5 0.5 0.5 02 0.2

Int. flux [e*/AZ] 25 1000 25 100025 1000 25 10Q025 1000 25 100025 1000

Defocus error %| 17 15 35 26|12 08 04 03| 006 000510 001|066 0.002

m1l1l7 15 70 52|12 76 82 50 |060 005 20 Q20| 12 004

Astigmatism error% 13 86 67 39|14 94 10 78 |46 31 14 14 | 37 96

nml1l3 09 67 39|07 05 04 002 002 002 007 01 | 0.07 002

Relative error 0.14 008 031 020/ 0.07 005 003 002/ 0.002 Q002 Q01 0004 0.004 Q001

of ellipticity[ %]

#ofoutiersfout | 5 5 5 |1 g 1 4 |1 o 4 2 |2 1

of 60 repeats)

point represents a series of 60 repeated measurements fah autliers were rejected. An
estimation of defocus and ellipticity was considered tomeuatlier (failure) if it differed more
than 3 standard deviations from the median value of the skeé rilean and standard devia-
tion were re-calculated without the outliers and concutyghe number of outliers is provided.
The mean of the predicted astigmatism uncertainty vakjes Eig. 3.7A were derived from the
measured defocus and ellipticity uncertainties but alsmftheir estimated values (Eq. (3.32)).
The number of outliers is only £ 2 out of 60 for a high SNR. Figs. 3.7A,B,C show astig-
matism, defocus, and ellipticity uncertainties that areakmompared to the absolute value.
Furthermore, the spread (precision) of defocus and astigmastimations from repeated ac-
quisitions &) is often similar to the predicted uncertainty from one vidiial image ¢). For
astigmatism larger than 1 nm, Figs. 3.7A,B,C suggest tlea¢gtimated errors are smaller than
the predicted errors. Estimations for higher integrategeu(better SNR) generally perform
better. Although the ellipticity for a fixed astigmatism mmaller for 2000 nm defocus than for
1000 nm, the results indicate that data for larger defocus glightly better results than for
lower defocus. This probably relates to the larger numbeimgfs for higher defocus. Deter-
mination of the astigmatism angle is shown in Fig. 3.7D anticates that the uncertainty rises
with smaller astigmatism strength. This is expected as tad petection in parameter space is
compromised for very small ellipticity values.

Fig. 3.8 shows the mean of the absolute and relative erra@st@fmatism estimation within
a series of repeats. Depending on the values of defocugnesgtism, and integrated flux, the
relative error varies from a few percent to a few tens of agratrdn general, the absolute value
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Fig. 3.7. Uncertainties of the estimated parameters for X-FEG gua tycroscope at a magnification
of 200 kx. Each data point represents a series of 60 repeatedations from which outliers were
rejected. The plusest] characterize the standard deviation (std) within theeseof mean estimated
values. The circleso] characterize the mean of the predicted standard deviafithre estimation within
the series. For better visibility pluses and circles arasspd and shifted slightly to the left and to the
right respectively from their real astigmatism values préed on the horizontal axis.

increases with astigmatism strength while the relativeretecreases.

The mean absolute and relative errors of defocus estimateshown in Fig. 3.9. The hori-
zontal axis now represents threddient defoci, the dlierent colors denote fierent integrated
fluxes and magnifications, while the mean errors of defoceigdditionally averaged over four
different values of astigmatism (the values on the horizontalia¥ig. 3.8) since it is expected
that defocus is independent of astigmatism. The estimatianm is better than 1 %. In a similar
manner we characterized the errors of the ellipticity eaten (Fig. 3.10), that were used for
the calculation of astigmatiswia Eq. (3.23). The sensitivity of the estimator is high, being
able to detect ellipticity down t0.Q2004 with a relative error of only 18 % (see Table 3.2).
Fig. 3.11 demonstrates that errors in the estimated long @xentation angle increase with
smaller astigmatism which is in agreement with Fig. 3.700m with the uncertainties of de-
focus and astigmatism estimation, Table 3.2 also indidgaeesean number of outliers and the
number of detected zeros (rings) foffdrent integrated fluxes, defoci, and astigmatism values.

The images with isotropic CTF (no astigmatism) were funtin@re simulated for a X-FEG
type microscope and 2k x 2k camera size. The mean absolues et astigmatism were
0.04 nm and M8 nm for defoci of 1000 nm and 2000 nm respectively and fomaegrated
electron flux of 25 /A2
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Fig. 3.8. Mean absolute ( A ) and mean rela- Fig. 3.9. Mean absolute ( A ) and mean
tive ( B ) errors of estimated astigmatism as arelative ( B ) errors of estimated defocus as
function of the simulated astigmatism for X- a function of simulated defocus for X-FEG
FEG gun type microscope at a magnificationgun type microscope. The error values were
of 200 kx (for two diferent defoci and inte- averaged over all astigmatism values pre-
grated fluxes). Each data point represents gented in Fig. 3.8. For the comparison two
series of 60 repeated simulations from whichdifferent integrated fluxes and magnifications
outliers were rejected. were presented. Each data point represents a
series of 60 repeated simulations from which
outliers were rejected.

3.4.2 Results from measurements

The reproducibility of the algorithm was evaluated using sequentially repeated measure-
ments of a platinum-iridium (Ptlr) sample under identicahditions for diferent combinations
of magnification, defocus and astigmatism. Unbinned im&fjes 4k) were collected on a Tec-
nai F20 (FEI Company, The Netherlands), using MATLAB saiptspired by the TOM tool-
box [38] and employing the TEMScripting ActiveX server. @srof images with four dierent
stigmator settings were collected for three defocus va{6€8 nm, 1000 nm and 2000 nm).
Three diferent magnifications (62 kx, 100 kx, 150 kx) were used. Thelem beam was
parallel and the incident integrated electron flux was amtgt 167e/A2). Each series con-
sists of ten repeated measurements under identical comsliti\Whenever necessary, in order
to enhance SNR, the rebinning or periodogram averaging ppiged by using 20 patches of
relatively large sizéNpach = N/2 in order to maintain good sampling of high frequencies & th
Fourier domain. Table 3.3 summarizes the results. The atdrdeviation of measured defocus
and astigmatism within a series)(is small and comparable to the mean value of the predicted
standard deviations calculated from individual estinrzi®).

The linearity of the stigmator response was evaluated anatajuired using the same sam-
ple on a Titan microscope. The microscope was equipped Witil@on CMOS direct electron
detector and operated at 300 kV voltage. A series of imag#sincreasing strength of the
stigmators X andy) in both directions (positive and negative) were collecté&tie results of
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Fig. 3.10.Mean absolute ( A) and mean rel- Fig. 3.11. Mean absolute errors of the long
ative ( B ) errors of estimated ellipticity as axis orientation as a function of simulated
a function of simulated astigmatism for X- astigmatism for X-FEG gun type microscope
FEG gun type microscope at a magnificationat a magnification of 200 kx (for two fier-

of 200 kx (for two diferent defoci and inte- ent defoci and integrated fluxes). Each data
grated fluxes). Each data point represents @oint represents a series of 60 repeated sim-
series of 60 repeated simulations from whichulations from which outliers were rejected.
outliers were rejected.

the astigmatism estimation for 450 nm overfocus are showfign3.13. The projections of
astigmatism on th&— (Aix = A;jcosa;) andy—axes @y, = AqSina;) were calculated. The
linearity was assessed by making a linear least-squarestfietestimated projected astigma-
tismversusstigmator strength (see Fig. 3.13A). The square of the saogstelation cogicient
between the measured and predicted values, within the @ngeasured astigmatism values,
was nearly one: 0.9998 and 0.9997 for negative and posistigmator strengths, respectively.
Fig. 3.13B shows the relation betwerm@andy projected astigmatism. Linear least-squares fits
for all four data sets (increase and decreas& ahdy stigmator strengths) were calculated.
The angles between the introduced astigmatism were ne@tlyThis corresponds well to the
expected orthogonality while altering between the posiind negative values of a stigmator.
The introduced astigmatism changes with twice this angle (E2)). For the same reason, the
angles between lines of theandy stigmator close to 45correspond well to the orthogonality
betweenx andy stigmators. Equidistant data points within a series inditiaearity, already
presented in Fig. 3.13A.

3.4.3 Thon ring assessment

In this section we will evaluate our CTF estimation algaritlas a tool for assessing Thon
rings. In particular the modulation depth of the rings as asunee for useful contrast transfer as
a function of spatial frequency. For this purpose, we firsthare the performance of our Thon
ring averaging method, as this is an important prerequisitdjectively assess the Thon rings
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Fig. 3.12.(A) The apparent ellipticities of the rings after the tentplenatching, with and without subse-
quent correction for th€ influence (defocus 1000 nm, astigmatism 5 @a= 2.7 mm, magnification
200 kx, X-FEG source). (B) Overlay of positions and shapahefound Thon rings with background
suppressed PSD.

from 1D CTF profiles. Subsequently, we will introduce a qitative measure for Thon ring
visibility and show some results on real images.

Thon ring averaging

The algorithm for Thon ring averaging (TRA) is described ipp&ndix E. Our new TRA
method extends the elliptical averaging method by takibgaccountCs influence on the ellip-
ticity of the rings. Fig. 3.14 illustrates theftBrence between circular, elliptical, and Thon ring
averaging. For a certain combination of imaging parametgch as a large rat@between the
spherical aberration and defocus terms in EqQ. (3.1), Thapaveraging is advantageous to get
a higher SNR of 1D PSD profiles.

A Thon ring visibility criterion

Defocus and astigmatism estimation is useful for assedsing rings and information transfer.
That is, we want to quantify the contrast transfer of a TEM i rings with regard to some
criterion. For this purpose, we first accurately estimagedéfocus and astigmatism, including
the correction for th€; effect (see 3.3.6). Subsequently, we calculate the Thon rieage as
described in Appendix E and the theoretical positions ofntla&imam and minimat; (i.e. the
Thon ring frequencies) in the angular average. The moduiaif the amplitude of the Thon
ringi is then given by

_ PSDip(m_1) + PSDip(m)

M; 5

— PSDip(t) (3.38)
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Table 3.3. Robustness of the estimation evaluated on images of a Ripsleaacquired on a microscope
with a FEG electron gun and 4k x 4k camera. Series of imagésfauir diferent stigmator settings were
collected for three defocus values (500 nm, 1000 nm and 2690 Whree diferent magnifications, of
62 kx, 100 kx, and 150 kx were used. The incident beam waslekaal the incident integrated electron
flux was constanty 167e~/A?). Each series consists of ten subsequently repeated reezesutis under
identical conditions. The standard deviation of measurfdalis and astigmatism within a serieg (
is small and comparable to the mean value of predicted stardsviations calculated from individual
estimations §).

;iﬂ:?iﬁ:? dey Error [nm] Afest ast (62 kx) | ask(62kx) | asg(62kx) | ast (62 kx)
500 g“rgzis;gf 561.8+ g:g 16.21?8 12.9%:3 14.5%2 11.5;11:2
1000 g}ig‘f&;‘f 1051+ g:g 22.5%3 18.1%:2 15.4%:3 7.9+ 12
2000 g}ig‘f&;‘f 2050+ i'f 32.7%3 28.1i8:; 25.4%22 6.3+ 1:8
;iﬂ:?iﬁ:? dey Error [nm] Afest ast (100 kx) | asb (100 kx) | ast (100 kx) | ast, (100 kx)
500 g“r‘;zls;;i 300.9+ i:? 19.0%:2 14.84;‘11:2 12.9%:2 22.4%?
1000 g}ig‘f;gg 732.6+ i;g 18.8%@ 14.9%2 13.7%:; 11.612:3
2000 g}ig‘f&;‘f 1724+ gf 25.6¢1:8 20.2%:(2) 18.4%:2 12.8¢ig
;iﬂze[zﬁ? dey Error [nm] Afest ast (150 kx) | asb (150 kx) | ast (150 kx) | ast, (150 kx)
500 g“rgzis;gf 551.6+ g:g 18.8%:? 14.7%:2 12.0%:? 10.6%2
1000 g}ig‘f;gg 1030+ ‘2‘% 21.2%:3 16.5i8:; 14.5i8:? 6.5+ ﬁ
2000 g}ig‘f&;‘f 1982+ gs 30.6¢21 25.6%3 24.0%28 4.7+ (1):3

wherem_; andm are the two closest maxima with_; < t; < m. The modulation depth of a
Thon ring is defined aM;/nf, where nf is the noise floor, found by calculating the ageraf
the power spectrum that is outside of the Nyquist bound

Z|q|>% PSDQ)
nf= ——.

ST (3.39)
aq>z

A Thon ring is considered to be detected if its modulationtdep larger than two. Fig. 3.14
shows an example of the Thon ring assessment procedure.
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Fig. 3.13.The response of microscope’s stigmators evaluated usinig safple on a Titan microscope
(at 300 kV and 250 kx magnification) equipped with a Falcon CdAdirect electron detector. Series
of images with increasing strength of the stigmatoraridy) in both directions (positive and negative)
were collected. The projections of astigmatism onxt{é;x = A; cosa;) andy axes Ay = A; Sinay)
were calculated. (A) Linearity of estimatgeprojected astigmatisndy, versus ystigmator strength
for 450 nm overfocus. The linearity was validated by highfoent of determination: 0.9998 and
0.9997 for negative and positiyestigmator strengths, respectively. Additionally, thepgls of the lines
show good agreement{7.44 and 1739). (B) Relation betweer andy-projected astigmatism values.
The angles between linear least-squares fits cyan-cyaneftegnagenta) lines were nearly°90rhe
angles between cyan-magenta lines were close toad8l correspond well to the final orthogonality
betweenx andy stigmators. Equidistant data points within a series inditiaearity, already presented
in Fig. 3.13A.

3.5 Discussion and conclusions

Unbiased and precise defocus and astigmatism determmn@tinecessary for CTF estima-
tion and correction, assessment of microscope contraagermodeling, optimal adjustment
of aberration correctors, and exit wave reconstructiors. atso beneficial for the calculation of
resolution metrics such as Fourier ring correlation [128F have presented an algorithm for
the unbiased and precise estimation of defocus and astggmatbm the PSD of TEM images
of amorphous specimens. The algorithm provides an erronatt and automatically rejects
outliers. Tests show very good agreement between simusatddestimated values of defo-
cus and astigmatism (Table 3.2). Given a particular magtifio and camera size, defocus
can be estimated with a small spread and errors less than 4 k&l and 1 % for X-FEG
gun microscopes. Some examples include astigmatism viilaesange from 10 nm (Laf
down to 02 nm (X-FEG) with a~ 10 % spread (for defoci of 1 and &n). We chose rela-
tively large defocus values, typical for life sciences, anbnstrate the ability to detect small
astigmatism (very small ellipticity). We evaluated thenagucibility of the algorithm on ex-
perimental data by repeating measurements under ideftiddlimaging conditions for a few
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1D averaged spectrum for defocus of 581nm and astigmatism of 78 nm
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Fig. 3.14. Thon ring averaging and Thon ring assessment. Thon rincagirey (TRA), elliptical and
circular averaging methods are compared. The horizontalragresents the central frequerggygiven

by Eqg. (E.4). TRA is advantageous whe€g influence on the ellipticity of the rings is not negligible.
The image of Ptlr sample was acquired with a Titan microsdap800 kV and 380 kx magnification)
equipped with a Falcon CMOS direct electron detector and ElEGron gun. Estimated defocus 584

0.5 nm; estimated astigmatism .28 0.4 nm; spherical aberration2mm. Note that up te- 3 nnit
elliptical averaging and TRA are perfectly in phase, buythepear uncorrelated. Thon ring assessment:
the green dotted horizontal line shows the estimated naise #ind the vertical lines show the result of
the Thon ring assessment, i.e. modulation amplitude of @ Ting is twice higher than the noise floor
for all frequencies left of the vertical line.

defocus and astigmatism values (see Table 3.3). The aufoatine (which works by mea-
suring the beam-tilt induced image displacement) of theesmope was executed before each
magnification series and then moved to the requested defddus reason for the mismatch
between requested and estimated defocus at the magniichtl®0 kx might be an inaccurate
defocus calibration (i.e., the calibration that relatearbdilt induced image shift to defocus
values) for this particular magnification. Our approachuregs that the sample is amorphous
or near-amorphous. Both amorphous carbon and Ptlr saltisfygquirement. Actually, for the
Ptlr sample, the grains of Ptlr are evaporated on carbon Tilme.advantages of Ptlr is that this
specimen may be used to test the resolution of the electrorostope by the point separation
test, gives an intrinsic magnification calibration by thér Reflexion at~ 2.35 A and might
scatter to higher frequencies than carbon. However, we tas®calibration properties in our
evaluations (only amorphousness). The algorithm was usaddlyze the response of the stig-
mators which was validated to be linear (Fig. 3.13). The tag#y of the defocus estimation
from one image depends on the number of detected zeros. Asshd-ig. 3.7 and Table 3.3,
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(A) (B) ©)

Fig. 3.15.(A) PSD of an image (size 4k pixels) acquired on a Titan equipped with an X-FEG elettro
gun. The disturbance probably comes from specimen driftimased defocus 112@ 2 nm; estimated
astigmatism B + 0.1 nm; Magnification 155 kx; (B) PSD of an image (size ¥Kk pixels) acquired
on a Tecnai F20 (with a FEG electron gun). Estimated defo€9s+913 nm; estimated astigmatism
269+ 3 nm; magnification 62 kx. (C) PSD of an image (size 163636 pixels) of hemoglobin embedded
in vitreous ice acquired on a Tecnai T12 equipped with ad@Bctron gun. The image was taken with
an integrated electron flux of 5e"A~2 at the edge of a hole of a Cflat support film and include20%

of the support. Estimated defocus 452844 nm; estimated astigmatism 1660 nm; Magnification
50 kx. The calculated Thon rings are mapped only over thelangange of 180for better comparison.
For the display a percentile stretch was used (the lower apdrul % of the gray values were clipped
before stretching).

the spread of defocus and astigmatism estimations fronateg@cquisitions is often similar to
the predicted uncertainty from an individual image, althiothey inherently representftérent
statistical measures. Additionally, we show that accaunfor the influence of astigmatism and
Cs enhances the modulation depth of the 1D averaged PSD ansl dmdpssing the quality of
the contrast transfer.

The algorithm suppresses the background in the PSD usingaptige filtering strategy
that avoids the need for conventional estimation of theueagy range of the 1D background
and fitting of a model through the PSD minima. Furthermoreamisotropic background as
mentioned in [99] can be addressed in this way. The methel redies on template matching
using kernels of various ellipticities. Maxima in the 3D gareter template space provide the
long axis orientation, frequencies and apparent ellijgisiof the rings. From these parameters
we derive an equivalent ellipticityRy), common to all rings, which corresponds to the apparent
ellipticity at the position of the generated template.

The frequencies of detected Thon rings are used to estilmat@nount of defocugia the
k-trajectory method as described in [48]. This method assagninteger numbésto each de-
tected Thon ring (CTF zero). Several defoci can be computed the CTF zeros, but the value
with minimal normalized standard deviation is taken as thalfdefocus estimate. Accuracy
Is hard to assess in the actual experiments since the truesvate unknown. However, theory
governs that the estimated defocus values for ther@int Thon rings should be consistent. Each
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defocus estimation based on more than one Thon ring is acaew by the uncertainty
(see 3.3.5). If the provide@, value, electron energy, measured magnification and the aimou
of amplitude contrast are correct, it is very unlikely tha¢re exists a systematic disturbance
which shifts the CTF zeros in such a way that stays the same or decreases. This would be
only possible if we falsely detect spurious CTF zeros at lagoositions between every true
CTF zero (including one before the first zero). Under all éh@ssumptionsr, s can be used as

a measure of accuracy which incorporates both bias andspradiL24]. Additionally, it can be
used as a sorting criterion, without having to evaluateatgemeasurements.

Spurious or missed rings in the PSD are automatically ifledtand accounted for. This
means that estimations can be done from any subset of ringselying exclusively on the
first few minima in the PSD as is usually done. The outlieraegm and CTF zeros ordering
use the fact that zeros of the CTF are equidistant in squaeedéncy space (fd@s = 0). An
additional control is performed in tHetrajectory method where one possible false CTF zero
that occurs for a small ratio between defocus @aghase terms is discarded. Furthermore, the
k-trajectory method is capable of distinguishing betweetenfocus and overfocus (f@s # O
or amplitude contradv/(q) # 0).

Ignoring the influence of spherical aberration on the CThltesn a deviation of the ap-
parent ellipticities from anticipated ones (blue crosseBig. 3.12) at high spatial frequencies
andor relatively low defocus values. We predict and correcttios Cs influence in a two-pass
refining process (red crosses Fig. 3.12A) and accuratelythegphon rings (Fig. 3.12B). In ad-
dition, we introduce a new angular averaging method, Thag averaging (TRA), which takes
into account the influence @ on the ellipticity of the rings; TRA averages over true Thon
rings to get the 1D PSD, rather than averaging over circledlipses. TRA proves to be supe-
rior (Fig. 3.14) especially in cases when the ratio betweerspherical aberration and defocus
terms in Eq. (3.1) is relatively large (e.g(q) > 0.5 whereg(q) is defined in Eq. (3.33)). The
Thon ring assessment as described in section 3.4.3 usesidRi4& a useful tool for microscope
contrast transfer assessment.

The typical processing time depends on the input image sidetlde accuracy required.
Spatial or frequency rebinning could be used to speed upegulest calculations. The default
settings in the software are currently such that imagesiared to 512512 pixels after which
the estimation takes a few seconds if the templates were@mputed and stored on disk or
half a minute if 50 templates have to be generated (on a ca@npuining at 2.7 GHz with 4GB
RAM). However, a high accuracy and detection of very smaigasatism requires computation
time. Another advantage of rebinning is that it can enhahee&SNR. Nevertheless, one should
use rebinning with caution. For the PSD that has wider ringgkvalso extend to high fraction
of Nyquist frequency (e.g. relatively lower magnificatiomdaower defocus), binning in the
Fourier domain might be beneficial. If the PSD has rings thatrerrow and close to each
other, but they do not extend to a high fraction of Nyquisgérency (e.g. relatively high
magnification and high defocus), spatial binning is benafici

In order to avoid possible edgd#fects, a Hann window can be applied to the image prior
to PSD calculation. Here, the Hann window is only used foiqokrgram averaging. It is
very wide (one period over the whole image) and is therefery marrow in Fourier domain
(effectively a kernel of only~ 3 x 3 pixels in the Fourier spectrum). The convolufigarring
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of the logarithm of the PSD is therefore small and a shift & @TF zeros is expected to be
sub-pixel and only measurable if there is a steep slope iR8i2 to begin with.

Although the accuracy of the defocus value provided by theosicope software is seldom
suficient, this defocus value can still be used to assist in alronigjal estimation, in a pre-
diction of theCs influence, and in a prediction of the (equi)distance of menimthe squared
frequency ¢?) space. Astigmatism distorts the circular shape of the AB@srand decreases
the SNR of the 1D PSD angular averages. We have assumed tilgatasm is not excessive
(astigmatism is not larger than defocus) and the Thon rimgssall approximately elliptical.
These requirements are typical for life sciences appboatwhere phase contrast imaging is
used mostly at relatively high defocus. The algorithm, hasvecan also be applied to a range
of parameter settings typical for materials science as é&mtipe defocus is larger than astigma-
tism. Provided that the astigmatism is relatively largermitexcessive it is possible to extract
the astigmatism even from the circularly averaged PSD [102f algorithm, however, is able
to detect very small astigmatism as well.

Although there are numerous aberrations in TEM, we focus berrobust and unbiased
determination of defocus and astigmatism as they are d¢razighe measurements based on
diffractogram tableaux of all higher-order aberrations suatoasa and threefold astigmatism.
Ideally, the illumination of the sample should be parallélted illumination introduces higher
ellipticity of Thon rings due to the higher-order aberragd105]. In this work, we assume that
CTF modulation is space-invariant over the entire micrpgrarThis is valid for most HREM
and single particle EM studies in which the grid plane is padbcular to the parallel incident
electron beam. The astigmatism is usually constant for aesgpl data collection, whereas the
defocus is likely to show larger variation, in particular fomography. Therefore, it is advisable
to accurately measure astigmatism on a zero-tifraitogram, correct for the astigmatism if
required, and then continue with image acquisition. Defodiomograms can be measured
using procedures described in [125, 126].

Whereas algorithms that base their defocus estimation cavéiaged PSD are sensitive to
sample drift and missing rings in the PSD, our algorithm Hasetemplate matching proved to
be robust (see e.g. Fig. 3.15A,B). The rings are succegshapped even when their complete-
ness is compromised by external disturbance. Estimatmn fmages with larger astigmatism
values is still possible, although the rings can be incoteplsee Fig. 3.15B), due to the fact
that the spatial envelope Eq. (F.69) dampens the contréis¢ oings in one direction more than
in another. Although such bad images could be discardedawstdl use them for defocus and
astigmatism estimation illustrating the robustness oftechnique.

The method takes th€g influence into account and thus can be used on all microscopes
(with or withoutCq corrector). The algorithm’s accuracy increases with thalmer of rings (see
Table 3.2). Consequently, it might be beneficial to firstreate and correct astigmatism using
higher magnification and then go back to the desired magtditalf only one or a few Thon
rings are visible, it might also be advantageous to use amaltive pre-processing strategy that
relies on bilateral filtering [127,128] and provides a besegmentation of low- frequency rings.
This option is included in the provided software impleménotaof our algorithm. Furthermore,
the spatial (an@r tonal) blurring of the adaptive afat bilateral filter could be modified to make
the rings more prominent. An example of defocus and astigmagstimation from the PSD
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with barely visible Thon ring is shown in Fig. 3.15C.

Most of the algorithms developed so far (including ours)ebteir defocus estimation on
the frequency of one or more minima in the PSD. This becomis gichallenging task when
the specimen is embedded in vitreous ice due to extremelyBNR. Alternatively to the PSD,
some other measures can be used as the input for our algpstich as dferential phase
residual [129,130] or figure of merit [50,131,132]. Theseamges, however, rely on more than
one acquisition. A remaining challenge is to accuratelineste the defocus at each location
of the (non-)tilted specimens embedded in vitreous icee@afly if no amorphous carbon is
present in the image.

The set of presented algorithms have been implemented inlMBTand are available as a
part of the image-processing toolbox DIPimage (httpwvw.diplib.org). Some of the possible
applications of the algorithm are described in [133].
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Appendix A

Weak-phase weak-amplitude
approximation

Assuming an incident plane wa¥§, (x,y) = 1, a weak potential (both the real and imaginary
part ofv, (X, y) in Eq. (3.10)), and applying the first order Taylor expanstbe exit wave from
the specimen can be written as:

Yo (X y) = €700 ~ 1+ i0V, (X Y) — oA (X Y) . (A.1)
The Fourier transform of the exit wave is then
Pex (@) = 6(0) + 10V, (0) — A, (0) . (A.2)

Without loss of generality let us assume no astigmatismeasemnt (i.e.T (g, @) = T (q)). Sub-
stituting Eq. (3.3) in EqQ. (3.4) we obtain

Pim (Q) = Pex () Ka(@)e™P = Py () Ka(a) [cosf (@) — i singy ()] (A.3)

whereK,(q) = K(q)Ap(q). K(q) andAy(q) are defined in Eq. (3.8) and Eq. (3.9) respectively.
The Fourier transform of the image intensity can be written a

[(@) = F[W¥im 0N 7] = ¥ (-0) = i (0) - (A4)

For point-symmetric aberrations such as defocus, astigmand spherical aberration it holds
thaty (—g) = x (). Considering tha¥, (x, y) andA, (X, y) are real we hav¥/; (—q) = V,(q) and
A (—q) = A,(q) and therefore

(o9

(o) = f (6e) = 1%, (0) = Ao (@) x Ka(d) [cOS (@) +i sinGy ()]

x (8(a - o) +ioV,(q - o) - A, (q - ) x Ka(d - @) [cosfy (q - q)) = i sinfy (9 - ¢))] .

SinceaV, (q) < §(g) andoA, () < §(g) we can neglect the second order termg and the
convolution reduces to

(@) = 6(a) + 2Ka(Q)er |V, (0) sinfy (@) — A, (0) cosfy (a)] . (A.5)

67



68 Appendix A. Weak-phase weak-amplitude approximation

Since

asin(x) — bcosf) = sgn@) Va2 + b? sin(x - arcsir( Vzbibz)) (A.6)
a2+

equation Eq. (A.5) can be rewritten as

() = 6(q) + sgn{. ()20 \/\72 (@)% + A, (9)°Ka(g) sin(y (q) — arcsin(W(q))), (A7)

whereW(q) is the amount of the amplitude contrast as defined in Eq1}3.%inceW(q) for

thin amorphous carbon (Ptlr) is typically 6 — 10 % [113], \/\72 (@)? + A, (9)? ~ |V,(g)| and
the final intensity can be expressed as

(0) = 6(a) + o'V (0) 2Ka(@) sin (x (q) — arcsin(W(g))) (A.8)




Appendix B

Templates

B.1 Derivation of the template ellipticity R

The central frequency of each generated template is in thdledf the frequency range (i.e.
Oct = %). For simplicity and without loss of generality, let the geated templates havg = 7.
From Eq. (3.22) and Eq. (3.30) the frequencies of the longstuodt axis can be expressed as:

|2 (Rg+1
q = @ (B.1a)

qg(Rg + 1)
2R2

From step 4 in Fig. 3.3, the peak-to-peak amplitude of theecaan be expressed as

R+1
A=0Q -Qs= qs(RO - 1) = qc(RO - 1) 2 . (B-Z)

Templates match when the peak-to-peak amplitudes of thelééenand the pattern in the polar
image are the same, i.8; = A,

1
-1yt = (R0 1) o

(R - 1R +1) = 20Rq;

Qs = (B.1b)

wherec = % A /F;%l is constant. The solution that has physical meanRgs(R*) gives the

relation between the template ellipticity and the centredjiency:
1 1 1 1
R(Qe) = 5+5 222 + 1 + $[ 2c2q2 + 1+ A2 - 12 (B.3)
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B.2 The difference between detecteds,ung and central fre-

quencydc
Combining Eq. (3.22) and Eq. (3.26) yields the polar repres®n of an ellipse
Cla) = 9 . (B.4)
yeog a + (Rysina)?
Its mean value is q
am(R) = (C(a))a = —le(R). (B.5)
where i
do
4R = | ©.6)
5 L+ (R-1)sifo

is the incomplete elliptic integral of the first kind. Sindeetmaxima in the parameter space
provide alsoR; we can use it to numerically solve the integfa(R)). Using Eq. (B.1a) the
relative error between the mean (Eq. (B.5)) and centralizaqy of Eq. (B.4) is:

g = = _ VTTRI(R) - V2r &)

Om 1+ thleI(Rt)

The response of the template matching depends on ffexehce between the mean value of
the polar transformed Thon ring, and the mean value of the generated tempdgte Since
central frequencies of the templates are fixe& fohe mean valueg,,; are slightly shifted and
that indicates that

N
qfound(Rt) =0n—0Omt + Z (B.8)

The central frequency that is needed for defocus and astigyrmastimation is
Oc = Om(1 — &r)- (B.9)

From Eq. (B.8) and Eq. (B.9) we can write:

N

Jc— 7

l_th

qfound(Rt) =

N
—. B.10
g (B.10)

Thus the central frequency as a function of the found respongarameter space is

N

N
e = (Cround — Z)(l —&r) + 7 (B.11)



Appendix C

Thon ring outlier rejection

From the collection of possible Thon ring candidaesrdered by frequencyg we calculate a
list of selected Thon ring8 given by

8 = {(d1, S1), (02, S2)s - - -, (AN, SN} (C.1)

wheres is a subset of with an extra element added to the tuple, which specifies how many
Thon rings are skipped between the selected Thoniramgli — 1.
Outlier rejection restricts the number of possible sub8dtg the following restrictions:

2 _ 2
Vi % < maxRelativeError (C.2)
. d
and
N
Z S < maxThonRingsSkip (C.3)
i=1

whered; represents the expectgttdistance between Thon rings1 andi, which is recursively
defined as

2 _
Gy = %(—q' Sq'-l + di), (C-4)
d; = median(? - ¢*,). (C.5)

By default our implementation allows an error of equidis&f 20 % (maxRelativeErros
0.2) and the maximal number of skipped Thon rings is set to marRmMgsSkip= 6. The
reason for the recursive definition in Eq. (C.4) is that weagellR-filter-like refinement of the
g?-distance between Thon rings as we incre@sehich is desirable as in fact the distance is not
truly constant foiCs # 0. Furthermore, the distance also changes in the presermcepmitude
contrast.
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Spherical aberration influence

D.1 Csinfluence on the ellipticity

Thon ring frequencies in the PSD correspond to the zeroseoCIfF § (g, @) = Kegr). The
frequencies of the Thon rings in lofsdport axis orientation can be found from

CA8
Squfs — Afi A0 — ket = 0. (D.1)

, Afis+ (JATZ + 2Csken

ql,s = Cs/lz : (DZ)

For weak-amplitude samplés; ~ k holds. The apparent ellipticity of the rings then
Afs+ \JATZ +2Ck (D.3)
Afi £ (JAfZ + 2Ck

wherei is the order of CTF zero for correspondiigvalue. SinceQ?(k) > 1, we keep

— \JAfZ + 2C ke for overfocus A f < 0, A; < 0 andk € N), and+ /A fZ + 2Ccker for under-
focus k € Z and|k| < Nomax)- EQ. (D.3) can be written as

|Afg + \JATZ +2Csk (35)
IAfil + (JAf? +2Ck

and its solutions are real and Thon rings are elliptic-likéong as

It follows that

QK =

Qi(k) =

A f|2
k> - )
2CA

From Eq. (3.1) it is expected that the ellipticity of the rindecreases with frequency due to
the influence ofCs which is angularly symmetric. Similarly, by increasiy, the apparent

(D.4)
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ellipticity at a certain frequency should decrease (notsydver, that changes i@s are less
influential than changes impin Eq. (3.1)). This is directly visible in overfocus wherdigicity
decreases monotonically with frequency am&. In underfocus, however, initially it increases
after which it decreases. If the initial increase (in undeus) is large, the condition Eq. (D.4)
might not be satisfied, implying the formation of the ringattre no more elliptic-like but
rather hyperbolic-like.

D.2 Csinfluence on CTF minima positionq;

For the cas€; = 0, the neighboring CTF minima in squared frequency spaceguilistant:

Ak
AGiles0 = —z with  |AK| = [k — ki = 1. (D.5)

WhenC4 cannot be neglected, the position of the CTF minima can beddwm

3

CS; o - Afgg =k,

Cs® 4 4 2 2
T(qc,i+l - qc,i) - /lAf(qc,iJrl - qc,i) = Ak;.

The distance between neighboring minima in squared frexyugpace is now:

Ak
qu,'|Cs¢0 = . D.6
K —AAf + 05243 (qg,i+1 + qg,i) (B-6)

If Bis the fraction of the&C4 influence defined in EqQ. (3.33) then we have

|Af]
o = Zg = (D.7)
S

Substituting Eq. (D.7) in Eq. (D.6) we obtain

Ak;

—-AAT + /lAf(ﬂiJrl +ﬁi). (D8)

2
AQgilcezo =

The relative error between equidistant CTF ze©s£ 0) and distances whebs # 0 can be
presented as

N A lcgz0 — AGGle=o0 ~ 1 .
) A lc.-o0 1-Bia+6)

For example if3; ~ 10 % thensc, = 25 %.

(D.9)

&c
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D.3 Correction for the Cqinfluence on the ring ellipticities

WhenCg > 0, the Thon ring ellipses (that is, approximate ellipses)ndt all have the same
ellipticity. Therefore, we have to make a clear distinctinrellipticity of an individual Thon
ring ellipse, which we will callQ; for Thon ringi, given by

@
Osi

where the long axis in the PSD is given by frequeggyand short axis bys;. We will keep on
using the symbdR, as the dimensionless measure of astigmatism given by

Af + A
= . 21
= \Ar A, (3.21)

Note thatQj|c.-o = Ry for all Thon rings. FoCs > 0, however, we dete€); for each Thon ring,
but how to find the equivalent ellipticitigeq for all rings? To obtain this relation, we define the
frequencyg, that is equivalent to the frequenqyf Cs would be zero. That is, their phases and
k-values in EqQ. (3.1) are equal.

Q (3.34)

%Csﬁq“ — APAT = —AGPAT. (D.10)

Solving forg? yields

2

- AT — 2CA?g?

Af

The frequencyg, is always real in overfocus. However, in underfocus the tamithl relation

Czs'jzfq'z > 1 must be fulfilled. If we use Eqg. (D.11) to get valuggsandqgys for long and short

axes, we recalculat&.q by using

(D.11)

.- @ (2afig2 - Ca%qf) at,
a s - (2Afs02 — Cs22af) Af)

(D.12)

The numerator and denumerator of the first fraction in thibtfigand-side term are equal ko
and the whole first fraction is equal to one. ThRsy = Ry equivalent ellipticity is equal to
the ellipticity whenCs = 0. The problem is that we do not know tHf5. R.q can be further

rewritten as:
2| (2Af — Cs220f,
Req = Ro q—'; (281 -G, "). (D.13)

From the first estimate (up = 10 %) we get initial values foR,, A f, andA fs. Furthermore,
we refine the estimate by finding@ from the whole spectrum. These values are scaled with the
second fraction in Eq. (D.13) and in this way the fiRa} is obtained.




Appendix E

Thon ring averaging

This section describes our new method for obtaining 1D m®filom the PSD of a micrograph.
The most basic method used to obtain such a 1D profile is eir@vleraging, calculated using
the discretized form (i.e. integration becomes summaubbthe following equation

1 n +30(q)
P =5 [do [ P@+.0) Gurole)d ED)
0 -30(a)

whereG,, is a Gaussian kernel of scake which can be a function of the radial frequengy
Some blurring with the Gaussian is applied to ensure smashits on the discretized power
spectrum. The sum ovef is bound to an interval of e.g-30-, +30 to make the implementation
efficient but also approximate the Gaussian accurately. Giraieraging only exactly fol-
lows the Thon rings when there is no astigmatism. With astiggm, one should use elliptical
averaging, defined as

n +30(Q)

1
Pray(0) = = | da P(d', @) Go(q)(d)dd,
Jd,
P(q',a):P( a+q ,a],
V1+ (R —1)sir(e — 1)

where ellipticityR anda; represent the astigmatism influence.

WhenCs # 0, Thon rings start to deviate from ellipses. With Thon ringraging, we aim
at getting averages over Thon rings as function of theirraéfitequencies).. To correctly
average over Thon rings we consider Eq. (3.1). Using thistgpu, we can find the “nominal
radius” g of any position in the PSD (so not only frequencies of the Thogs) by equating
the latter formula to the same formula without the astigematierm:

1 1
Ecsﬁq“ — A (AT — AL cos(2¢r — 1)) = ECsﬂ3q‘C‘ — AQ2AT. (E.3)

Solving forgZ we find

o Af+ (AT2+2CAk

qC Cs/lz

(E.4)
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wherek = %Cs/l3q4+/lq2(Af —A; cos(2@—a1))). The “+” sign in Eq. (E.4) is plus for overfocus
and for monotonic increase &fvalues in underfocus, and minus whiemalues in underfocus
monotonically decrease. The implementation of Thon rirgyaging works as follows:

1. Create two empty 1D array®sult andsum of sizeN/2 and initialize with zeroes.
2. For each power spectrum positiap,@y):

(a) Convert coordinatesyy, q,) to polar coordinatesy(«) and calculate the correspod-
ing g. using Eq. (E.4)

(b) Addthe Gaussian weighted respofg’ —q.)P(qg, @) to result by adding its value
to the bins in the intervalf — 30, gc + 30].

(c) Add the responses of the Gaussian weight in the corresipgibin of the arrayum.

3. Divide all elements ofesult componentwise by the elementssuin. Returnresult.
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Forward model
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Abstract

Accurate modeling of image formation in cryo-electron ragmopy is an important require-
ment for quantitative image interpretation and optim@atof the data acquisition strategy.
Here we present a forward model that accounts for the sped@mseattering properties, mi-
croscope optics, and detector response. The interactiemioa is calculated with the isolated
atom superposition approximation (IASA) and extended i influences of solvent’s di-
electric and ionic properties as well as the molecular sdstatic distribution. We account for
an dfective charge redistributiovia the Poisson-Boltzmann approach and find that the IASA-
based potential forms the dominant part of the interactamtemtial, as the contribution of the
redistribution is less than 10 %. The electron wave is prafsythrough the specimen by a
multislice approach and the influence of the optics is inethda the contrast transfer function.
We incorporate the detective quantuffi@ency of the camera due to theffédrence between
signal and noise transfer characteristics, instead ofjumity the modulation transfer function.
The full model was validated against experimental imag&)&f proteasome, hemoglobin, and
GroEL. The simulations adequately predict tifEeets of phase contrast, changes due to the
integrated electron flux, thickness, inelastic scatteriegective quantumfigciency and accel-
eration voltage. We suggest that beam-induced specimermws are relevant in the exper-
iments whereas the influence of the solvent amorphousnesBecaeglected. All simulation
parameters are based on physical principles and, whengagesxperimentally determined.

4.1 Introduction

The structures of macromolecules, macromolecular coreplard subcellular assemblies pro-
vide insight into their functions. Knowledge of the 3D stiwe of a macromolecule is also the
cornerstone for rational drug design [3].
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Cryo-electron microscopy (cryo-EM) of biological specimsan an unstained, frozen-hy-
drated state has become an indispensable tool for strubialagy [1]. Advances in cryo-EM
single particle analysis (SPA) [2] and cryo-electron tomapdny (cryo-ET) [134—-136] provide
opportunities to characterize the structures of macrooutde complexes that are either too
flexible, heterogeneous or transient to be explored by altggiraphic methods [137,138]. The
level of structural detail that can be obtained by cryo-ENargely limited by specimen het-
erogeneity, theféective contrast transfer function (CTF), the detectortediive quantumfé-
ciency (DQE), and radiation damage which limits the intégplaelectron flux that can be used,
resulting in a poor signal-to-noise ratio (SNR) in images.

In addition to hardware developments, computational nahwill continue to improve,
enabling more information to be extracted from inherentisy cryo-EM images. Simulations
of electron images will be increasingly important in ordeoptimize the data acquisition strat-
egy, to improve image interpretation and resolution, angréwide insight on ways to improve
instrumentation. An accurate forward model of image foraratn cryo-EM should rely on
all relevant physical properties such as the specimenstieland inelastic scattering properties
and the &ects of the CTF and the detector.

Simulation of transmission electron microscope (TEM) ie&®f biological specimens
is implemented in a number of software packages for SPA andUeh as Xmipp [31, 32],
IMAGIC [33], SPIDER [34, 35], EMAN2 [36], Bsoft [37], and TONbolbox [38]. In most
cases, these simulations are used to facilitate Euler sadgkermination in SPA and to evaluate
reconstruction methods for SPA [139, 140] and ET [141]. UWguwavirtual model of a bio-
logical specimen is created using 3D primitives (phantosash as spheres, ellipsoids, cubes,
and cylinders [32]. In some cases, the specimen volume isticarted based on information
from the RCSB Protein Data Bank (PDB) and TEM images are céeadoy projecting the 3D
specimen; theféects of the solvent and detector are rarely accounted fgemeral, projecting
the 3D electron density distribution into a 2D image is nated, since it does not represent
the actual physical electron-specimen scattering prigsefinteraction potential). In addition,
the noise is often simplified as being additive Gaussianendgelow, we discuss two related
work that aim to provide more realistic simulations.

In [142], image simulations were performed to assess taeattle benefits of phase plates.
The solvent (water) was treated explicitlya molecular dynamics (MD) simulations generating
a box of amorphous water and a multislice approach was useddount for the specimen
thickness and multiple scattering. The generated noisé?a@&son distributed, but the detector
response was not included. Unfortunately, the methods marealidated experimentally.

TEM-simulator [39] aims to provide accurate simulationsdzhon physical principles. It
was the first simulator whose results were compared to exeetal data, albeit not in depth.
There, the specimen thickness has been neglected, andaksvfitiering to a certain reso-
lution exceedingly damps the interaction potential (IPlthéugh most simulation parameters
described there are based on physical principles, a catibnarotocol needs to be employed for
some parameters that are phenomenologically introdueadirig to a situation where nuisance
parameter tuning is required. Examples of such phenomgitallgqparameters are amorphous-
ness (granularity), absorption potential, as well as carparameters such as the modulation-
transfer function (MTF), detective quanturfiieiency (DQE), and conversion factor. Further-
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more, none of the aforementioned approaches have condideeenical bonding aridr inter-
action of the sample with solvent and ions. For completeneshould be mentioned that re-
cently [143] parameterized a function that describes th&idution of water molecules around
a protein. In previous work the solvent was assumed to berwiastead of less dense vitre-
ous ice, leading to possible artificial damping of the cattkeetween the protein (which has a
higher density than water) and solvent.

For material science applications, numerous TEM simusat@ve been developed (re-
viewed by [144]). Many assume that the atoms of a specimepeaaredically ordered which is
not fulfilled for non-crystalline biological specimens. rBe of the simulators, such as YAMS
[145, 146] and SimulaTEM [147], have been used for image kitimns of biological speci-
mens. They do not assume that the specimen is periodic dnalgh YAMS propagates the
mutual coherence function through the specimen, a methad agpropriate for treating the
partial incoherence, only elastic scattering was assuprdaldlogical specimens [140]. In both
simulators the specimen thickness and multiple scattevegts were treateda a multislice
approach [148], but inelastic scattering, the detectgoarse, and solvent were ignored. In
high resolution electron microscopy (HREM) the contragbiperimental images has been fre-
guently reported to be much less, typically about a factothofe, than predicted by image
simulation [149, 150]. It was suggested in [151] that thiscdepancy, often called the Stobbs-
factor, originates from neglecting the detector's MTF irage simulations.

Here we present, analyze and validate an image formatiorhm@EM based on physical
principles. In addition to computing the 3D potential distition where atoms are treated in
isolation, the interaction redistribution potential doghe solvent, ions and molecular interac-
tions is computed. Beam-induced motion and amorphousridbg @itreous ice are also ad-
dressed. For validation, comparisons between experinagatsimulations were performed on
cryo-embedded specimens. Some of the parameters suchoasigledistigmatism and camera
properties are accurately estimated from experimeiatavailable toolboxes [47, 49], without
introducing nuisance parameters. The simulator presdmdey] InSilicoTEM, has been imple-
mented in DIPimage (www.DIPlib.org), a MATLAB toolbox foc®ntific image processing
and analysis, and is freely available for non-commercialwson request.

4.2 Theory

Forward modeling approaches in cryo-EM describe the coxiplage formation process. Be-
low, we will shortly outline our image formation model whas&in ingredients are: the inter-
action potential, electron wave propagation, and intgratection by the camera. Appendix F
provides a detailed description of all steps and approxonat

4.2.1 Interaction potential (IP)

The interaction between the incident electron wave and aonadecule embedded in the sur-
rounding medium is modeled as a sum of two interaction p@iecdmponents: (1) “atom”
contributions, i.e. the superposition of atomic potested if each atom was in isolation; and
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(2) “bond” contributions, i.e. the influence of the chargdis&ribution due to the solvent, ions
and molecular interactions

V(1) = Vatom(r) + Vond(T), (4.1)

wherer = (XY, 2) is the position of the electron wave. Sin¥gon considers the specimen
as a set of isolated atoms, we §&ton(r) = Z'j“:l Vz(r — R;), whereVz, is the electrostatic
potential of an isolated neutral atom with atomic numbgecentered aR;. With the first Born
approximation, such a potential can be written as the ievEBairier transform of the electron
scattering factor of the atom [10, 39] (see F.1.2 in Appefqix

The isolated atom superposition approximation (IASA) iggsothe potential due to the
charge redistributions{yong, Which accounts for the interaction with neighboring atpsw-
vent and ions. A% om provides the most significant contribution to the scatggohthe inci-
dent electron, this computationally convenient approgiomgprovides a good starting point for
initial interpretation of high-energy electronfidaction and microscopy experiments [144,152].
Biological specimens are embedded in an amorphous soludrtha potential distribution de-
pends also on the dielectric and ionic properties of theesdlvit seems appropriate to include
the contribution of the solvent and ions modeledy,q¢ This potential due to the charge redis-
tribution can be accounted fera a continuum electrostatics approach (see F.1.3 in Appendix
F), described by the solution of the linearized PoissortBahnn equation:

qizniovbond(r)

e (4.2)

~&V(& () VVbond(r)) = pre (1) + p2rAr) — a(r) Z

whereg, is the permittivity of the vacuum, the relative permittivity &, for the sub-volume
occupied by solvent angh for the molecule)pP2"{r) andp23™(r) are the partial (net) charges
of the molecule and solvent respectivelyandn? are respectively the charge and the concen-
tration of an ion of typd; kg the Boltzmann constant, the temperature, and(r) = 1 for
sub-volume occupied by solvent, anfr) = 0 otherwise. In order to meaningfully add the two
potential contributions (equation (4.1)), the assumgigecified in F.1.4 must be fulfilled.

Inelastic contributions

The dfects of inelastic scattering are modeled as the imaginatypthe interaction potential.
The total complex potential gt = Von +1Vay, (see F.2.3), wheré,, is the interaction potential
(real value) as described in the previous sectivf, contributes to the phase contrast while
Vap influences the amplitude (absorption) contrast. Contidimgtto the amplitude contrast can
be roughly separated into “plasmons”, electrons scatten¢side the aperture, and atom core
losses. “Plasmons” are not strictly oscillations of freecglons like in metals, but they are
producing a similar amount of energy loss 20 eV), hence this commonly used terminology
[153]. In a typical electron energy-loss spectroscopy (EEgpectrum, the intensities due to
atom core losse\E > 100 eV) are a couple of order of magnitudes smaller than tbbte
plasmonsAE ~ 20 eV). The influence of the aperture will be taken into actouathe optical
system. Therefore, the plasmons are considered the mogshaioincontribution to the inelastic
interactions. Since a large part of the specimen consigsniedding medium, the plasmons
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of vitreous ice damp the useful phase signal. For an amogpbolvent such as vitreous ice
and a certain incident electron energy the plasmons candagildedvia the inelastic mean free
path Aj,. We performed Monte-Carlo simulations [154, 155] to vakthe assumption that
delocalized processes (represented by a constant alosopptiential) are dominant (see F.2.3).
For our purpose the imaginary part of the potential is matlake

Va(X.¥; 2) = 1/(20°Ain), (4.3)

whereo = Ame/(277?) is the interaction constant, e, andmthe relativistic wavelength, charge
and mass of the incident electron, d@nBlanck’s constant.

4.2.2 Electron wave propagation

The electron wave propagation through the specimen is asadnultislice method [148] that
accounts for the thickness of the specimen and multipldesaag [144]. An incident electron
is described by its wave function and at the top of the ()th slice of the specimen, the wave
function is given by

W1 (6 Y) = T Pa(tho Oy AZ)FTeXP(ioV (X, ¥, 2)¥a(x, V)] (4.4)

whereP(g, A7) = exp(iniAzdP) is the Fresnel propagator over a slice of thickn&zsq is
the magnitude of the spatial frequenay,(@y), I[o] denotes the Fourier transformation, and

Z+Az

V,(X,y,2) = f Vint(x,y, Z)dZ is the projected potential within the slice. Parallel illuation

z
is modeled as an incident plane waW (X, y) = 1). The propagation of the electron wave
through the specimen can be interpreted as recursive trssismand propagation of the wave
function through each slice until the wave leaves the speifHcxi(X, Y)).

In cryo-EM the images are mostly generated by phase conasst result of interference
between the unscattered and scattered part of the electiowave function. The electron
wave exiting the specimet (X, y) is further subject to a frequency dependent phase shift
introduced by the defocusf and microscope aberrations such as spherical aber@tjcand
twofold astigmatismA,, @;). The contrast transfer function (CTF) of the lens systeipalar
coordinates is [111]

T (0,a) = KA, exp(—i % (%CSA“ 4 % (Af — A, cos(2(a — @1))) /lzqz)) , (4.5)

whereA, is the objective aperture function akddescribes spatial and chromatic envelopes.
Note that underfocus implieaf > 0, as in [111]. The intensity in the image plane is the
probability density function given by

lo(%Y) = ¥ (X Y) > = |F [T [Pexit(X V] T (0, @)] I°. (4.6)

For details see section F.3 in Appendix F.
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4.2.3 Detector response

Capturing the final image involves the conversion of thetebecwave intensity distribution
into a digital signalvia a detector. Electron detectors are characterized by péeesrsich as
conversion facto€F in [ADU /e ], modulation transfer function (MTF) and detective quantu
efficiency (DQE). The measurement process obeys Poissortistagisving rise to shot noise;
the detector adds readout nolgeand dark currenly. to the final image, and blurs the image
with a detector point-spread function P8&y) which Fourier transform is the MTF.

The MTF describes transfer of the signal amplitude fdiredent spatial frequencies. How-
ever, the signal and the noise in a TEM detector are not teamesf in the same way [20]. The
DQE is defined as DQEJ = MTF?(g)/ NTF?(q), where the NTF is the noise transfer function
(NTF%(q) = NPS,:/ (CF2d.)) with NPS being the noise power spectrum, a@ndhe incident
electron flux in [e/ area]. We model the signal and noise propagation as folldywie Fourier
spectrum of the noise-free signdh(@)) is damped (multiplied) by the ratio between signal
(MTF) and noise (NTF) transfer, 2) this signal is multipliegthe integrated electron flux and
noise contributions are added, 3) the Fourier spectrumatf(tivisy) signal is damped by the
NTF, and 4) the number of electrons are scaled Withto the image gray values in [ADU].
Hence, we can write the detected image as

|(x.Y) = CF - 57| F | Poiss(®e - F'[1o(c) VDQE@)])| - NTF(@) | + I+ laes ~ (4.7)

where Pyis(A) returns a random number from a Poisson distribution witheeied valueA.
Section F.4 in Appendix F explains the steps in more detail.

4.3 Computational methods

The main steps of image formation simulations are i) coosivn of the interaction potential
(IP) and ii) electron wave propagation and recording intgns

Physical parameters of the specimen inclublie gielectric constant, temperature, ion con-
centration, motion factor and thickness. Microscope patars involve acceleration voltage
and its spread, opening angle, defocus, astigmatism,isphand chromatic aberrations, ob-
jective aperture, magnification, and incident electron.fleglevant camera parameters are ex-
posure time, binning, conversion factor, MTF, DQE, readmd dark current noise. All param-
eters influencing the image formation are based on physicaliples and when necessary, they
were estimated from the experiment, using independentume@ents (except beam-induced
movements), without introducing nuisance parameters.

In this section, we outline the computational methods foagen simulation of biological
specimens and parameters estimation.

4.3.1 Interaction potential (IP)

A forward simulation requires a known model of the speciméncase of biological speci-
mens, we construct the IP using a hybrid approach combihi@gsblated atom superposition
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Table 4.1. Some APBS parameters

Symbol | Value Meaning

pdie 2.00 dielectric constant of the solute

sdie 7854 dielectric constant of the solvent

temp 29815 temperature of the system [K]

srad 1.40 radius of the solvent molecules [A]

ion 4102 ion_species, concentration [M] and
radius [A]

approximation (IASA) and a Poisson-Boltzmann (PB) desimipof the interaction between
the macromolecule and its solvent and ions (see 4.2.1). fne for computing the IP is a
high-resolution X-ray structure as deposited within theBREhich contains a detailed speci-
fication of type and position of most atoms in the moleculereHge used PDB files 1RYP,
1GR5 and 2GTL to model 20S proteasome, GroEL, and earthwemoglobin, respectively.
The plasmons are accounted foa the inelastic mean free path. The amorphousness of the
solvent was generated by an explicit atomic modalMD simulations. An empirical post-
blurring can be applied, which results in a simildiieet that beam-induced movements could
have. The next subsections explain these procedures indetai.

Isolated atom superposition approximation (IASA)

The dominant part of the interaction potential is the sunmhefindividual isolated atomic po-
tentials calculated as the Fourier transforms of tabulatectron scattering factors. There are
several empirical closed-form approximations of elecsoattering factors available [144]. We
use scattering factors that are parameterized as a weightedf five Gaussians as given in
Table 1 in [152] and implemented in TEM-simulator [39]. Tkl potential map calculations
are based on a slight modification of their map in such a waylolapass filtering to a certain
resolution does not exceedingly damp the interaction pietgiP), and the solvent is assumed
to be vitreous ice instead of water (see equation (F.20)g imput PDB file is converted into
the electrostatic potential mafom The voxel size of the map in this analysis was setto 1 A.

The influence of the embedding environmentia the Poisson-Boltzmann (PB) approach

We use a continuous electrostatics method to model the ndéuef the solvent and ions as
well as the coarse electrostatic potential redistribiamithin the macromolecule. There are
different implementations for solving the Poisson-BoltzmdPB)(equation. In this study we
used APBS (adaptive Poisson-Boltzmann solver) [156] thaterically solves the PB equation
for solvation energy and potential.

The input for APBS is a modified PDB file (PQR) where the occuyaand temperature
fields are substituted with partial charges and the radiddieising PDB2PQR [157]. Since
protein structures deposited in the PDB format usually lag#krogen atoms, PDB2PQRfers
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Inelastic mean free path for vitreous ice and proteins
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Fig. 4.1.Inelastic mean free path as a function of the incident edeatnergy for vitreous ice (blue solid)

and protein (red dashed line) using equation (4.8) and daaieed from [158] and [159]. The data points
from references [158, 160-162] and [159] are included.

the functionality of adding missing hydrogens atoms andownyg steric clashes caused by
the newly added hydrogens. Partial (net) charges were lagdcuwith AMBER, one of the
forcefields available in PDB2PQR. Thélpralue was set to 7. The APBS input file contains
both numerical aspects of the computation and physicahpetexs (c.f. Table 4.1).

For large molecules such as earthworm hemoglobin we ad#pégurocedure for calculat-
ing PQR files and APBS potentials. For large (constructed} Fl@s we adopted a variable
column width. The parsers also allowed a more flexible sgpbatween all fields and larger
(unrestricted) field size. In order to calculate the potdmtiap of hemoglobin, the molecule was
split into eight parts with an overlap of 10 %. A single potehinap was assembled from all
parts. 20S Proteasome was simulated without ions in thesbWhile the ion concentrations
for the earthworm hemoglobin sample were 0.05, 1, and 3 M/(n@spectively.

In contrast to typical PB solvers that include two-step abbn energy calculations, here
we used a one-step approach. For chemistry and biophygtisajons, the reaction fields due
to the polarization of the solvent and ions around the mdéeate of interest and a two-step
approach is needed. In that case, homogeneous dieledtidatans (dielectric constants of
the molecule and solvent are equal) are subtracted fronndggeeous calculations (dielectric
constants dier). Since the knowledge about the electrostatic potergthstribution within the
molecule is beneficial for us, we did not need to perform hoemegus dielectric calculations
(see F.1.4), resulting in reduced computation times.

Inelastic scattering

For our purpose the imaginary part of the potential was nemtieh the inelastic mean free path
(see equation (4.3)). As described in [158] and [163] théaste scattering cross sectiofy,
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can be representada equation (F.60). The inelastic mean free path is related,tas

Muw M52 - 1010

A' = =
" PNaoin 9,037} In £lotme)

[nm], (4.8)

whereZ is the atomic numbeps the ratio between the velocity of electron and light &
1-[mc/(Up+mc)]?), Ug the incident electron energyc the rest energy of electroi)y, the
molar massyp the mass density, andy, Avogadro’s number. The dependency of the mean free
path on the incident electron energy is given by (4.8) anttgdioin Fig. 4.1. Experimentally
determined values of the inelastic mean free path repantdetiliterature vary noticeably [164].
The reasons for these apparent discrepancies are not atleaysSome of the reported values
for a couple of energies are included in Fig. 4.1. The fracticomposition of a protein was
taken to be 0.492, 0.313, 0.094, and 0.101 for elements H, @nNO, respectively [159, 165].
We used the values df;, for vitreous ice at 80 kV and protein at 100 kV provided by []L58
and [159], respectively. The values for any other incidexetrgy of electroJ, were calculated
via equation (4.8).

Amorphousness of the solvent - specimen

As described in sections 4.3.1 and 4.3.1, the solvent has ineeleled as a continuum. Al-
though its influence on the potential redistribution of thecnomolecule is accounted for (sec-
tion 4.3.1), the solvent potential is calculated from thewn density of water molecules using
an averaging procedure (see equation (F.20)). Howeverrgmosness of the solvent can
influence the appearance of the noise in the image. In ordesstess the influence of the amor-
phousness in cryo-EM under low-flux conditions or to allove@a model it for high fluxes in
HREM, we propose two methods for modeling this amorphousn@gsadding a fixed noise
pattern to the specimen’s projected potential, and (iifquating molecular dynamics (MD)
simulationsvia GROMACS [166].

(i) Adding a fixed noise pattern to the projections:

This simple method assumes that the overlap of atomic pasiin a projection of an amor-
phous sample is significant and that it is essentially noisle avflat frequency spectrum. This
Is surely an approximation as every real specimen has lihsitattering power. Therefore, we
multiply the frequency spectrum by exgfr(qra/Axy)?) Whereq is the spatial frequencyy is
the average minimum distance between atoms in the amorsipeegmen and, is the pixel
size in the object plane. The covalent spdius in carbon is @7 A [167], and a model of
amorphous carbon should thus have a minimum distancg ©f1.54 A. For vitreous ice, the
distance between oxygen atoms would tB82A [168].

(i) MD simulations:

In order to produce an explicit description of the solverdt@y), we used GROMACS [166], a
MD simulation package which solves Newtons equations ofandbr a system oN interact-
ing atoms. The equations are solved simultaneously in dmadlsteps reaching an equilibrium
state of the system. The input was PDB file 1GR5 (GroEL). Thesmg hydrogens atoms
were added and a topology file was generated containing thegath information about all
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interactions between the atoms of the protein (bonds, anglesion angles, Lennard-Jones in-
teractions and electrostatic interactions). Furthermthre protein was solvated in a 20 x 20
x 50 nm water box with a simple point charge (SPC) 216 modek §pecimen box consists
of a multitude of small boxes, each containing 216 water mdés. In order to circumvent

a crystalline arrangement of small water boxes, energymingtion was performed followed
by a short MD simulation (20 ps)ffectively randomizing the solvent molecules positions and
solvating the protein.

Beam-induced movements

Beam-induced movements can significantly influence therashin cryo-EM [26, 169]. The
whole layer of ice encapsulating the macromolecule seemsft'm upon exposure in a com-
plicated manner. Here, we model theskeets empiricallyvia an isotropic motion factosy,
which blurs the IP as follows:

V(a) = V"(q) exp(-27%cfc?) . (4.9)

whereV(q) andf?"“(q) are the Fourier transforms of the potenti4l) and'V"(r), respectively.
This is equivalent to damping of the electron scatteringpofiecin the Fourier domain.

4.3.2 Electron wave propagation and intensity detection

The incident electron plane wave is propagated throughgbeisien by a multislice approach
inspired by [144]. The slice thickness was kept constant & nm. The #ective projected
potential within this slice thickness in all our simulatganV,(r) proved to be smaller than 0.36
suggesting that, within a slice, the probability of mulécattering events is less than 5 %
and that the weak-phase object approximation and projeetssumption are valid [52]. As
described in section 4.2, the CTF accounts for all relevaotoscope aberrations, apertures
and partial coherence of the electron source. Finally, t&ge intensity is captured by the
detector modeled by the MTF, DQE and various noise sources.

4.3.3 Parameter estimations

Some imaging parameters vary between acquisitions, wthiere are stable for a long period
of time. To accurately model image formation and validateiib experimental data, we need
to know the numerical values of all parameters that influeémege formation (see section 4.2).
The detector parameters are characterized independeatigethods described in [47]. The
parameters that must be determined during the data acquoisite magnification, integrated
flux, defocus, astigmatism and local ice thickness. The nfiagtion of the microscope was
calibrated prior to the acquisitions with a cross gratingtaming 2160 lines per mm. The
integrated electron flux iref /A] was estimated from the measured intensities in areasowith
specimen using the conversion factor of the detector. Fan Eav-flux cryo image, an image
of an adjacent carbon support was acquired to accuratelgunedefocus and astigmatism as
well as their uncertainties using the publicly availablelb@x described in [49]. Measurements
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of the local ice thicknesd are based on the Beer-Lambert law and were calculated frem th
ratio of the integrated intensity of an EELS zero-loss plealelative to the integral of the whole
spectrum. Similar to equation (F.64) in Appendix F we have

d=Apin—. (4.10)

IzI

4.4 Experimental methods

In order to validate our image formation model, cryo-EM expents were carried out using
various test samples and experimental conditions. Nunsesletocus and flux series of unfil-
tered and zero-loss energy filtered images of 20S proteaanthkemoglobin were acquired at
80 kV and 300 kV.

4.4.1 Sample preparation

Our modeling approach was evaluated with 20S proteasonme &ocerevisiagLumbricus
terrestris erythrocruorin(earthworm hemoglobin) and GroEL. Proteasome (Sigma étchi
10 mg/ml) was diluted tenfold in 50 mM HEPES pH 7.4, 150 mM NaCl, anchA DTT.
The hemoglobin sample (Hb) was prepared by diluting the lygotan stock solution 25-fold
in 50 mM NH;Ac pH 6.6 (a protocol adapted from [50, 170]). The GroEL chaper¢8igma
Aldrich, 5 mg/ml) was diluted fivefold in 200 mM MOPSHb 7.4, 100 mM KCI, and 4 mM
MgCl,. Diluted (1:10) protein A (a bacterial surface protein coomty used because of its
ability to bind immunoglobins) conjugated with 5 nm collaldgyold particles (CMC-UMC,
Utrecht, the Netherlands) was added3ul) as fiducial markers to the samples just before EM
grid preparation. Aliquots of &l samples at- 1 mg/ml protein concentration were applied
to 200 mesh thick C-flat grids (Protochips Inc., NC, USA) (théh hole size). All grids were
freshly glow discharged for 30 s with a current of 20 mA. Exses liquid was blotted at room
temperature from one side inside a Leica EM GP freezing @unging 3 s blotting time and
2 s postblotting time with 95 % relative humidity. Subsedtenhe blotted grid was plunged
into liquid ethane for vitrification. The grids were storediguid nitrogen pending examination
in the electron microscope. In addition to the low-salt hgtabin sample described above, two
more ion concentrations were tested, 1 M and 3 MyN¢&] respectively.

4.4.2 Image acquisitionglata collection

Frozen-hydrated specimens were examined with a Titan kKtextron microscope (FEI Com-
pany, The Netherlands), equipped with a field emission glEG)Foperated at acceleration
voltages of 80 and 300 kV. A post-column GIF energy filter @atUSA) equipped with 2k x
2k Gatan US1000 camera was used. The energy slit was adjasteléct only electrons with an
energy loss less than 5 eV. Other microscope settings weneteniser aperture number 3 (size
of 100um), objective aperture 4 (1Qdn), spot size index 5, and beam diameter gin2 The
spherical Cs) and chromatic@.) aberrations for this Titan microscope are both @&m, while
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the energy spread\E) and illumination aperture) are 07 eV and 003 mrad, respectively.
The grids were mounted using the Krios autoloader. A croatingy was used for magnification
calibration. Images of proteasome, hemoglobin and GroBO & and hemoglobin at 300 kV
were recorded on a 2k x 2k Gatan CCD (US1000) camera with aificegion at the detector
plane of 445 kx. The pixel size of the detector is 14n and the final sampling density in the
object plane was.35 A/pixel. The requested underfocus ranged from 500 nm to 4006hnm
five steps. The incident flux was derived from the detectotogpto-digital units (ADUS) by
taking 1 s exposures without sample and using a conversaarf@n ADU/e") as calibrated
by [47]. Each defocus series was collected from a previousgxposed sample suspended
across one of the holes in the C-flat grid. Electron fluxes 85 e A-2s* and~ 5.5 e A-2s?

at respectively 80 keV and 300 keV, were used to record eaghesirame, while the exposure
times used were 0.5, 1, and 2 s. Images in a defocus series s&the view were taken with
and without energy filtering. After each defocus series aagenof the adjacent carbon support
was acquired using image shift in order to accurately mesdefocus and astigmatism on that
area [49]. These values are then also used for the regiomerést.

4.5 Results

The validation of our image formation model is based on aesgatic comparison between
simulated and experimental images under various expetaheonditions. We present the in-
fluence of the solvent including ion concentration, defoéntegrated electron flux, motion
factor, amorphousness of the specimen, ice thickness, MIP&E of the camera, and inci-
dent electron energy on the image formation of samples eddukuh vitreous ice (proteasome
and hemoglobin). For an unbiased comparison between expetal and simulated images, the
display for each image was stretched between mean valyemhus 2.2 standard deviations of
the corresponding experimental image. Estimated ice mieiséd and defocug\ f are specified
accordingly.

45.1 “Bond” contributions

As described in section 4.2.0m IS modeled using the isolated atom superposition approxi-
mation (IASA), while the redistribution potential as a riésaf the bond contribution¥yonq IS
modeled by a Poisson-Boltzmann (PB) method. The ratio aiwee mean squared “bond”
and “atom” potential contributionR,ong = (Vﬁond()) / <vgtom0> was calculated for each of the sim-
ulated interaction potential™ (equation (4.1)) Vpondo @ndVaomo represent mean-subtracted
Voond @Nd V4om potentials, respectively. The valuesRyf,nq for proteasome, hemoglobin in 50
mM, 1 M and 3 M NHACc are 53 %, 95 %, 79 %, and 77 %, respectively. Fig. 4.2 permits
comparisons between (1) experimental images, (2) simtulatages which potential is calcu-
lated using onlyVaom and (3) using combined potenti@hiom+Vhone FOr the experimental
conditions used here, th&,qnq contribution toV™ is not significant. In general, the combined
potential produces weaker ringinffects on the surface of the molecule and lower peaks inside
the proteins (Fig. 4.2). The SNR in the experimental imagaes mot high enough to notice ap-



4 5. Results 89

(A) Proteasome (B) Hb 50mM (C)Hb 1

-
o
Q
£
=
D)
o
oIl
~
D 3
N

(3) Combined

Fig. 4.2. Examples of (1) experimental images, (2) simulated imadesrathe interaction potential (IP)
was constructed from only,om, and (3) simulated images with the IP calculated as combpogehtial
Vaton+Vbona: The flux was~ 2.5 e A=2s1 at 80 kV. From left to right are examples (&) proteasome
(texp=2 s, Af = 2509 nm,d = 69 nm), (B) hemoglobin (Hb) in 50 mMMt,=2 s, Af = 4621 nm,
d =82 nm),(C) Hb in 1M (texp=2 s,Af = 4505 nm,d = 196 nm), andD) Hb in 3M NHjAC (texp=1 s,
Af = 2754 nmd = 169 nm). The scale bar corresponds to 10 nm.

parent diferences due to the redistribution potentigd,qg within the molecule. We performed
simulations with various integrated fluxes, magnificatjatefoci and acceleration voltages to
assess when it is needed to incligg,q in the modeling. Fig. 4.3 compares images frogm
and combined potential for some of the parameters. FigB. @8l 4.3D suggest that the dark
hexagon produced by large defocusing (= 6 um) is weaker when using the combined poten-
tial. The diferences inside the protein are more pronounced at higharifitagion (Figs. 4.3A
and 4.3C), and at 300 kV (Figs. 4.3C and 4.3D), producingngieo signal forV . than for
the combined potential. In general, assuming no beam-gdlucotion, a higher integrated
flux better reveals minute fllerences inside the molecule. In Figs. 4.3B and 4.3D we used an
integrated flux of 16~ /A2, which is four times higher than in the actual experimentsh@a
same magnification). A corresponding SNR (assuming peafegiment and no beam-induced
motion) would be achieved experimentally by averaging l1fvedent particles.
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(1) IA_SA

__(2) Combined

Fig. 4.3. Examples of (1) simulated images where interaction paie(it®) was constructed from only
Vatoms and (2) with the IP calculated as combined poterifighm+Voong (A) Voltage 80 kV, Magnifi-
cation 100 kx Af = 2000 nm, and integrated flux 1@0/A?; (B) Voltage 80 kV, Magnification 42 kx,
Af = 6000 nm, and integrated flux 20 /A?; (C) and(D) are similar to(A) and(B), respectively but at
a voltage of 300 kV.

45.2 Defocus series

Various defocus series were acquired with a requesteduaefaaging from 500 nm to 4000 nm.
From the adjacent carbon area next to each region of intheedefocus valuesf are estimated
and provided in the figures captions. For readability we aodisplay the astigmatism values
as well as uncertainties of the defocus estimations as gedvby tools described in [49]. The
astigmatism was always smaller than 6 % of the defocus valte. uncertainties of defocus
estimation were on average 1.6 %.

Fig. 4.4 shows experimental and simulated defocus seridg8®fproteasome, top and side
view at 80 kV for 0.5 and 1 s exposure time, respectively. Thikations correctly predict the
changes in the image when the defocus value is altered. Faldefocus values the contrast at
low frequencies is too small to be distinguished from thesaoHowever, at larger amounts of
underfocus the white fringes and the central channel indpeiew (second and third column)
are readily recognized and they appear comparable in bp#érexental and simulated images.
The experimental images at higher defocus values provetedetails as is predicted by the
simulations (the forth and the fifth column (side view) in Hg4).

4.5.3 Integrated flux series and motion factor

Subsequently, we tested whether the simulations can préndictfect of diferent integrated
fluxes. After each defocus series, another region of intevas selected and imaged with a
different integrated electron flux. The flux was kept constarz.6 e A-1s* at 80 kV), while
exposure times were set to 0.5, 1, and 2 s, producing an ategbflux per single frame of
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Fig. 4.4. Experimental and simulated defocus series of proteasor8ea2®0 kV and at a flux of
2.5 e A=2s71. First 3 columns (top view)tex, = 0.5 s and defoci from left to right 0.75, 1.3,9um,
respectively. Last 2 columns (side view}y, = 1 s and defoci 4.4, andBum, respectively. The scale
bar corresponds to 10 nm.

1.25e /A, ~ 25e /A, and~ 5 e /A, respectively. Fig. 4.5 shows experimental and simulated
integrated flux series of 20S proteasome top view (threes gatbdivided in quadrants). We
expect, based on the experiments shown in [26], that the {bednced motion depends on
the integrated flux. Theffective motion factors ranged from 4 A to 10 A. Modeling smalle
motion factors is not needed given our sampling density. 15 3/pixel. It can be seen that in
the absence of motion factor modeling.{; = 0 A) the simulated images at higher integrated
fluxes display a higher contrast and appear sharper tharxpiegimental data. Incorporating a
motion factor ofomet ~ 4 — 8 A andomet ~ 6 — 10 A at~ 2.5 e /A and~ 5 e /A, respectively
let the simulations be in good agreement with the experismeNte that the particles were
selected from dferent areas of the specimen, so thefjadislightly in defocus and specimen
thickness.

4.5.4 Inelastic contributions

Fig. 4.6A shows simulations where only pure phase contsastimsidered for the image for-
mation and electron-specimen interaction. When inelastents are considered (Fig. 4.6B),
the vitreous ice will damp the amplitude of the propagatiray&exponentially with increas-
ing ice thickness. However, theffirence between inelastic scattering properties of thejprot
and that of the vitreous ice (see Fig. 4.1) produces amg@itahtrast. Since the inelastics are
modeled as the imaginary part of the interaction potentisdy are assumed to be removed
from the image. Therefore, the simulated images must be amdpwith zero-loss energy fil-
tered experimental images (Fig. 4.6C). The latter excludest of the electrons with plasmon
energy-losses. The objective aperture was large (b@0allowing us to assume that all elasti-
cally scattered electrons reached the detector. Fig. 4dhels unfiltered experimental images
where both elastics and inelastics were detected, cotitrito a stronger signal. However, the
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(A) fexp=0.5's (B) fexp=1s (C)texp=2s
Fig. 4.5. Integrated flux series and varying motion factogo at 80 kV. The flux was- 25 e A-2s1,
The experimental images (upper left quadrants) are frarfibd.simulated images with increasing mo-
tion factor are presented in anticlockwise direction. Aheigintegrated flux requires a larger motion

factor. (A) tex;=0.5 s,Af = 2492 nm,d = 85 Nnm(B) texp=1 s,Af = 4392 nm,d = 92 nm, and(C)
texp=2 S,Af = 2509 nmd = 69 nm. The scale bar corresponds to 5 nm.

images appear more blurry because the inelastics thateedloh detector lost their coherency.

4.5.5 Camera’s DQE

Fig. 4.7 illustrates the necessity of modeling the deté&c@QE instead of the commonly used
MTF-only approach. The left image (Fig. 4.7A) was simulatisthg equation (4.7), assuming
that the signal and noise are transferred with the same MTPEP 1). Fig. 4.7B shows a

simulation which takes into account the DQE and the influexidbe conversion factor on the
image quality. The experimental image (Fig. 4.7C) is corapke to Fig. 4.7B, showing the
importance of modeling the DQE.

4.5.6 Acceleration voltage influence

The low-frequency contrast in experimental and simulategiges at 300 kV acceleration volt-
age is smaller than at 80 kV whereas the incident integratiedifas higher (see Figs. 4.8 and
4.2). This is in agreement with the energy dependent saagtproperties of the incident elec-
trons, interaction constant (see equation (4.4)), and e &dditionally, the MTF and DQE
of the CCD camera decrease with increasing acceleratidagetontributing to a reduced low-
frequency contrast [20]. However, these combinffdats provide an apparent higher level of
details in the images (see Fig. 4.3). At 300 kV the motiondaappears to be smaller (Fig. 4.8),
(data not shown foerme: > A). In Fig. 4.8, it appears that the simulated images at 300i&ivig
only Vaom (2) provide a stronger signal compared to the experimentabes (1) and to the
images that use the combined potentigh,+Vhond (3) (see also Fig. 4.3).
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(A) Simulation (B) Simulation (C) Experiment (D) Experiment
All ¢” are elastics  Influence of inelastics Energy filtered

i M e s

Fig. 4.6. Influence of inelastic scatteringA) simulations of pure phase contra@®) simulations with
inelastic scattering(C) experimental zero-loss filtered images, §BJ experimental unfiltered images.
From top to bottom are presented hemoglobin in 3M4NEl (texp=1 S,Af = 4918 nm,d = 142 nm,
omot = 8A), and side view of proteasome 2064f=1 s,Af = 6713 nm,d = 80 Nnm, omot = 0A).

In order to use the same display stretching as in the othenges, the overall higher intensity {A)
was scaled with a thickness dependent constantelp,), while in (D) we used the ratio between the
median value of the filtered and unfiltered images. The saate dorrespond to 10 nm.

ed

Fig. 4.7. Influence of the camera’s DQIEA) Simulated image assuming the same MTF for the signal
and the noise(B) Simulated image by taking into account the measured QQQEExperimental image
(texp=1s,d = 92 nm,Af = 6713 nm, andrmet = 6A). The scale bar corresponds to 5 nm.

4.5.7 Amorphousness of the solvent

Fig. 4.9 shows the influence of the amorphousness of therstadvethe image. The positions
of the water molecules were simulated via MD (see sectiorl}i a 20x 20 x 50 nm box

and the interaction potential was generated via IASA. Aardi modeled with amorphousness
is compared to a region 2 where the solvent is modeled as dardrotential and the noise
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(A) fexp=0.5 s (B) fexp =15 (C) texp=2s

Fig. 4.8. Integrated flux series and 8
Voond influence of hemoglobin (Hb) at'5 i3
300kV. Flux was~ 5.5 e A-2s1, Ex- & %
perimental images (top row (1)), simu-—
lated images where the interaction po=—
tential (IP) was constructed from only
Vatom (middle row (2)), and simulated
images with the IP calculated as coms
bined potential Vaion+Vpond (bottom <

(A) texp = 0.5 s, Af = 5607 nm,
d =176 nm(B) texp = 1 s, Af =
5026 nm,d = 61 nm, andC) teyp = 2 - B
s,Af = 5750 nmd = 180 nm. Under e X

sponds to 10 nm.

is only due to Poisson statistics. At the integrated flux useexperiments (Fig. 4.9A), the
difference between those two regions is not noticeable. Sietliategrated flux series (Figs.
4.9C-E) suggests that only at high integrated fluxesl00 e /A?), high magnification, and
without beam-induced motion, theffirence between Poisson noise and solvent amorphous-
ness becomes apparent (Fig. 4.9E). At 300 kV, tiEedinces are less pronounced, even at a
high integrated flux (Fig. 4.9F).

4.6 Discussion

Here we highlight and discuss the unique aspects of our aimualmodel.

4.6.1 Forward model

A structure deposited in the PDB contains type and positi@ians in the molecule, although
hydrogen atoms are usually lacking. Some of the progranieffe the functionality of adding
hydrogen and other missing atoms are described in [157,1786, In our case, to calculate
Vaom SCattering factors for frequencies updge= 4 A-! are parameterized as a weighted sum
of five Gaussians and provided in Table 1 in [172]. Paranmedgans of the scattering factors
up toq = 12 A (provided by Table 3 in [172]) or using a combination of Gaaiss and
Lorentzians [144] would only be beneficial for very high $eehg angles andr heavy atomic
elements. Biological specimens mainly consist of lightemeents such as H, C, O, and N, and
the deviations of the parameterized curves in [172] forghedements, from the parameteriza-
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solvent (region 1 between two horizontal lines)
compared to Poisson noise only (region 2 be-
low and above lines).(A) experiment andB)
simulation (voltage 80 kV, magnification 42 kx,
integrated flux~ 5 e /A2, Af = 2718 nm,

d = 120 nm,omot = 6A); (C)-(F) Amorphous-
ness dependence in simulations with varying in-
tegrated flux and voltage (magnification 100 kx,
Af = 1 um,d = 20 nm); for display purposes

a percentile stretch was used (the lower and up-
per 1% of the gray values were clipped before
stretching)C) integrated flux 1& /AZ at 80 kV;

(D) integrated flux 10@ /A2 at 80 kV: (E) inte-
grated flux 500e~/A? at 80 kV; (F) integrated
flux 500 e /A2 at 300 kV. The scale bar corre-
sponds to 10 nm.

tions in [144], are less thanD%. An advantage of using the parametrization as implendente
here is that it avoids singularities at zero distances froendtomic nucleus. Here, calcula-
tions of V4om are based on a slight modification of [39], in such way that-fmass filtering to

a certain resolution does not exceedingly damp the IP, anddlvent is assumed to be vitre-
ous ice instead of water (see equation (F.20) in AppendiNB}e that the dterence between
the inelastic mean free paths of vitreous ice and protei. @&il) contributes to the amplitude
contrast, but the plasmons of the vitreous ice attenuatedéfil phase signal.

To describe electron wave propagation through a specimt#maniinite thickness and to
account for multiple scattering events, a multislice apphg inspired by [144] is used. Criteria
for applicability of the weak-phase object approximatipngjection assumption and multi-
slice approach are presented in [52]. The criteria inditiaé the projected potential map of
hemoglobin sampled with a 3 Apixel size does not, strictlyadging, satisfy the projection as-
sumption, while the weak-phase object approximation holdss implies that the thickness
of the specimen cannot be neglected. Here, we simulatedesnaiga single protein in a field
of view smaller than 400 x 400 pixels for which the multisleygproach took only a couple of
seconds to compute. However, if one simulates a (tilt) sesfee.g. 4k x 4k images, several
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hours of computational time would be required. If we assuotenmore than one (weak) elas-
tic scattering event per incoming electron (first Born appration), the free-space (Fresnel)
propagation through a thick afud tilted sample can be incorporated in the CTF [173-176]. We
provide the possibility of including such a geometry in thEFCwhich speeds up the forward
computation [29] as well as the 3DCTF correction [30]. Thipmach assumes the weak-
phase object approximation which is in our case satisfiedrbght not fulfilled for thicker
andor tilted specimens and for higher resolution.

Performing MD simulations on a system consisting of bothgiro(GroEL) and solvent in-
stead of doing it separately [142] should provide a moraesgamodeling of the hydration shell
of the protein [143]. We expect it should reduce the contrasiveen protein and environment,
thereby further bridging the gap between simulations amgkements. Incorporating such a
model might be subject for further studies. It has been teparecently [143] that such MD
simulations can be used to derive a continuum model whicbries the density of the water
molecules surrounding a protein surface. Our current slidé algorithm does not require an
explicit atomistic model of the solvent as in [142].

As TEM image formation usually involves only small angletssang events, it is possible
to ignore df-axis and higher order aberrations and only consider akidrations [10]. As our
implementation is modular, there is a possibility of inchglhigher order axial and non-axial
aberrations in the future.

The insdficient SNR due to the low-flux imaging conditions amddue to the beam-induced
movements caused that we could not provide experimentdéree of amorphousness due to
the solvent in our samples (compare Fig. 4.9). Consequeh#ysolvent can be modeled as
a continuous medium, simplifying the simulations. Furthere, by modeling the solvent as
vitreous ice, 7 % less dense than water at room temperatdré, [dur predicted contrast would
be slightly increased compared to [39, 142].

Noise in the images is mainly Poisson distributed, andtbtrgpeaking signal-dependent.
Here, we introduce a new way of modeling DQE which separdtessignal and the noise
transfer. An accurate description of the signaise transfer may facilitate the regularization in
the reconstruction methods.

4.6.2 Poisson-Boltzmann (PB) approach

We characterize the influence of the solvent dielectric erigs, ionic strength and electrostatic
distribution within a molecule for TEM simulations and coang these with the isolated atom
superposition approximation (IASA) where atoms are trkateisolation. The redistribution
of the potential due to the interactions is modeleda PB approach. The ratiR,,ng between
the mean squared “bond” (PB) and “atom” (IASA) potential trdoutions ranged from 6 to
10 %, suggesting that tH&,,, contribution is the dominant part of the interaction poi@nt
The mean value was subtracted from these potentials pricalbtnlatingR,ong Since the mean
value does not influence the phase contrast [52]. Comparmgaed images where the IP was
constructed onlyia Vaom With the ones where the IP was calculated by combiiigg, and
Voond did not show significant dlierences. In general, the images with the combined IP show
weaker ringing &ects around the protein edges (Fig. 4.2), better matchiegaohresponding
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experimental images. The simulations suggested that fieeehces would be more pronounced
for higher SNR (Fig. 4.3). Increasing the ion concentratiothe hemoglobin solution resulted
in a slight decrease of the me#p,,¢. A possible explanation is that the electrostatic shigjdin
of the protein with a negative net charge produces smallsolate values oWyq,q for higher
ion concentrations.

In material science, it has been reported [144] that errprouW.0% in calculation of elec-
tron scattering factors can occur due to the modeling of atasisotropic. The PB approach
does not aim to accurately characterize the bonding betiveemdividual atoms but focuses
on the macroscopic influence of the solvent and ions on trenpiat distribution. The accuracy
of PB approaches decreases in the region very close to theusigince the partial (net) charges
are placed at the position of the nucleus (see F.1.4). Tha beefit of the PB method lays
therefore in the description of the potential redistribatdue to the interaction with the solvent
and its ions. Here, we have chosen APBS [156], a softwaregggcior numerically solving
the PB equation based on finite elements. There are, howeaher, approaches, such as the
boundary element solution [178], which may provide a faater more accurate description of
the potential at the protein boundaries. In this analysistudied oligomeric macromolecules.
The influence of the PB approach might bé&elient for non-oligomeric macromolecules. Fur-
thermore, the PB approach might facilitate the interpretatf transient states.

4.6.3 Beam-induced movements

Beam-induced specimen movements have long been recogaizede of the main factors
attenuating the signal in cryo-EM [169, 179]. It has beergested that the main causes of this
local motion are specimen deformation and radiation dandageg the exposure [23, 25-27],
andor charging [180, 181]. The inclusion of the motion factourslthe simulated images to
better match the experimental images. Thie@ is analogous to the damping envelope due to
misalignment in SPA [182]. Our approach to include this deng@ftect is inspired by recent
experiments of [26] who aimed to quantify the flux-dependeam-induced movements.

In our analysis, the derived motion factors are similar ® displacement values reported
in [26, 183]. Our observations are consistent with theirgasgions that i) the motion is larger
for higher fluxes, and ii) the motion rate decreases with syp®time showing that the motion
is worst at the beginning of the exposure. In our case, tla dotse that a specimen received
could be up to 10x larger than the dose used to acquire indiviehages since we acquired
numerous exposure series, e.q. &tdent defoci or witfwithout energy filter.

Henderson & Glaeser (1985) [169] suggested that some typeemn-induced movements of
the specimens (around 5 Aor more) must occur in approxiyatgial amounts in all directions.
Li et al. (2013) [183] found that this motion is not unidirectionahereas Brilot etl. (2012)
[26] reported directional preference of movements. Theifator accounts for isotropic motion
and can be extended to model any particle trajectory durogiiaition. However, if such a
trajectory is known, itis preferred to correct for it by aligg and averaging the frames captured
by a direct electron detector.

Our dfective motion factor is smaller at 300 kV than at 80 kV. Thislddoe related to nu-
merous &ects including dferences in inelastic cross-sections, beam quality, ohic&ress.
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Note that the integrated electron flux used for 300 kV was abea times larger than at 80
KV in order to have similar deposited energy per mass (doBeg. ability to recognize amor-
phousness of the specinisalvent decreases due to the beam-induced motion. Due lartjee
variation in the magnitude of the movements, some partcdasave better contrast than others
within the same field of view. The challenge remains how tadieo automatically correct for
beam-induced motion [26].

4.6.4 Validation

In previous work on accurate forward modeling, only the TmmaMosaic Virus (TMV) was
characterized [142] and compared with experiments [39]e ativantage of TMV as a test
sample is that the averaged 1D profile across the virus yeeligh SNR and can be used for
quantitative comparisons. Here, we analyzed thréerdint biological specimens (20S protea-
some, hemoglobin, and GroEL) infterent embedding materials. Each simulation parameter
relates directly to a physical quantity, but a strict quiatitte comparison to cryo-EM images
is difficult due to the high level of noise and challenging alignmewen for 1D-averaged pro-
files. For unbiased signal comparison, the display of eacdgenwas stretched to match the
corresponding experimental image. For visual comparisensimulated ten dierent noise
realizations (data not shown), confirming that the noisenditichange the appearance of the
features. A comprehensive quantitative comparison in-&ybis mainly compromised by the
low SNR. For completeness, it should be mentioned that alswaiterial science, although deal-
ing with much higher SNR, validation of simulations is usyaone only visually [144, 184],
even though there are attempts of using more quantitatigeoaphes [185-188]. In section
F.6, we present simulated and experimental images of catiges and carbon nanotubes and
their 1D-averaged profiles for a more quantitative comparisAdvantages of using carbon
edges and nanotubes for validation include the simpliditheir model and radiation hardness
compared to cryo-EM.

Most simulation parameters described in [39] are based gsigd principles. They need
to employ, however, a calibration protocol for some paramsethat are phenomenologically
introduced, requiring their tuning. Examples of such patars are amorphousness, absorp-
tion potential, as well as camera parameters such as the MJE, and conversion factor. The
ice thickness in [39] was estimated from one spot althoughhitkness can vary significantly
throughout the field of view. An advantage of the ice thicleneseasurementsa an energy
filter as described in this paper is that it is relatively fagberimentally and provides informa-
tion about the local thickness. We assume that the energy\ilis stable during acquisition as
characterized in [189], without significantly compromigithe accuracy of the thickness mea-
surements. However, the experimentally determined valtiesean free inelastic path used to
estimate the thickness can vary noticeably [164]. Defoalaes normally deviate from the
values requested from the microscope. We estimate defoxuastigmatism on the adjacent
carbon area which could, in principle fidir from the values at the region of interest due to the
non-perpendicular pose of the sample relative to the bedthokgh a model for the absorption
potential was introduced in [39], simulated data were camghagainst unfiltered experimental
images which also contain inelastically scattered elestrdHowever, any modeling based on
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the imaginary part of the IP (analogously to Beer-Lambent) lassumes that those inelastic
electrons are removed from the image, requiring a compamgth zero-loss energy filtered
images.

Implemented in the C programming language, the user-fiyghEBM-simulator [39] repre-
sents a good starting point for image simulations in cryo-HRe novel aspects described and
analyzed in this paper are included in InSilicoTEM, a sinmiamplemented in MATLAB .

4.6.5 Outlook

Accurate image simulations help to understand how the decbimage is formed, indicate
ways to optimize data acquisition and microscope settiagsg, provide insight on ways to
improve instrumentation. As an integral part of an accufateard model, the estimation of
parameters such as defocus and astigmatism [49] and canWT& and DQE [47] is essential
and necessary for the CTF correction amdegularization of the reconstruction approaches.

In addition to improving computational methods, the expental developments should
allow better transfer of the scattered electron wave ontoréicorded image intensity. These
experimental improvements are being achieved mostly bigibsample preparation, by mini-
mizing noise using direct electron detectors and electmumters, by improving thefiective
CTF via phase plates and more coherent electron sources, and byimiing the dfective
beam-induced movements of the specimen.

The magnitude of the beam-induced movements must be redu@gder to increase the
contrast in the images. Theiffect can be somewhat decreased by lowering the flux, using
a smaller carbon hole size, or by pre-irradiation. Posgssing alignment and averaging the
frames captured by a direct electron detector can furtlterae blurring in the final images [26,
27,183,190, 191]. Itis expected that dose fractionatiahsarperresolution (beyond-Nyquist)
EM using electron counting devices can reduce the influefideeam-induced movements,
improving the achievable contrast in cryo-EM images. Theloharity of InSilicoTEM allows
integration of new physical parameters as well as modeleginfluence of new hardware
components such as the new generation of direct electrectdes.

The simulator could help to assess whether it is possiblestalve a specific macromolecule
using a certain set of instrumental and processing parasadtewill be possible to easily and
cost-dfectively investigate the influence of new data acquisiterhhiques and advanced in-
strumentation, and to facilitate the development and etan of reconstruction and image
processing techniques. In addition to the known PDB file, itipait for InSilicOTEM sim-
ulator can also be a previously reconstructed 3D potentad of a sample. The simulator
could furthermore facilitate the identification of moleauhssemblies within the cell, a dock-
ing process where atomic models are fitted into cryo-EM oletimaps, and testing whether
a proposed 3D model of a macromolecule is in agreement wéHeaatures observed in the
micrographs. In electron tomography, iterative recortstom schemes such as simultaneous
iterative reconstruction technique attempt to minimize difference between projections and
simulated reprojections of the 3D map. From thadences between observed and simulated
images one can often derive information to refine the modet. Model parameters are iterated
until simulated images best describe those observed. Wecettmat an accurate forward model
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based on physical principles will facilitate such iteratscheme and reconstruction resulting in
the 3D potential map.

4.7 Conclusions

We described an approach to simulate image formation inEiMdased on physical principles
and taking into account the influence of the specimen anduit®sndings, the optics of the
microscope and the detector. Simulated and experimenégjeswwere generated under various
settings and visually compared. Generated images addyjpagelict the &ects of the phase
contrast introduced by defocusing (Fig. 4.4), the changedal the electron flux (Fig. 4.5), the
influence of inelastic scattering (Fig. 4.6), camera DQIg.(Bi7), and the acceleration voltage
(Fig. 4.8).

Various budter compositions have been used to evaluate the influenceanfehedistri-
butions for the hemoglobin sample. The contribution of ti@distribution to the interaction
potential appears to be less than 10 % for all these casesandsily visible by the slightly
less contrast at protein-solvent interfaces comparedédrntages calculated using only the
IASA-based potential.

Increasing the integrated electron flux showed the benefittodducing a motion factor
which could be related to the beam-induced motions. For @& @oteasome images taken at
exposure times of 0.5 s, 1 s, and 2 s, the motion factors wetteeinange of~ 4 A, ~ 6 A,
~ 8 A, respectively (see Fig. 4.5). At 300 kV the motion factppears to be smaller (Fig. 4.8).
The varying contrast of the particles within a field of viewndze explained by the apparently
space-variant beam-induced movements.

For typical electron fluxes in cryo-ENk(100e /A?), the influence of the amorphousness
of the solvent can be neglected since Poisson noise is thendotmoise source in the image
(see Fig. 4.9) and the solvent can be modeled as a continuum.

The theory and methods provided here represent the basis efpert system that could
optimize the data collection strategy and inexpensivetydficiently investigate the influence
of the new hardware.
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Appendix F

Theory of image formation in cryo-EM

F.1 Interaction potential (IP)

Many imaging modalities are based on probing the objectindestigation by a particfevave.

A central part in simulating such imaging modalities is taerstand the interaction between the
object and the particlerave used for probing the object. In transmission electra@roacopy
(TEM), the particles are electrons and the object is thetrestatic potential of the specimen.
Modeling the interaction potential of a specimen in TEM is etihod for generating a model
of the specimen interaction with high-energy electrons.cdfsider only incident electrons in
the range of a few keV to a few MeV. If the acceleration volteg®wer than about 1 kV, the
incident electrons are not distinguishable from the etexdrof the specimen. The treatment
of scattering then requires taking into account exchafigets [192] and virtual inelastic scat-
tering dfects [193]. Furthermore, if the acceleration voltage iy \Vegh, i.e. greater than 10
MV, Bremsstrahlung energy losses, relativistiteets and knock-on damage become signifi-
cant [111].

F.1.1 One-body, stationary Schodinger equation

In order to describe a closed system consisting of the intielectron and the specimen we use
the one-body stationary Schrodinger equation for theteleavave function

hz int —
~5- V7 + €V |(We)(r) = Eavelr), (F.1)

where the operatoac?nvf is the Hamiltonian of the incident high-energy electronjalihin

this case represents ikinetic energy V'™(r) the interaction potential; the reduced Planck
constantm the relativistic mass of the electromthe electron charge, = (X, y, 2) the position,
Ye the wave function, ané, the energy of the incident electron. Equation (F.1) is vdlite
following assumptions are fulfilled:

(a) magnetic field is approximately constant on the scala@tpecimen thickness

101
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(b) successive incident electrons can be treated as indeptavents

(c) the relativistic &ects can be approximated by the non-relativistic Schigelirequation
(neglecting electron spin) with the relativistic wavelémgnd mass of the electron.

(d) the phenomenon is time independent, i.e. the specimes at change during transition
of the electron.

(e) assuming high-energy incident electrons, it is posegibreduce the multi-body to the one-
body Schrodinger equation and to model the scatteringgptiggs of the specimen by the
interaction potential.

The validity of these assumptions is discussed in moreldethitermezzo 1

Additionally, using the Born-Oppenheimer approximatiohniet allows the wave function
of the specimen to be separated into its electronic and auctanponents, and assuming that
nuclei are represented as point-masses, we can expressdfraction potential as

gy _ L [ pe(y) o o €7 ]
VO T Sty T iRy 2

wherep, is the electron densityR; andZ; are the position of the nuclei and the atomic number of
the j-th atom, respectively, arngd denotes the permittivity of the vacuum. The Fourier speagtru
of an atom in equation (F.2) can be measured by means of @lediifraction experiments
[10]. The expression for the interaction potential of theol@specimen is still computationally
unfeasible due to the appearance of the electron densityiéup. which cannot be computed
ab initio for all electrons of a macromolecular complex.

Alternatively, the interaction potential can be expressed

Vim(r) = Vatom(r) + Vbond(r) (F-3)

where the first termV 4, represents the potential one would get by considering theigen
as an ensemble of non-interacting atoms (the atomic comitsi) and the second tert,ong
represents changes in the charge density due to elecitastatraction between the atoms in
the specimen (interatomic charge distribution in the gpeai) and due to the influence of the
surrounding solvent and ions.

-------------------------- Intermezz01-------------cc-ccmonn--
Validity of the one-body, stationary Schrodinger equation
The validity of the above assumptions are discussed herera detail.

(a) The electrons spiral in a strong magnetic field. They frateethrough the specimen
which is usually embedded in the magnetic field of the objedinses with a strength of
~ 1 T. The change of the electron path due to the magnetic field the scale of the foca
length of the lens 1 mm, while the changes due to the electrostatic interastomeur on
the scale of the specimen thicknessl(zm). Therefore, we can separate the influence of the
magnetic and electric field while an electron passes thraugkpecimen [144].
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(b) Phase contrast in TEM is formed as a result of interadbeinveen the unscatter¢
part of the electron exit wave from the specimen and its (e@itly) scattered part. Sing
electrons in TEM possess high kinetic energy, their speadasge fraction of the speed
light c. For an incident electron with rest masgand an acceleration voltage df= 200 kV
the speed is

2 2
v= c\/l—(#) =053 =16-10° =,
mec? + eU S

A typical current in the specimen is T0A ~ 10 £ [194] and successive electrons’ cent
are separated by a mean distancs efvt ~ 10° 2o 10" s = 103 m. However, electrons ar
not points and we need to consider electron wavepacketddolate the distance betwet
them. If the energy spread of electrons is 1 eV for 200 keVdewst energy, an electrg
has a coherence length bf = 2 - 10°1 where A is the wavelength of the electron wal
which is~ 25-10% m for U = 200 eV. The length of the electron packet is theref
lc ~ 5-107 m. If dis the thickness of the typical TEM specimdn< 1-10° m then
it follows d < s—I.. It can be concluded that the interaction between the eledieam
and the specimen is occurring one electron at the time. Thenmeeparation between tw
successive electrons is much larger than the specimem#ssland the length of the electr
packet. Therefore, the interference concepts refer tontieeference between wave parts
an individual electron.

(c) The relativistic Dirac equation including spin would it correct wave equation f¢
relativistic electrons at high energies. A simplificatising the Schrodinger equation whe
the wavelengtil and massn are relativistically corrected, proved to be accurate ghdor
typical energy ranges in electron microscope [195, 19&) wit

h
m = my (1 + 2) , A= ¢ ,
MoC Vev(2me? + eV)

(F.4)

whereh is the Planck’s constant.

(d) A strict theory of electron dliraction deals with time-dependent processes [197].
system in question consists of a specimen and an incidectt@bethat scatters against th

specimen. The specimen is assumed to be fully described pga@fisation of the posi-

tion and type of its constituting atoms. More precisely,ehex specimers consisting of]
N atoms is specified by the atom positioR8 and associated charg€¥ (S := (R, Q),
Ro:= (R%...,R%), Q:= (Qi,...,Qu)). The system (the incident high-energy electron
specimen) is described quantum mechanically by its wavetiomW¥,;,. The time evolution
of the system is given by:

. 0ot

17 (9t (S’ r, t) = f}(’.tOt(\PtOt)(S’ r, t)’ (F5)
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wherer is the position of the incident electron, af@ is the Hamiltonian of the system.
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For purely elastic scattering process, where the specimeas dot change its state, the
Hamiltonian is time-independent [10] and the wave functiGiis time harmonic:

E
Pir(S T, 1) = eXF(—I%t)wtot(S, ), (F.6)

whereE denotes the energy of the system. Inserting (F.6) into @\®s us the stationany
model of the system:

H'Wio)(S 1) = Eyin(S. 1) (F.7)

Assuming that an incoming wavepacket has a well-definedggn@nd hence momenturn),
and it is many wavelengths long, the problem is well apprated by solving the time
independent Schrodinger equation with an incoming plaaeaywwhich simplifies the anal-
ysis. This is not strictly fulfilled for inelastic scattegnas it will be discussed in section
F.2.3.

(e) The Hamiltonian of the systefit™® is defined as
2 -
HOHP) =~ VoP + (W) + H(Y) (F.8)

where the operatdi'™ is the interaction Hamiltonian defined as

N

WS ) = D~ (s ), (F.9)

0
Aneo o Ir - Ry

H®Pis the Hamiltonian of the specimen given as the sum of thetikieaergy operators of all
nuclei and electrons in the specimen and their interactiamidonians. It is possible to sep-
arate contributions of the nuclei and electrons in the adgon Hamiltonian. So, assuming
there aran atoms in the specimen amcelectrons in total, we get

G(PY(S, 1) = (Z”i%—;wz‘é )ql(s, N (F.10)

47T€0 o1 - Rj|

wherer? denotes the position of theth electron R; andZz; refer to the position of the nuclei
and the atomic number of theth atom. Henceforth, whenever convenient, we will switch
between both formulas (F.9) and (F.10).

The energy of the system is equal to the sum of energy of thesnthigh-energy electro
and the energy of the specimen. The equation (F.7) becomes

>

HWror)(S, 1) = (Ee + Esp) Y1at(S, 1) (F.11)

and describes a complex multi-body problem involving tledant electron and the electro
and nuclei of the specimen. It now turns out that this muttiip problem can be simplifie
and transformed into an one-body equation.

[@ X
(7]
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In TEM, the incident electron energy is very high comparethwhe interaction energies
of the electrons in the specimen. The spatial componenteofvive function for the system
can be separated into a part related only to the incidentrefeand a part related only to the
specimen, such thatu(S, r) = ¥sy(S) Ye(r) wherey, is given as in (F.6). Let us now define

. h2 . —
K= _?nVE +HM soH© = H + HP (F.12)

and

LHS in (F.11)= (3 + HP) (o) (S T) = H(Wo)(S, 1) + HPWeo)) (S, T)
= (o) (S, 1) + Ye(r) Esprsn(S)-

In the last equality we used

iHSp(‘ﬁtot)(S’ r) = :Hsp(wewsp)(s, I’) = we(r)Esplﬁsp(S)'

Furthermore, we have

RHS in (Fll): Eewtot(S, r) + Esp{ﬁtot(S, r)
= Ee'vl’tot(sy I’) + ‘pe(r)EsWsp(S)-

Thus, equating the left and right hand sides of (F.11) resnilt

H(o)(S. 1) + Ye(NEslhse(S) = Eein(S, 1) + Yre() EsgttrsplS)

which in turn simplifies to .
H(ot) = Eetfrot. (F.13)

An important observation is that the Hamiltonian for thespen does not appear in (F.13).
The interaction between the incident high-energy elecrahthe specimen can be expressed
without introducing the Hamiltonian of the specimen. Thisaihuge simplification as the
latter is very dificult, if not impossible, to calculate numerically in the text of TEM image
simulation.

Now, to get a one-body equation involving only the wave fiorctof the electron, we
multiply (F.13) byyg, from the left and integrate over th&(r°-space. Then, fof =
(R, r° Q) we get

2
V() + f Ul S) I W) (S 1) AR = Eae().

m

where we used the definition 6% given in (F.12) and the fact that

f Wsp(S) Wsp(S)dRdr® =1 forS = (R, 1%, Q).
R3MxR3N
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Hence, if we define thmteraction potentiahs

Vi(x) := ?le f Wsp(S) H™ (Yrspbre)(S, r) AR (F.14)
R3mXR3"

Using this definition, we end up with the one-body stationaeirodinger equation for the

electron wave function (equation (F.1)):

hz 2 vint =
|-5-v2 + V()| wa(r) = Ease(r)

To summarize, given that the system consists of high-eredegyron and specimen, modeli
the electron-specimen interaction in a TEM by the multiyo8ahrodinger equation in (F.

this equation, all the properties of the specimen are entivdéne interaction potential™.

7

simplifies to a one-body Schrodinger equation (F.1) foritioedent high-energy electron. In

ng

The interaction potential in (F.14) is still computatidgalnfeasible due to the appearance

of the specimen wave functiaf, so the next task is to investigate that potential.

The interaction potential is computed given a specificadiithe specimen. By definition,

we have

" _ 1 [\ —Z€ @
H WS, 1) = (1) 4“0[] A

:l|r—R

so the the interaction potential can be written as

V00 = ] [ kS Y kS aRar?

EO kll_kl

_ fR Rz O er Ui dRr ]we(r) (F.15)

We now make use of the Born-Oppenheimer approximation wdliolws the wave funct

tion of the specimen to be separated into its electronic arotkar (vibrational, rotationa
components

Uspl(S) = 955 (R, 2).
The interaction potential can be now expressed as

VM(r)(e) = [ f Per ) 0|¢sp(r°)dr
k 1

f SR, )er TOR. 2)GR|ge(r).
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Hence, if we define

4re

Vlntd(r) _ __f ¢nucI(R ) Zl ¢2ucI(R Z)dR

VR = o [ o500 ZI a5n e,

then _ _ _
V() (W) = [VE(r) + Vim0 |we(r)-

Now, consider the nuclei as point-masses located at pBints ., Ry, i.e. as Dirac distribut
tions centered at those points, then

Z,e Zne 1\ _Ze
int L m
_ _ - - . F.1
Vouelr) = 471'60 ( r=Ry"" 7 Ir-R |) 471'60 |r - Rjl e
Next,
Vigt(r) = f |¢sp(y’ ... ) d
FEO [ f |¢sp(y’ o, ..., rn g . drg]dy (F17)

1 pely)
B drreq Lg Ir — y|dy

wherepe is the electron density function of the specimen

2
pe(y) = nfRs(nl) By, 13, ..., )| "dr...drp

and

nlefpe(y) dy = Probability of finding an electron if2 c R®.

The study ofpe is a central topic in quantum chemistry and solid state msysince it is
directly related to the electronic structure of a solid. Aiety of approaches, such as Hartree—
Fock and density functional theory (DFT), have been dewedpr dficiently calculatingoe
for a given solid. State-of-the-art approaches in this figith a description of associated
mathematical challenges are reviewed in [198]. These mdsthwwever, are not applicable
for non-periodic structures with many atoms.

To summarize, using the Born-Oppenheimer approximatiahthe assumption that nu
clei are point-masses, we can express interaction potestia

int pe(Y) . er
Vi) = 47r60[ R3|r—y|dy_;|r—Rj|]' (F.18)
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F.1.2 Isolated atom superposition approximation (IASA)

As a first approximation one can disregard the redistriloudiocharges due to solvent, ions and
electrostatic forces within the molecul@y,,qin equation (F.3)). This brings us to the isolated
atom superposition approximation (IASAJyong cOntribution for crystals and material science
specimens is in comparison to the atomic contributfgg,, reported to be- 5% [10, p. 8 and
428]. For atoms with low Z-number the influence is 5-10% [144]

SinceVaom considers the specimen as a set of isolated atoms, we get

m
Vatom(r) = Z sz(r - Rj)
=1

whereV; is the potential of an isolated atom centereRatvith atomic numbei, so

N pez(y) el
Vz(r - Rj) = 47r60[fR3 -y Y R,-|]

with pez denoting the electron density function associated to tle# stectrons of the isolated
atom.

With the first Born approximation (séetermezzo P such a potential can be written as the
inverse Fourier transform of the electron scattering ﬁatfa of the atom [10, 39]:

Vint(r) = % f fL(&)e e de (F.19)

where Z relates to the spatial frequency, as often used in electymtatlography [10].

The electron scattering factors are normally calculatethfexperimental X-ray scattering
factors using the Mott-Bethe formula. For an overview oimas methods and parametrization
see [144]. To calculate the IASA-based potential, we useddtiattering factors for frequencies
up toq = 4 A1 parameterized as a weighted sum of 5 Gaussians and provideable 1
in [152].

The mean inner potential of an amorphous specimen witholecules per unit volume,
rrzo)lar masdMy, and mass density is estimated/ia zero-frequency electron scattering factors
f;(0) as

2rth

2 27Th2pNA
Vo = ZL neo) = TP
°~ "me niz"(0) m

e My
For low-density amorphous icg & 0.93 g/cm?), this corresponds tdy = 45301 V.

As atomic potentials calculateda IASA provide the most significant contribution to the
scattering of incident electrons, this computationallgn@nient approximation provides a good
starting point for initial interpretation of high-energhgetron dttraction and microscopy exper-
iments. Biological specimens are embedded in an amorplubusa and the potential distri-
bution depends also on the dielectric and ionic properti¢seosolution. It seems appropriate
to include the contribution of the solvent and ions. Thigiisurn modeled bWhong.

In the next section we will investigate the relation\af,q to the total interaction potential
Vint_

££9(0). (F.20)
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-------------------------- Intermezz02- - - - - - - - - -----------o- -

Born approximation for scattering against a single atom
Here we will consider a single elastic scattering eventdiiatic theory). Although strictl
speaking the single scattering approximation of a highrgnelectron by an individual ligh
atom in vacuumV, = 0 is not satisfied [10], the approximation is valid for a dmsta of
a fraction of an Angstrom away from the center of the atomthéf specimen is characte

stationary electron wave 1, = €*o’ then the scattered wave is a spherical wave mod
with a £ (scattering factor)¥e, = f&—

[r=r7 *

terms (3 := 2mE./A? andU(r’) := 2meV™/n?) then we have

(V2 + Q) (1) = U(r)®(r"). (F.21)

The general solution involves the impulse response (Gsdanttion)G(r, r’) to r for a point
scatterer at’, which is

1 éklr—r’l
G(r,r) ~ —— . F.22
)~ = (F.22)
The scattered wave solution is
lIfsc(r):fU(r’)‘I’(r’)G(r,r’)d3r’. (F.23)

The resulting integral equation for the wave function iswnas Lippmann-Schwinger egal
tion:
lI’(r) = \I’inc + \}’SC
2me

\P(r) = gkor 4 7

f\?‘”t(r’)‘l’(r’)G(r, r)d3r. (F.24)

The zero order solution of (F.24) is a plane wag) = €*o'. This is a solution in vacuun
(V"t = 0). If the potentiaN(r) is weak enough, it will just slightly distort the incideriape

¥(r') =~ € into the integral of equation (F.24). It approximates thigoing wave as a plan
wave. The first Born approximation is valid for large incitlenergies and weak scatteri
potentials. In a scattering experiment, as the detectarcatéd far away from the scatter
it holds thatr — r’ ~ r, wherer represents the distance to the detector inble size of the
feature and

—~ ~

wave. The first order solution is the “first Born approximatiand is obtained by insertin’g
e

r-

ized by a bulk mean potentigh # 0, an electron can be scattered by this constant potential
many times. However, asftliaction dfects result from the spatial distribution of the poten-

tial, the process of multiple scattering by a constant p@EN| is identical to rescaling the
wavelength i.e. adding a constant phase factor to the intelectron wave. If the incident

fied

If we consider (F.1) and rewrite some of the

u_

ng

er,

KiIr—r'| =kVr2=2rr + r2 ~ kr,/l—zr? = kr—k%r’ = kr — kr’ (F.25)
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ékre ikr’
G(r,r’") ~ _Ir m
ik " . e|kr —ikr’
'Y = ol _ in of’ ’
(r)=¢ 2ﬂhzf\?()e' I — N
i me ek’ : - : (F.26)
V7] — gkor _ "~ int ¢ 7\ al(ko—K)r’ 437
() =e% - o3 T fv (r)é dr
Ak = Kk — ko
\P(r) — eikol‘ _ me e|kr f'vint(r/)e—iAkr’dSr/
2702 |r|

In the asymptotic case (— ) it can be concluded that

YAk, 1) = é f(e)(Ak)
(F.27)

fz(e)(Ak) — Z;nhez fvlnt(r)e—lAkrd3

U
=

The electric charges give rise to an electrostatic potkaitepoint in space which Fourig
transform is the (electron) scattering facfé‘?) of the atom.

F.1.3 The Poisson-Boltzmann (PB) approach for modeling thelectro-
static interactions between the atoms in a dielectric

Electrostatic interactions in macromolecular systemginate from: (i) the local charges (ions),
(ii) the polarization from the non-spherical distributioirelectron density around atoms, (iii) the
redistribution of electrons caused by local electricabifiglelectronic polarization), and (iv) the
reorientation of polar groups in the solute (macromolecaihel solvent (bfier) molecules in re-
sponse to the electric field (orientation polarization)J[LAll these electrostatic contributions
can be adequately addressed in theory. Molecular dynamiglaiions can provide siicient
knowledge of a set of favorable positions of both the maclemdes and solvent atoms. Dis-
tributions of charges can be determined by multipole exjpass and electronic polarization
can be treated by polarization tensors. The practi¢atdlty remains in the accurate parame-
terizations of these properties and in large computatisesalurces. Therefore, approximations
are necessary.

Since biomolecules are always studied in solvents suchras water solution, the ex-
plicit approaches such as molecular dynamics must incatpdhe electrostaticfiects of an
extremely large number of small solvent molecules. Thermeat of atomic electrostatic inter-
actions can be reduced to a problem of continuum electrostathe simplest model of electro-
static interactions in macromolecules assumes that charga molecule interact through a ho-
mogenous medium, and that all interactions can be charzstidoy Coulomb’s law. However,
this model is quite inaccurate since the solute (macronutd¢@nd the solvent haveftirent
dielectric properties. A more realistic model assumestti@asolute and solvent havefidirent
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dielectric constants. Now, the Poisson equation of theegysif charges and dielectrics has to
be solved. This equation represents the starting point tutaling electrostatic interactions in

macromolecules. Furthermore, in practise the solutionhickvthe protein is embedded has
counterions. This can be described by the Debye-Huckelyhuwdelectrolytes.

In more detailed models, partial charges on all atoms camdladed. The partial charge
calculations are based on fitting quantum mechanical elgetic potentials. The most common
concept is to place an atomic partial charge at each atomterccéucleus). These charges then
interact by Gauss’ law. In reality many electrons and numbene together to form a molecule —
partial charges give a crude representation of what a nergkdpbatom will on average see due
to this collection.

Let p be the total charge density in a sample, then

£ = Pmol T Psol T Pion (F.28)

wherepnme IS the charge density of the macromoleculgs,is the charge density of the solvent
(typically water) andpion is the charge density of the ions in the specimen. Furthezret
us assume that we can distinguish between the charge dératityould originate from a col-
lection of isolated atomg2°™, and the charge densipf°" that accounts for redistribution of
charge due to electrostatic interactions between atomspartial charge densities. Bgth°o™
andp®dcan be written as a sum of contributions from macromolec¢si@sent, and ions:

oM = piom. . ptom o (F.29)

PP = o+ B+ pign (F.30)

The linearized Poisson-Boltzmann equation (sgermezzo Bis
. Vlnt r
~&V(&(N)VV™(r)) = o™+ phi+ pa — a(r) Z 4V (F.31)

whereq; andn? are respectively the charge and concentration far away fhenmolecules of
the ion of typei, kg is Boltzmann constant, antl the temperature of the specimen immedi-
ately before vitrification (after vitrification the ions aamst move freely anymore). The relative
permittivity is
reQ r=1)
&(r) = {6”' wol (@(1) = 1) (F.32)

€mol Otherwise &(r) = 0),

whereQq, is the region occupied by solverd; takes values around 2, amg, is typically
around 80.

-------------------------- Intermezz0 3------------------------

The Poisson-Boltzmann equation (PBE)
Using Coulomb’s law that was at the basis of our interactiamittonian (F.9), the interactio
potential (F.15) can be rewritten into

>

Vlnt(l’)('»[’e) = 4_60[11;% o Ysp(S)° Z wsp(s) dRo [e(r). (F.33)
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Similarly to (F.17), we can write (F.16) as

Pruci(Y)

rvlnt
47r60 r3 =V

nucl(r)

dy, (F.34)

wherepn,q represents the charge density of the nuclei and is defined as

m
2
Pruc(y) = —L(nl);zie|¢§p(y, r%,....r)[drd...dr.

Adding the contribution of charge densities of nuclei aretgbnso = pe + pnuc We get

1 p(Y)

int _
Vi = Arteg Jga It — Vi

dy

wherep now represents the total charge density. The electric fsefldan

E(r) = ~VV"(r) = f Py (F.35)

Taking the divergence with respectrtof both sides of (F.35) and use the identity

v. (| r|3) 475(r),

we get
1
v-EM == [ ot yay. (F.36)
This represents a form of Gauss’ law in vacuum:
V-E(r) = @
€

The Poisson equation is obtained by expressing the aboeemstof the potential:

p(r)
€0

vAVN(r) = (F.37)

Gauss’ law for a dielectric is given by

V- D(r) = p(r)

whereD(r) = €(r)E(r) holds for linear dielectrics an€r) = &(r)e with &(r) being dielec-
tric constant or relative permittivity. The Poisson eqoatior linear dielectrics is then

—V(e(r)VV™(r)) = p(r), (F.38)
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which, using (F.29)—(F.30), can be written as
~V(e(r)VV™(r)) = p2°M(r) + p204r) + p29Mr) + p2oM(r). (F.39)

Furthermore, it is reasonable to assume that the solutiscdanterions. Electroneutra
ity of the solution implies

p
Z Nig = 0. (F.40)
i=1

whereN; andq; are respectively the number and charge of the ion of typEhe work to
bring an ion of type from infinity to the positionr is equal tog V" (r) whereV"(r) is the
interaction potential at the point lons are in thermal equilibrium and relatively free to move
so their concentrations follow a Boltzmann distribution:

Clivim(r))

n(r) = n’ exp(— T
B

wheren? is the concentration of the ion of typdar away from the molecules. The charge
density of the interacting ions is therefore given by

Pion (1) = Z gni(r) = Z gnP exp(- k:;(r)). (F.41)

Inserting (F.41) into (F.39) gives us the Poisson-Boltzmaquation (PBE) for the tota
charge density:

“V(ETVHO) = N0 + o) + 920 + 3 e G "“(”). (F.42)

This is a transcendental equation i, so we cannot easily solve for the potential. For
low concentration of ions (i.e. the electrostatic potdrgi@ergy is small compared tgT
~ 25 meV at 300 K), a first order Taylor series approximation lsarused to linearize the

ionic part of PBE

G V™(r) q’nP V™ (r)
2, amen(-=37 )%Z(qi”‘o‘ks—T)'

The first term on the right hand side is zero due to electroakiyt of the solution (see
equation (F.40)). Hence, the linearized PBE is

U

) q vlnt(r)
—eV(&(n)VV™(r)) = p™™+ phond+ plord - (f>Z ' (F.43)
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with

e(r) = {Esol I € Qsol (a(r) = 1), (F.44)

€mol  Otherwise &(r) = 0),

whereen takes values between 1 and 4, agglis typically around 80.

F.1.4 Combining IASA- and PB -based potentials

Considering equations (F.31) and (F.32) and taking int@aectthat the Laplace operator is
linear, the electrostatic potential can be decomposed mviays: (1) “atom” contributions
which consider the superposition of each atom potentiat aadh atom was in isolation and
“bond” contributions which provide a correction due to theletular interactions; (2) atoms
are divided into three classes: those belonging to the ratdec be studied, the solvent and the
ions in the solution. So the potential is a sum of six terms
Vi = paom. patem . patom . pbond 1 ybond . bond

where each term satisfies an equation similar to (F.31) Wwilcbrresponding charge density.

Discriminating betweefY4om and Vpong, @s we assumed in section F.1.1, is important be-
cause€Vaom IS confined within the electron shells of each atom of the ispexc. We consider
it as independent of the other atoms in the molecule, iongleest. By contrastyy.,q has a
range that extends over distances of several atoms. In twa@lculate the total electrostatic
potential we make the following assumptions:

(&) The positions of all atoms in the macromolecule are knag specified by means of a
PDB file.

(b) Space not occupied by the macromolecule, Q2g,, is filled with solvent (can be treated
either explicitlyvia molecular dynamics (MD) approaches or implicitly by contim elec-
trostatics).

(c) Concentration and type of ions in the solution far awayrfrthe macromolecules® is
known.

(d) Atomic partial charges are calculated using a force eldlare placed at each atomic center
(nucleus).

(e) Close tothe nucleus, the contribution of the potentathfthe partial charg®,onqis smaller
thanVaom, SO it is sensible to place the partial charge density as rat pbarge located at
the nucleus.

() The charge density of the nuclei is significantly largeant partial charge densities and its
potential is the major cause of scattering of high-energident electrons.
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Calculation ofV4om is described in section F.1.2. This potential is positivd dacreases
rapidly with the distance from the nucleus. Its value shawddespond to the potential cal-
culatedvia (F.31) at various distances close to the nucleus (at pgints r? wherer? is the
radius of the-th isolated atom). In general, the positions of ions andgtm the solvent are
not known and thereforg29™ and p2°™ cannot be computed exactly. However, there are two
approaches to address that issue: (i) Find the optimaliposibf solvent and ion atoms by
performing MD simulations and then compute the potentiaubing tabulated potentials as
for the case of the macromolecules (section F.1.2). (ii) Patm the average value ¥£S™(r)
given the density of the solvent. Note that the latter aviega@pproach is S|gn|f|cantly less
computationally expensive.

Let us focus on equation (F.30) aMiond(r). The interactions between the atoms in the
sample could be represented by a force field. The basic forimedforce field includes terms
corresponding to the potential energy describing covadlends, long-range electrostatic and
Van der Waals forces. However, since we showed that our odg-8chrodinger equation (F.1)
does not depend on the Hamiltonian of the specimen and theawegnore all the interactions
between atoms except the electrostatic olgsg can be calculated from

mol sol

%6 0 Vomnd) = PRI + P20 - () F 2 an V““‘m (F.45)

Both p°d andpP™ can be considered as “fixed” partial charge densities anceteddis delta
functionss(r — r;) located at the atom centerswith magnitudes (partial charge®):

picea(r) = phe+ P = Z Qo(r - ri).

Further simplification can include the averaging methodsimivent partial charge densities.
Changing of the solvent properties such & jons, and dielectric constant will redistribute the
partial charges (especially at the surface of the macracutde and consequently alt&ong.
Here we consider the continuous model and the connectioveketeach of the partial charge
densitiesp°" and the PBE model.

° ooy bond corresponds to the Boltzmann term in the PBE representmg@aitial charge den-
sity of ions in solution.

. pso"d is modeling the impact of the solvent implicitly (primarilgrough molecular polar-
ization)via the external dielectric constant.

. pﬁfor}d corresponds to the partial charges used for a coarse etattos description inside
the molecule.

PB solvers are mostly interested in the calculation of s@wgpotential and energy (on the
surface of a molecule) in order to understand active bindites [178, 200-203]. Hence, a

typical solution of a PB equation Mg+ Vi, This result is obtained from thefiiérence

betweenV,ong and V2o, The first step is the calculation of the tod,.q via (F.45), and the

mol
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second step is the calculation'@fo"? only. Vbo"d represents the potential of the molecule in an
environment with the same dielectric constant and it isioktivia the solution of the Poisson
equation for a uniform dielectric (Gauss law)

_fofmol(r)vzvbond(r) = Pmol(r). (F.46)

mol

The advantage of this approach is tWagq and\?bmoor}d result from the same set of fixed partial

charges and thus have identical singularities, ti@dinceVpng — VEoNd = Yhond 4 yhond jg g
smooth function. The knowledge about the electrostaticibigion within the molecule is ben-
eficial for us. The final potential due to redistribution igaibed in one step by calculatifgong
from (F.45) (pong = VPOId + VPONd 1 pbond) - After considering assumption (e) above, the total
potential in the specimen can be determine®@By= Vxom+ Voona i-€. cOmbining the contribu-
tions from potentials of isolated atoms calculata scattering factors and contributions from
the redistribution of charges calculateid PBE (F.45). The final sum corresponds to the total
interaction potential’™. We argue thaVy,ng calculatedvia PBE gives an adequate correction
to the electrostatic potential calculated using the isola@tom superposition approximation as
described in section F.1.2.

Vpond Calculatedvia a Poisson-Boltzmann approach could be also used to idexdiifye and
ligand-binding sites, to predict protein-protein and pnetmembrane interfaces and to catego-
rize biomolecules on the basis of the potential surrountheg surfaces. It is anticipated that
such approaches will become increasingly important as uihaer of experimentally resolved

structures increases.

F.2 High-energy electron-specimen interaction

The incident electron interacts with the electrostatitefiaction) potential of the specimen. The
common description of the interaction between the inciééttron and the specimen involves
approximations such as projection assumption (PAYandeak-phase object approximation
(WPOA), both based on the small angle approximation. A mlide approach extends the
limits of the PA and WPOA. Appendix G provides criteria forpéipability of these methods.

F.2.1 Small angle approximation

The incident electron possesses a high-energy and it srpuedlominately along the optical axis
in thezdirection. The specimen is a relatively small perturbatiorthis motion. Let us consider
again the dterential form of the one-body stationary Schrodinger équgF.1). Similarly to
the high-energy assumption in section F.1.1, it is usefukfmesent the total electron wave
functiony(r) as a product of a plane wave traveling in thdirection and the wave function
which varies slowly witlg, i.e. y(r) = (X, y, 2€*?. Now we have

ViWe)(r) = (Vy + VIWe)(r) = €95, ¥(x, Y, 2) + V¥ (x, Y, 2€. (F.47)
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Using the short notatio(x, y, z) = ¥, rearranging the terms in the Schrodinger equation and
dividing by the common facto#** we get:

2 2
[v? ;l"ev'"t( )] r;_:fe\y. (F.48)

Sincek = v2mE/#, this simplifies to

0’y oY 2me
[VZ T )]‘I’ 0. (F.49)

Given our assumptions that the energy of the incident eads high and tha¥ varies slowly
with z we adhere to the small angle approximat}%’%‘ < |k%—“z’| (k* > k£ + K) and therefore
equation (F.49) can be represented, similarly as in [144], a

v _ [ i1

0z an
wherel = 2rr/K is the wavelength of the incident electron ane Ame/(2n72) is the interaction
constant.

V2, + |a\7'm(r)]‘}’, (F.50)

F.2.2 Multislice method, projection assumption, weak-phae object ap-
proximation

Two popular methods for modeling electron transmissioaugh the specimen (including the
effects of multiple scattering and 'geometrical’ thicknes®) the Bloch wave method and the
multislice method [144]. Here we will shortly describe thaltislice method presented in [144]

Z+Az

as it is advantageous for non-crystalline and large spesmemembering thagf ‘”’dz =

In(¥)|Z4% the solution of equation (F.50) can be written as
Z+Az

i1 . i
Y(XY,z+ A2) = exy{aAzViy +io f VX, Y, z)dz’]‘l’(x, Y, 2). (F.51)

Z+Az

AssumingAzis the thickness of a thin slice through the specimé(x, y, 2) = f Vint(x,y, z)dz

z
is the projected potential within the slice, atf{d, y, 2) = expioVL(X, Y, 2)) is the transmission
function (phase grating), we have

Y(XY,z+ A2) ~ exp( AzV2 )t(x, Yy, 2¥(X,Y, 2). (F.52)

If we defineqy = ky/(27) andqy = ky/(2r), it can be shown [144,204] that the following relation
holds

sr[exp( AZV2 )(t(x, Y, 2¥(x Y, 2)] = expl-indAzZ( + QIFILx Y, )¥(x Y, 2)] (F.53)
- P(q’ AZ)H:[(t(X, y’ Z)\P(X’ y’ Z))] ’ (F54)
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whereP(q, Az) is the Fresnel propagator. The wave function at the topeo$giecimen’sr(+1)th
slice is
Whe1(XY) = T [Pa(0, AZy) FTta(X Y)¥n(x Y]] - (F.55)

Therefore, the propagation of the electron wave througlsgigeimen can be interpreted as a
recursive transmission and propagation of the wave fundhicough each slice until the wave
leaves the specimelY{,i(X, y)). The accuracy of the multislice approach increases waitélier
slice thickness at the expense of a longer computational tirhe slice thickness should not be
smaller than the range of the atomic potential or the elactravelength.

The projection assumption (PA) is commonly used for a thijeah where, given that the
incident wave is a plane wave, the transmitted wave funeéi@gual to the transmission func-
tion:

Yexit(X, Y) = U(X, Y, 2 Winc(X, Y) = explo VX, Y, 2)). (F.56)

If the scattering is weak, especially in the case of lightrapthe weak-phase object ap-
proximation (WPAO) ¢V, < 1) can be used. The wavefunction at distantteen becomes

\P(X’ y’ Z) = eXpQO-VZ(X’ y’ Z)) ~ 1 + iO-VZ(X’ y’ Z) (F57)

The similarity between WPOA and the first Born approximafeee section F.1.2) is discussed
in [205]. A closed form expression for the intensity using tlist Born approximation can be
found e.g. in [206].

Criteria for applicability of weak-phase object approxtiron, projection assumption and
multislice have been suggested in Appendix G [52].

After passing through the specimen, the electron wave isadead with the point-spread
function of the microscope whose Fourier transform is catlee contrast transfer function
(CTF)

T(q) ~ exp[-inAg?(0.5C%P — Af),] (F.58)

whereAf is the defocus of the objective lens, a@¢ the codficient of spherical aberration.
If one assumes not more than one weak elastic scattering ewethe interaction potential
(WPOA), the &ects of geometrical thickness dodtilt of the sample can be incorporated in
the CTF [29,173-176]. After being scattered once, the laavave propagates in free space.
That is equivalent to Fresnel propagation defined in eqnd#®b3). The Fresnel propagation
over a distanc@z is equivalent to a defocus aff = —Az allowing us to model the specimen
thickness as a part of the CTF, speeding up the forward catipnt[29] as well as 3DCTF
correction [30].

F.2.3 Inelastic interactions

The quantum states of both the incident electron and themspachange in an inelastic inter-
action. This change is accompanied by a transfer of enerngyelea the scattered electron and
the object. A proper modeling of inelastic scattering reggito treat both electrons and nuclei
in the specimen using quantum mechanics. One can, howeage msimplified treatment.
Inelastic scattering can be taken into account using adndr perturbation analysis giving
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Table F.1. Comparison between inelastic and elastic treatment

Scattering Inelastic Elastic
Incident || Tin = (W) (r, )¥in(r', t — 7)1 Yin(r)
Object y = (XeIgive' 1)y gix ()

EXit Fex = F"'] * y lI]ex(r) = \P"'](r) * éX(p)

rise to an imaginary potential. The final potential is a coerguantity and it is usually called
“optical potential”, by analogy with the complex refraciindex in optics [207, 208]. The dif-
ference is that in optics the imaginary part of the refracitindex causes the absorption of light.
In TEM, however, this is usually not an actual absorptionle€eons, but a loss of the electrons
from the incident elastic energy channel. The probabilit an inelastically scattered electron
reappears in the elastic channel is negligible [209], aedetiore inelastic scattering is respon-
sible for the appearance of an imaginary part of the optiotdmqtialV,,. Inelastically scattered
electrons are superimposed on the TEM image formed by eddigtscattered electrons form-
ing a background. In principle they should be filtered withemergy filter. Inelastic processes
can be generally separated into two components: (1) presdebat generate secondary elec-
trons or light (slow and fast secondary electrons, Augetctedes, X-rays (characteristic and
Bremsstrahlung X-rays), cathodoluminescence); (2) msethat result from collective inter-
actions with many atoms (plasmons and phonons). Even faggridtered high resolution
imaging, inelastic scatteringfects are present in the image because electrons which hiave su
fered a very small energy loss cannot be separated from seatiared or elastically scattered
electrons by a conventional energy filter with a slit of 5 eV [210]. Phonon scattering, for
example, produces very small energy losses in fractionsed &nd contributes to the intensity
for very high scattering angles [211]. For imaging of biote specimens this is expected not
to be relevant.

A comprehensive theory of image formation includes theasigt scatteringféects which
are roughly equivalent to that of a rearrangement of theoblgieatterers during the exposure
time [212]. The specimen is free to move around its initialitd state or transfer to an ex-
cited state. The strict treatment of the problem of incoagiag inelastic scattering into image
simulation must include mutual coherence [212,213] or ssifigmatrix approach [214]. The
intensity (probability density function) is related to eng-independent wave function only in
the case of purely elastic scattering and coherent illutiina The fluctuations within the
object, the source and the optics during the exposure Tinegert an influence on the final
detected signal which is time averaged. The mutual cohertntion is defined abICF =
Lin = (P (r, )¥in(r', t — 7))7 [212]. Inelastic scattering results from excitations af thternal
degrees of freedom of the object and iffeet can be incorporated in time-dependent potential.
Further, the concept of mutual dynamic object transpar¢MipOT = y = (ereleg k(1))

p = (x,y)) is introduced by [212]. This measure represents theivelahange oMCF caused
by the transmission through the specimen. Itis a compleredsgf coherence introduced by the
specimen. If we consider a thin object, we can compare theehfiodpropagation of elastically
and inelastically scattered electrons (see Table F.1mf2d2], theMDOT can be expressed
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as
y ~ exXpli(p) ~ ia(p) ~ o) ~ 3pale’) + o, ' . (F59)

where the functiom; represents the static projected potential and elastitestay; absorption

in the specimen is described jpy and inelastic scattering y;;. Note thatu, is the energy
averaged:;;,. The challenges of calculating, are described in [215]. However, it was shown
recently that the contribution of the inelastig to the elastic pant; for silicon sample SiL10)

at 20 kV acceleration voltage isib % [216]. Let us scale this influence as a function of atomic
number and acceleration voltage. As described in [158] 468][the elastiere; and inelastic
o Scattering cross sections can be represented as:

1.4.10°%73 0.26Z

_ B 2
~15.10°7%  pAUg+mE) . '
Oin = ,82 In 10 [nm ]’

whereZ is atomic numberg the ratio between the velocity of the electron and lightt &
1 - [mc&/(Ug + mA)]?), U the incident electron energy, ana the rest energy of electron.
The ratio of inelastic and elastic scattering cross sesti®therefore

 15|nfUumd)
RZ Ug) = =° o

oo 14Z[1- 9]

(F.61)

As a rough estimation we can scale th&3% contribution (ofu1; to u;) for a silicon ¢ = 14)

at 20 keV to e.g. carborZ(= 6) at 80 keV as A5 % & 5zas00 = 0-37 %. This contribution de-
creases with increasing atomic numbers/andcceleration voltage. The contribution of time
dependenj;; for a single atom is therefore small. However, the percentagnelastically
scattered electrons from thick vitreous ice is large legdondamping of the useful contrast.
The time-dependent part of the interaction potential ctnédherefore important in modeling
the formation of unfiltered images. Given the complexity anthputational challenges of the
mutual coherence function approach, we will consider dmiytime averaged part of the inelas-
ticsu, (absorption). This contributes to the imaginary part oftthtal potentiaV,, and requires

zero-loss energy filtered images for comparison. The tatapdex potential is therefore

Vit = Von + IVap. (F.62)

The most dominant inelastic interactions in cryo-EM aresplans of the solvent (vitreous
ice) [217]. For such an amorphous specimen, one can assatii¢hoverlap of atomic posi-
tions in a projection is significant and that the projectedgrhous sample is essentially noise
with a flat frequency spectrum. This is surely an approxioraas every real specimen has
limited scattering power. The mean real part of the potéMja of the sample introduces a
constant phase change of the electron wave while the imagiaat of the potentiaV/,, causes
exponential damping of the wave amplitude and intensity:

Iexit(X, y) = |\Pexit|2 = |eXpGG'VZ(X, y) - O-VLab (X, y))|2 = exp(_ZO-VZ,ab)- (F-63)
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Since this damping increases with the thicknes$ the specimen we have

d d I
lexit(%Y) = linc(X y) €XpE-7—) = = =In I'—”‘"‘t (F.64)
N n exi

whereAj, is the inelastic mean free path at a certain electron endfgym the comparison
between equations F.63 and F.64, the following relatiod$ol

d
— =20V, ap F.65
An O Vzab ( )

The inelastic mean free path depends on the incident efeetnergy and is related to the
scattering cross section (equation (F.60)) as

Muw M52 - 1010

A- = =
" pNaoin  9,03073 In £lime)

ml. (F.66)

Experimentally determined values for inelastic mean frathg reported in the literature vary
noticeably [164]. The reasons for these apparent discoagmare not always clear. We used
the values ofA;, = 180 nm for vitreous ice at 80 kV antl;, = 108 nm for protein at 100 kV
provided by [158] and [159], respectively. The values foy ather incident energy of electron
Ug are calculatedia equation (H.4). The fractional composition of a protein wasen to be
0.492, 0.313, 0.094, and 0.101 for elements H, C, N, and Qeotisely [159, 165].

Monte-Carlo simulations for inelastics

We generated electron energy-loss spectra for amorphehsrcand vitreous water utilizing
the Monte-Carlo simulation package Geant4 [154, 155]. §€eant4, it is possible to follow
the trajectory and the energy of a given particle (as wellllasegondary generated particles)
within a material. The densities were taken to be 1/8wf and 0.93 gcn?® for amorphous
carbon and vitreous water, respectively.

In our case, blocks of amorphous water and carbonféémint thicknesses (5 to 150 nm)
were generated. A number of primary electrdvis~ 1P, of various incident energieg.
(80 keV, 100 keV, 120 keV, 200 keV, and 300 keV), were intrathperpendicular to the
specimen surface acting as a parallel illumination. FromFLA it is clear that higher en-
ergy losses are increasing considerably with the thickoktge sample forming clear plasmon
peaks. The thickness dependent ratio between the numbkrotfoms that have lost less than
3 eV (1) and the total number of electrois= | is shown in Fig. F.1B.

The values in Fig. F.1B obtained forffirent sample thicknesses perfectly match an expo-
nential decay (solid curves). This validates equation)(dti2l the assumption that delocalized
processes (represented by a constant absorption poyergatiominant. From Fig. F.1B we
also see that for thicknesses used in cryo imagii@Q nm) around 43 % and 26 % of the elec-
trons at 80 keV and 300 keV, respectively, experience itielasattering. Thus, the absorption
potential in that case plays an important role.
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MC simulations for vitreous ice at 100 keV primary energy The ratio between zero—loss and total intensity
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(A) (B)

Fig. F.1. Monte-Carlo simulations (Geant4) of amorphous vitreousewdA) EELS spectrum showing
the increase of the plasmon peak with thickness. (B) Thenleiss dependence of the ratio between
number of electrons that have lost less than 3 eV and thertotaber of electrons for inelastic mean free
paths at various energies specified in section 4.3.1.

F.3 Optical system

In cryo-EM we record mostly images generated by phase czint@ia a result of interference
between the unscattered and scattered part of the electibwasse function. The electron
wave exiting the specimet (X, y) is further subject to a frequency dependent phase shift
introduced by the microscope aberrations. If we consideespal aberratiol©s, defocusAf,
and twofold astigmatismA}, a;), the total aberration function in polar coordinates is

x (@) = 2 (FCota - 2 (AT - Ay cos(2(ar — an)) ). (F.67)
whereq is the magnitude of the spatial frequenay, @,). Note that underfocus impliesf > O,
asin [111].

The energy spread of the incident electrons and the finitealisource size give rise to
temporal and spatial incoherence, respectively. Theséeanodeled as damping envelopes
in the spatial frequency domain. The temporal incoheremtleeosource can be modeled as a
chromatic envelope function [111]:

MqZCCAE)ZI (F.68)

4E+VIn2

whereC. is the chromatic aberration ciiieient; E andAE are the energy and the energy spread
of the incident electrons, respectively. Furthermore, fthige source size introduces spatial
incoherence which results in the spatial envelope fungfida]:

(rCs%q® — nAf(@)q)?a?
In2

&@:w%{

(F.69)

Ks(Q, @) = exp
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whereq; is the illumination aperture.
The objective aperture function, optionally including apé plated,(q) is described as

1 q < qcutorb
Ap(q) =1¢€? Qeuton < 4 = et (F.70)
0  d> Qeutar:

whereqeuar = 271dap/(f 1) is the cut-df frequencyd,, is the physical diameter of the aperture,
f is the focal length of the objective lens, angon is the cut-on frequency of the phase plate.
If only the objective aperture is considered thigfon = Jeutar -

The contrast transfer function (CTF) of the lens system14]1

T (0, @) = Ks (g, @) Ke(@)Ap(g)e™¥ . (F.71)
The Fourier transform of the electron wave at the back folzadgis given by
P (0d.0) = F[Vei(x V)] T (0. @). (F.72)

Finally, the intensity in the image plane is the probabitignsity function given by

lo(%Yy) =¥ (% y) (F.73)

F.4 Detector response

The realization of the final image involves the conversiorelgictron wave function into a
digital signalvia detection by a camera. Such a camera is characterized byakpveperties
such as the conversion factor of the cam@rain [ADU /e7], various noise sources, as well
as frequency response measures such as the modulatidietfamstion (MTF) and detective
quantum éiciency (DQE). The measurement process obeys Poissonistatiich gives rise
to shot noise, adds readout nolgeand dark curreniy. to the final image, and blurs the image
with a detector point-spread function PSEy)

I (X, Y) = [CF : I:)oiss(Ntot' I0 (X’ y))] * PSF(X’ Y) + Irn + Idc (F-74)

whereP,s{A) denotes Poisson noise yiel; - 1o (X, y) is the incident integrated electron flux
in | £.|, ands represents the 2D convolution operator.

Poisson (shot) noise is related to the uncertainty assabvath the measurement of electron
current (or light), inherent to the discrete nature of etaté and the independence of electron
detections. Its variance is signal-dependent and cotesitie dominant source of image noise.
For higher integrated electron fluxes the Poisson disiohupproaches a normal (Gaussian)
distribution. However, for cryo microscopy the integragdeictron flux is kept very low in order
to avoid radiation damage and to preserve the structurailslef the specimen. Therefore, it is
important to model the noisaa a Poisson distribution. The signals are usually captureld wi

pixelized detectors (CCD or CMOS cameras) with pixel sixgandAy. The probability that
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a pixeli will detect an electron is therefoe = P(x, i) = |¥ (X, y) |?’AX Ay; (seelntermezzo 4
for more details).

Without loss of generality let us consider only Poisson @oighich is the most dominant
noise source in the detection process. Then the final réializaf the intensity would be

I (X, y) = ?_1{?[CF : I:)oiss(Ntot : IO (X, y))] -MTF (q)} (F-75)

The MTF describes how the signal amplitude is transferreddifferent spatial frequencies.
It is the modulus of the Fourier transform of the detectoi@PAttenuation from the MTF
alone would not spoil the image quality. If the signal is sfemred up to Nyquist frequency
and the MTF is known, one can, in theory, restore the imagedaplvolution. In practice,
deconvolution will be hampered by the presence of noise.OQE describes the noise added
by the detector. The noise of a stochastic scattering psdtike the one in TEM detectors) is
not transferred in the same way as the signal [75]. The noideidetected signal is not simply
the noise in the input signal attenuated by the MTF [20]. Téctive quantumficiency is
defined as the squared ratio of the signal-to-noise ratidr(Si¢tween output and input signal

_ (SNRot’
DQE(@) = ( SNR. ) . (F.76)
In [47] it was shown that this is equivalent to
2
DQE() = CF2Nir - @ (F.77)

N PS)ut(q) ,

where NPS refers to the noise power spectrum. If we furthigneéhe noise transfer function
as NTP(g) = NPS,.:/(CF2Ni) then DQE is simply

MTF2(q)

DQE() = NTFZ(Q)

(F.78)

The problem we are facing is how to treat the signal and no@ester separately since the
Poisson (shot) noise depends on the signal. We decoupleithére following way: 1) the
Fourier spectrum of the noise-free sigrig(@) = F[lo(x, y)]) is damped (multiplied) by the ratio
between signal (MTF) and noise (NTF) transfer, 2) this digheultiplied with the integrated
electron flux and all noise contributions are added, 3) theiEospectrum of that (noisy) signal
is damped by the NTF, and 4) the number of electrons are seatedCF to the image gray
values in [ADU]. Hence, we can write the detected image as

lo(0) = FTlo(x. )]

1 00y) = 5 @)

I(X’ y) = ?_1{?[CF : I:)oiss(Ntot : I1 (X’ y))] ’ NTF(Q)},

(F.79)



F.4. Detector response 125

or everything combined

1Y) = FHTF|CF - Poiss(Neot - T I o(% )] VDQE@)])| - NTF (@)} + I + lac. ~ (F.80)

Poisson distribution of noise
Assuming that the total number of detected electidgss Poisson distributed, we will show
that the intensity within pixel follows the Poisson distribution, as well.

Let us assume for the moment that there is no uncertaintyamtimber of detected
electrons (no Poisson noise). The probability that a sulfdetlectrons (from exactifi:)
will be detected by the pixe| while the remainingd\,; — k will be detected by other pixels |s
P!‘(l — PNk There are{’\'l‘("t combinations ok subsets oNy;. The total probability of any
subset ok from Ny electrons detected by the pixek the well-known binomial distribution

N -
pi) _ ( ;ﬁ)Pr(l — Pk (F:81)

The expected value i&) = NP, and variancev/ar(k) = NytPi(1 — P;). Therefore, if
exactly Ny electrons would be detected, we would need to calculatertigapility density)|
function Ny, times and on averadeé,;P; electrons will be detected by pixielith a binomial
distribution of the values around it. This allows us to céteithe probability density functio
of Nyt electrons in one run by scaling the pixels valuesNggP; instead of calculating th
probability density functioMNi, times, i.e.I™ot(x;, y;) = Binom(Ni, ¥ (X, Y) ?).

In reality, we do not know the exact number of electrofialling on the detector, only that
they obey a Poisson distribution with expected valuénpf= Ny, i.€. P(n, Nyot) = Nni,me"\'wt.
Similar to [218], the probability of detecting exackyelectrons by the pixélis now the sum
of all conditional probabilities that > k electrons will fall on the detector aridelectrons
will be detected by the pixel

D =

(o)

Pi(KI(M) = Nioy) = Z P(n, Ntot)( )Pk(l - P

Niot

NI e~ n' _
— Z tot k)l Plk(]. _ Pi)n k

| —Ntotz( tolt<)I p)n—k

Introducing a variable’ = n — k we have

(9]

NI NK
P = N = ‘“‘°‘Z E‘;i,),“”( -P)" (F.82)

The sum represents now the Taylor expansion of an expoh&mietion and therefore w

D
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get

PN PN
Pi(KI() = Nig) = = e Merelhol=P) = ( k,”) P (F.83)

Therefore, instead of calculatingtimes our probability density functiof (x, y) |, we can
realize the intensity within the pixebks Poisson distributed with the expected valul,; bk,
e, [W=Not(x vi) = Pgoisd(Niot * [P (X, Y) [2). The Poisson noise is present in every detection
system and cannot be avoided.

F.5 Fresnel dffraction from a phase step

In this section the analytical solution for Fresnefidiction from a semi-infinite phase step is
derived and compared to a numerical solution. In the first@pmation, a carbon edge can be
considered as a semi-infinite phase step in the object plane:
e x<0
Y(x,y,Az=0) = ’ F.84
(x.y.Az=0) {1 >0 (F-84)

whereA¢ represents the phase step determimedequation (F.95). In order to express the
analytical solution for this case, let us consider the Healltzhequation (which can be derived
by settingV"(r) = 0 in equation (F.50)):

[v? - kz]‘P 0. (F.85)

The solution of (F.85) is given by the first Rayleigh-Somrektfdiffraction integral [219], a
mathematical formulation of the Huygens-Fresnel prireipl
H jkr
WXy, AZ) = —% f (X,Y, 0= cosddXdy. (F.86)
x’,y’
wheref is the angle between thez axis and the vectar = (x— X, y-Y', A2), i.e. co¥ = Az/r.
From the small angle approximation we haes +/(x - x)2 + (y — y’)2 and

= Jx=x)32+(y-y)R+AZ = Az\/]_ L X= X')ZA;(V— YV ap, X X’)Zzzz(y )

(F.87)
Substitutingr in equation (F.86), we get the Fresnel propagator integnathd@ilation which
models the spherical waves from equation (F.86) as paraales:

kAz K(Oox 2+ y-y' 2]

‘P(x’,y, 0)e =" dxdy. (F.88)

[
Y(xy,Az) = 1Az

In case of a semi-infinite opaque screen, the analyticatisolean be obtained from the
following Fresnel difraction integral:

ikAz 2, 2
\P(xy,Az)_—lé fdyf R gy (F.89)
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Fig. F.2. Intensity profiles of the ana-
lytical and numerical solutions of Fres-
nel diffraction from a phase step. Red
Anlitical solid curve shows the analytical solu-
il e o] tion implemented in Maple. The blue
14r _ ] dashed and green dash-dotted line rep-
resent the discrete fast-Fourier trans-
MM form solutions implemented in MAT-
L H ORI LAB for sampling distances of 60 and
' ' 30 pm, respectively. The phase step of
g | 1.48r rad represents the phase change
introduced by an edge of 50 nm thick
amorphous carbonp( = 2.3 g/cn?)
02 ‘ ‘ ‘ ‘ ‘ ‘ ‘ imaged at 200 keV (see equation

-2 =15 =1 -0.5 0 0.5 1 15 2

X [nm] (F.95))

Adp=1.4755 rad, distance Az =50 nm
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o o =
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By using the Fresnel singand cosine integrals [220]
W n W n
S(w) = f sin(—V\/?)dwe(w) _ f cos(—V\/z)dV\/, (F.90)
0 2 0 2
definingu = (x—X) Vk/(mrA2) = (x—=X) V2/(1A2) andv = (y-Y') Vk/(7A2) = (Yy-Y') V2/(1A2)
and using the propertigg—w) = —8(w), C(-w) = —C(w), and8(w0) = C(c0) = 1/2 we get
i eikAZ /lAZ © 'Eulz * 'EVJZ
Wsemiod X, Y, AZ) = 1Az 2 T €2""du Iw ezv dv,

AAz

jelkaz . | 2 . 2
= - 2 |:G(OO) + |S(OO) -C (—X /ITAZ] —-18 (—X /ITAZ)
1 .1 e /2 is | 2 1 1 1 .1
§+|§+ X /ITAZ-FI X /ITAZ —+l=-+=+I1=
RS I 2 2
3 Y5 *G[X\/m)“s(x\/m)

(F.91)

2 2 2 2
2
The semi-infinite phase step can be represented as a comhinatwo semi-infinite opaque
screens placed in the oppositdirection and shifted with a phagé?:

Pohsted % ¥s AZ) = Peemiof % Ys AZ) + Psemiod—X, ¥, AZ)e™?. (F.92)

[C(00) + 18(0) — C(—00) — i8(—0)],

i
— __e|kAz
2

2

The intensity is defined as:

| phsted X% Ys AZ) = [Pphsted X, Y> AZ)[. (F.93)

This is the analytic solution for Fresnelfidaction from semi-infinite phase step. The discrete
solution is based on the Fourier transform:

Wonsied %, ¥ A2) = TP(q, A)F(¥(x,y, Az = 0))], (F.94)
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Fig. F.3. A carbon hole in a Quantifoil grid im-
aged at 2000 nm underfocus. The integrat
flux can be estimated from intensity in the ho
and given the magnification, while defocus a
astigmatism can be estimated from the am
phous carbon area by calculating the pow
spectrum density (PSD) and using the toolb
provided in [49]. For defocus series reconstru
tion, edge images were cut and aligned.

whereP(q, A2) = exp(-irdAzF) is the Fresnel propagator. Fig. F.2 allows the intensitycar-
ison of analytical solution with numerical solutions forawampling densities. In the discrete
case, the samplingx of the edge should be much finer than the argument of the Hreisiege
and cosine integrals i.Ax < /2/(1A2) for this idealized non-band limited object.

F.6 Evaluation of the forward model on images of carbon
edges and carbon nanotubes

F.6.1 Modeling carbon edges and carbon nanotubes

Although the main purpose of InSilicoTEM is to simulate tineages of biological samples
embedded in vitreous ice, we also model two non-biologipaicsnens: carbon edges and
carbon nanotubes with buckyballs. The images of these meas can be recorded at a high
integrated flux providing a high SNR. The averaged interitfiles across the carbon edges
and nanotubes further increase the SNR and provide a beteparison for validating the
simulations. The profile of carbon edges was modeled as anfarrction or was reconstructed
from a defocus series; nanotubes with buckyballs were nedde IASA in vacuum.

Carbon edges

Specimen grids in TEM usually contain a carbon film suppodabee of their relatively low

background signal and good electrical conductivity. Anaadage of imaging support films
for the purpose of validating simulations is that no addidlbsample preparation is required.
While imaging carbon edges, the defocus and astigmatisrneastimated from the amorphous
carbon area and the integrated electron flux can be estirfratadhe hole at the same time (see
Fig. F.3). The mean inner potential of an amorphous specsueh as carbon film introduces
a constant phase change of the electron wave which can yibeatieglected as it is frequency
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independent. In this case it is important to include the plsdsft since we model the carbon-
vacuum phase transitiona an error function erf(x) Iike‘%ﬁ[erf((rir) + 1]. The analytical and
discrete solutions when the transition is modeled via a et&paeére compared in section F.5.
This is an example of the forward model where no atomic masledquired. The thickness-
dependent phase shift through the carlagircan be determineda [221]

A¢ = oV, = oVod, (F.95)

where o is the interaction constant depending on the voltagethe mean inner potential,
andd the thickness. Following density-functional theory cédtions [222] and holographic
measurements [221], the mean inner potentiglsf amorphous carborp(= 1.8 g/cm?®) and
graphite p = 2.3 g/cn®) are 101 V and 127 V, respectively.

The profile of carbon edges in practise is usually much mongodex due to manufacturing
issues, cracking and folding of the carbon film, as well asppirag under the electron beam.
The model of an edge in this case is not a simple function. Beroapproach is to estimate
the projected potential profile of such a complex edigé/Niener filtering applied to a defocus
series [2]. The profilé is estimated fronN images at dterent defoci as

(F.96)

N CTF (9)ii(q)
= Z‘ SN ICTR(@)Z + Aw(q)

where CTIris the CTF for imagé; corresponding to equation (F.71) ang(q) the regulariza-
tion factor which was assumed to be constagt£ 0.01). The reconstructed edge was further
used as the input for the simulations.

Carbon nanotubes with buckyballs

Carbon nanotubes containing spherical C60 fullerenes wmedeled as another example that
allowed high-flux imaging and comparison between simutetiand experiment at a higher
SNR. An atomic layer of carbon was rolled up in zigzag confajon with (16,0) chirality
and 0 chiral angle. Furthermore, the Buckminsterfullereneskigballs) with formula C60 are
truncated icosahedrons, with a carbon atom at each verteadf polygon. The buckyballs
were placed along the nanotube with a distance of 1 nm frorh eder. The coordinates of
the system composed of nanotubes and C60 buckyballs wet¢aisenstruct an artificial PDB
file consisting of only carbon atoms. Finally, the interantpotential was generated by IASA,
without any solvent.

F.6.2 Experimental methods

Images of carbon edges were recorded using a Tecnai F20oelauicroscope (FEI, The
Netherlands) equipped with a GIF energy filter and FEG opdrat 200 kV. Other microscope
settings were: condenser and objective aperture size ofid)&pherical Cs) and chromatic
(C,) aberrations for this microscope are botB thm, while energy spread\E) and illumina-

tion aperture ¢;) are Q7 eV and 01 rad, respectively. Defocus series of a thin graphite edge
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and a holey Quantifoil (R/2) carbon edge (requested defocus range:i8n nine steps) were
acquired. The final sampling densities in the object planew85 A/pixel and 229 A/pixel,
while the estimated incident integrated flux was590 e /A2 and~ 43 e /AZ for the thin
graphite and Quantifoil edge, respectively.

Carbon nanotubes were obtained by a method described ih [P28 samples were solubi-
lized with sonication in ultra clean acetone and brougho @hw discharged C-flats. Defocus
pair imagesAf = 35 nm andAf = 70 nm) of nanotubes with buckyballs were collected on
a 4k x 4k Falcon direct electron detector (FEI, The Nethe$arusing a Titan electron mi-
croscope (FEI, The Netherlands) equipped wi@a@orrector and a GIF energy filter and FEG
operated at 80 kV. Some microscope parameters such asremriesC,, a;, AE are described
in section 4.4.2 whil&€€s ~ 5 um. A magnification at the detector plane of 253 kx produced a
sampling density in the object plane o683 A/pixel. The estimated flux was 112 e /A2,

F.6.3 Results

Images of carbon edges and carbon nanotubes were acquited Wigh integrated flux and
their averaged intensity profiles were used to further gfyatiite comparisons between experi-
ments and simulations.

©
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Fig. F.4. Experimental and simulated images of carbon edgé$.and (B) image of a graphite flake
edge at defoci of 2994 and 6065 nm, respectively. The edgeodelad as an error function with
oerr = 1.85 A. The sampling density is.85 A/pixel, the incident integrated flux 590 e /A? and

the thicknesd = 2.5 nm. (C) Experimental and simulated image of a Quantifoil carboneesalfyer
defocus series reconstruction of the projected edge prdiiefocus isAf = 2024 nm, the sampling
density 229 Aypixel, and the incident integrated flux43 e /A2. Note that very low frequencies of the
projected profile could not be reconstrucigd the Wiener approach and therefore, for the comparisons,
all frequencies lower than.@ nnt were removed from the image. The averaged intensities dlang
edges over a distance of 18 nm are shown in the bottom row.
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Fig. F.5. Experimental and simulated
images of a carbon nanotube with
fullerenes at 80 kV.(A) and (B) are
the images and averaged profiles at de-
foci of 35 and 70 nm, respectively. The
carbon nanotube was tilted by <30
The estimated flux was 112 e /A2,
The profiles were averaged along the
bottom half of the image making sure

that both experimental and simulated
et DY peiment profiles have the same number of C60
-« Simulation -+ Simulation fullerenes included. The scale bar cor-
_ZDistancOe [nm] : ! - _ZDistan?:e [nm]2 N I’ESpondS to 2 nm.

Carbon edges

Figs. F.4.A and F.4.B show the simulated and experimentafjgs of a graphite flake edge
whose profile was modeled as an error function (see sectfoh)FAdditionally, the averaged
profiles along the edge over a distance of 18 nm are presertecamorphousness of the carbon
was modeled as a fixed noise pattern added to the projecieaséction 4.3.1). The estimated
defoci were 2994 nm and 6065 nm, respectively. Furthernsodefocus series of a Quantifoil
carbon edge was acquired at an integrated flux of 4A#estimated from a hole (Fig. F.4.C).
The estimated defoci were 1005 nm, 2024 nm, 3068 nm, 4097 485 6m, respectively.
The profile of Quantifoil edge proved to beffittult to represent by a simple model such as an
error function. After reconstructing the projected edgefife via Wiener filtering applied to a
defocus series (see equation (F.96)), a simulated imadegirbfile at defocus of 2024 nm is
compared to the experimental image (see Fig. F.4.C). Tkesity variations across the carbon
edges in the simulated and experimental images are veriasimi
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Carbon nanotubes

Defocus pair imagesA(f = 35 nm andAf = 70 nm) of carbon nanotubes with spherical C60
fullerenes were collected and a single nanotube was egttdot this analysis (see Fig. F.5).
The diameter of the nanotube is 1.5 nm and the expected destagtween C60 fullerenes
(from untilted view and sample preparation) is 1 nm. The gutgd distance between C60
fullerenes in the extracted nanotube was 0.86 nm, suggetstat the nanotube was tilted by
30 with respect to the focal plane, which was also considerethisimodel. Defocus was
determined by simulating a defocus series with a step sigeof close to the requested defocus
value and comparing it with the experimental image pair. aheraged profiles show that the
experimental and the simulated images have similar intferariations across the nanotubes
(Fig. F.5).
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Projection assumption and weak-phase
object approximation in cryo-EM

Submitted a$52]: M. Vulovi¢, L. M. Voortman, L. J. van Vliet, B. RiegefWhen to use the
projection assumption and weak-phase object approximatiphase contrast cryo-EM”

Abstract

The projection assumption (PA) and the weak-phase objgobapnation (WPOA) are com-
monly used to model image formation in cryo-electron micopy. For making the next step in
resolution improvement we show that it is important to rvigese two approximations as well
as their limitations. Here we starffanspecting both approximations separately to derive their
respective conditions of applicability. The thick-phasating (TPG) model imposes less strict
conditions on the interaction potential than PA or WPOA aivegcomparable exit waves as a
multislice calculation. We suggest the ranges of appliggor four models (PA, PAWPOA,
WPOA and TPG) given dlierent interaction potentials using exit wave simulatidrige condi-
tions for applicability are based on two measures deligegimorst-case (safest) and an average
criterion. This allows us to present a practical guidelimevihen to use each image formation
model depending on the spatial frequency, thickness aadgtr of the interaction potential of

a macromolecular complex.

G.1 Introduction

Quantitative forward modeling of image formation and thawdation of images is becoming
increasingly importantin order to optimize the data actjois strategy, facilitate reconstruction
schemes, improve image interpretation and resolutionpamdde insight into ways to improve
instrumentation. An accurate description of the inteacbetween incident electrons and the
specimen is one of the important steps in forward modelingirast transfer function (CTF)
correction and 3D reconstruction in cryo-electron micogsc(cryo-EM).

In cryo-EM, incident electrons with typical energies of 800 keV interact with the electro-
static interaction potential (IP) of the specimen, e.g. maolecules that are similar in density

133
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to the surrounding vitreous ice. In order to describe theteda-specimen interaction (ana-
lytically) two approximations are often made: the weaksg#habject approximation (WPOA)
and the projection assumption (PA). The WPOA holds for weakhttering objects [2] and the
PA assumes that that the exit wave from the specimen can bputedvia the projected IP of
the whole specimen [144]. Both approximations rely on thalsangle approximation [205]
and are frequently used at the same time. Applying both aqupadions greatly simplifies the
computational complexity of forward modeling and 3D redanstion and therefore they have
been implemented in most software packages for singlecgadnalysis (SPA) and electron
tomography (ET) [31, 33, 35, 36, 38, 39].

These approximations have, of course, limitations as thapat account for e.g. the curva-
ture of the Ewald sphere or multiple scattering events []1dffigcts which become more critical
for high resolution imaging. In materials science high heson electron microscopy (HREM),
where atomic resolution is attained on certain specimemsjlaslice calculation [144] is com-
monly used to overcome the limitations of the aforementloagproximations in modeling the
transmission of the electron wave through the specimenreTliee specimen is divided into
slices and propagation of the electron wave can be integiet a successive transmission and
propagation through each slice until the wave leaves theirsig®. The PA must hold within
each slice and therefore, it is also important to formulajaantitative criterion to determine the
appropriated slice thickness. The multislice approactbkas rarely used in cryo-EM [51,142],
mainly because of the lower resolution of cryo-EM compae#iREM. Due to the need for
higher resolution in cryo-EM, it is important to revisit tiePOA and PA and investigate their
applicability.

The thick-phase grating (TPG) approximation was introduceHREM of perfect crystals
in 1962 [224], but to the best of our knowledge, it has notireszemuch attention since [225].
Furthermore, a rough indication was provided for the validif various approximations de-
pending on the thickness and atomic number of the crystaése,Hve introduce TPG to the
field of cryo-EM and discuss its potential benefits. We prewpdactical boundaries to various
approximations based on the thickness, strength and fnegue the interaction potential map.

G.2 High-energy electron and specimen interaction

To discuss the validity of the PA and WPOA it is convenienttirtsfrom the stationary one-
body Schrodinger equation with a correction for the relatic mass and wavelength of the
electron. This is permitted for elastic scattering proesssnter aliai) the Hamiltonians of the
electron and the specimen can be separated because threnirgliectrons have a much higher
energy than the interaction energy of the particles withengpecimen, ii) spin-spin interactions
may be neglected, and iii) the electron current in cryo-EMddow that &ectively only one
electron interacts with the specimen at the time, which gniaes independence of all incident
electrons. Below we will shortly recapitulate the formutaenmonly used in HREM [144,225].
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G.2.1 Small angle approximation

The stationary one-body Schrodinger equation for theeavave function in a closed system
is given by

2 2 3
(- 5572+ €900 () = Eutel) G1)

where-#2/(2m)V?2 is the Hamiltonian of the incident high-energy electronjahitin this case
represents its kinetic energy(r) the interaction potentiaf; the reduced Planck constantthe
relativistic mass of the electror,the electron charge, = (x,v, 2 = (p, 2) the positiony, the
electron wave function, an, the energy of the incident electron.

The incident electron travels (spirals) predominatelynglohe optical axis, i.e. the
direction. The specimen constitutes a relatively smaltysbation to this motion. Therefore
the total electron wave functiop(r) can be written as a product of a plane wave traveling in
thez-direction and a wave functio#f which varies slowly witlg, i.e. y(r) = ¥(r)e*?, with the
wave vectok = 27/1 = v2mE,/h, andA the wavelength. Now it follows from Eq. (G.1)

7
(vf, T 82 + 2ikd, - h—”;ewr)) ¥(r) = 0. (G.2)

Given the assumptions that the energy of the incident @edtrhigh and tha¥ varies slowly
with z, it holds that|o;¥| < [kd,¥| andk* > ki + ki, which is known as the small angle
approximation. With the definition of the interaction canstt- = Ame/(2n72), this leads to

8,9(r) = (L—ivﬁ + iaV(r))‘I’(r) . (G.3)

Taking the 2D Fourier-transform jm = (X, y) we get our common starting point for all further
approximations
8,9, [¥] = —iAn?TF, [¥] + 0T, [V¥], (G.4)

in which the Fourier-transform is defined @5 f (p)](q) = ff(p)e‘z”ipqdp.

G.3 Bounds to projection assumption and weak-phase object
approximation

To solve Eq. (G.4) analytically, further simplificationseareeded. Two common approxima-
tions in cryo-EM are the projection assumption (PA) and tleakvphase object approximation
(WPOA), where the latter is also known as kinematic appratiom [10]. These two approx-
imations lead to four dierent models describing the electron-specimen interacBelow we
will provide rules-of-thumb when to use each of these maodels

Without loss of generality it is assumed that before the wawnetionV is scattered by the
potentialV it has a constant magnitude and zero phase. The magnitude imidoming wave is
conveniently set to 1. The scattered part of the wave fundifig is then given by¥ = 1 + V..
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Contrast in cryo-EM is formed predominately by phase cattfbll]. Because scattering
by a constanV; is identical to rescaling the wavelength, i.e. adding a trtsphase factor
to the incident electron wave, elastic scattering from tleambulk potential does not con-
tribute to contrast generation. Since we are interesteldangdart of the scattering process that
produces contrast, we subtract the mean bulk potentiak iEHknown as the quasi-kinematic
approximation [10].

G.3.1 Projection assumption

When the specimen is ficiently thin, the projection assumption (PA) is commonlgai§l44].
Then the propagation term of Eq. (G.3) is small comparedddartteraction term, i.q.;liﬂvf,\m <
licV¥|. From Eq. (G.3) it follows

Z

o P(r) =i V(NY(r) =Y = exp{iaf

—00

de’},

which leads to the exit wave
\Pexit = eXp{iU'vz} 5 (G-S)

with the projected potentidl, = f_ ZV dz The validity of the PA was addressed by [204].
They argue that the potential should not vary significantigraa distancel, > +AAz/(2r),
whereAzis the thickness of the specimen. Here, we will define a qtaive criterion for the
validity of the assumption based on the Fresnel number. Wealg in analogy to optics as
F = Ar?/(1Az) [219], whereAr is the voxel size of the discretized potential map. Note tihat
regimeF > 1 corresponds to ray optics aiRd> 1 to the small angle approximation. If we
assume Nyquist sampling of the potential map, we ltpxel /(2Ar) and the spatial frequencies
up to which the projection assumption holds, is given by

g < 1/(41A2). (G.6)

In the above considerations there is no requirement for vgeakering. In this case, the
absolute value of the potential is not relevant and the PAatsm be valid for a strong-phase
object. Note that the PA is also known pisase-object approximatida05, 225].

G.3.2 Projection assumption and weak-phase object approxiation

If the scattering is weak, which is the case for most atomsalogical samples, the weak-phase
object approximation (WPOAJV, < 1 can be used. When both PA and WPOA hold, Eq. (G.5)
can be approximated by

Yot = L+ iV, + O(c?V?). (G.7)

SinceoV, < 1 leads to a scattered watg. < 1, the above result can also be obtained by
substituting? = 1 into the rhs. of Eq. (G.5) giving,¥ = ioc’V. We will refer to Eq. (G.7) as
PA+WPOA.
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G.3.3 Weak-phase object approximation

The applicability of the WPOA depends on how well ¢xpV,} can be approximated by a first
order Taylor series expansion wjih= oV,

: 1
et =1+iu- E,uz +O0@d). (G.8)
The relative residual in ordera or higher is given by
P i
pimu) =€ R (G.9)

wheree™ normalizes the total surp(0, ) to 1. If we allow for a maximum of e.g. 5 % in
second and higher order terms, we sgi2, oV) = 0.05 to find

oV, < 0.36. (G.10)

We will use this condition for applying the WPOA.

Note that Eq. (G.9) is identical to the probability of muléscattering events described by
a Poisson distribution with scattering probability= d/A, in whichd is the path length and
A the mean free path [226]. This allows the interpretationhef diferent ordergd(cV,) as
scattering events.

In a typical cryo-EM experiment, the macromolecular compdeembedded in vitreous ice
whose thickness is larger than the thickness of the macexmultar complex. If we assume that
vitreous ice is characterized by a bulk mean poteftial> 0, the process of multiple scattering
by a constan¥;.e can be neglected in the quasi-kinematic approach. Thexetioe condition
given by Eq. (G.10) can only be applied to the mean-subtigmtejected potential.

When the resolution of the potential map is too high to allatisfying the PA condition,
we can still use the WPOA. Furthermore, using only the WPGAlts in an easy to implement
algorithm for forward modeling. With the assumptiof?, < 1 or equally¥s. < 1, Eq. (G.4)
can be solved as follows

v4

0,5, [¥] = —iAn? T, [¥] +i0TF,[V] = F,[¥] = 1 +ic f e 7 V] dZ

3:/) [Wesit] =1+ 10 f\?(p, z)e—2”i(Pq +%/lqzz)dr
lPexit =1+ IO'?;]- [3:['\7] (q, /qu/Z)] . (Gll)

HereJ[V] is the 3D Fourier transform of the potential evaluated atrdmate @, 1g?/2), with
d = (gx gy). Sampling the 3D Fourier-transform on the parabalal¢?/2) can be done accu-
rately and fast, as in [29].

G.3.4 Thick-phase grating approximation

The limitations of the PA and WPOA can be overcome by thickgghgrating approximation
[224]. Initially developed for perfect crystals both withspect to diraction and imaging, the
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thick-phase grating approximation in cryo-EM gives thédaing forward model
Wit = explicd,* |FIV] (0. 10?/2)|} . (G.12)

The advantage of this combination of the conditions is thahe limit of F > 1, Eq. (G.12)
converges to Eq. (G.5) and in the limit ofV < 1, Eq. (G.12) converges to Eq. (G.11). This
means we get the corresponding image models of PA or WPOAthifeom the above equa-
tion.

The approximations of Egs. (G.5), (G.7) and (G.11) wereveerin a similar way in [205].
Quantitative useful conditions for the validity of the apximations of Egs. (G.10) and (G.6)
are presented here. The advantages will be demonstrateal. bel

G.4 Results

G.4.1 Hemoglobin

Here we investigate the validity of the PA and WPOA Eambricus terrestris erythrocruorin
(earth worm hemoglobin - PDBid 2GTL) interacting with 80 keléctrons. This is a rep-
resentative sample in terms of scattering power and sizeym-lEM. The interaction poten-
tial (IP) is computed as the sum of isolated atomic potentidlhe atomic potential is cal-
culated as the Fourier transform of the electron scattdentpr which is parameterized as a
weighted sum of five Gaussians [152]. All samples in this ysialare embedded in vitreous
ice (p = 0.93 g/cn®). Detailed description of how the IP is constructed can heébelse-
where [51].

Fig. G.1 shows the validity of both approximations for thésrgle as a function of spatial
frequency for various slice thicknesses. The graph shoavediximum value of the projected
IP for a given slice thickness that we computationally eoted from the full IP. By doing so
we can simulate the influence of the sample thickness andbémedirectly the influence of
the potential strength on the validity of the assumptiorte thickness of the slices was varied
from 2.0 to 325 nm, eventually containing the entire specimen.

The values on the'V,-axis are calculated using the maximum projected poteaotialslice
extracted from the middle of the full map. We show one linedgrotential map sampled at
1 A (green) and one at 3 A (blue) which are given by Eq. (G.8), the Fresnel number is
equal to one. The uncertainty of the plotted values due toisp orientation is depicted by
the shaded area around the lines. [teftow of the respective lines the PA starts becoming
suitable, whereas rigfatbove it is violated. As given by Eq. (G.10), below the honizb line
oV, = 0.36 the WPOA holds. For the full potential map sampled at 1 &égrcircle), neither
PA nor WPOA hold, whereas for the potential map sampled at Blde(circle) the WPOA is
satisfied and the PA is found to be right at the border. We sem» Fig. G.1 that the criteria for
WPOA and PA are easier fulfilled for low-frequency potentiaps (e.g. the potential is blurred
by beam-induced movements, CTF grdhe camera transfer). For comparison we show in
Fig. G.1 the quasi-kinematic (QK) and the kinematic (K) poigs as circles and triangles,
respectively. The kinematic potential represents the labsstrength of the potential, while
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Limitations of WPOA and PA for hemoglobin at 80 kV
\4

(K) |==3A potential map

2.254

—— 1A potential map

Slice thickness:
— (VK) ¥ 2nm
N O 5nm

% O 10 nm
X 20 nm

\></ o

<

S

7/

%X 325nm

QK)
@®

0.25 \
WPOA

spatial frequency [1/nm]

Fig. G.1. Validity of the PA and WPOA for hemoglobin interacting witl® &V electrons for various
slice thicknesses. The green and blue lines depict the laoyrgiven by the Fresnel numbér = 1
(compare Eq. (G.6)) for a potential map sampled at 1 A and 3sheetively as a function of slice
thickness. The shaded area around the lines denotes tladiomriue to possible slice orientations.
The WPOA is valid below the red ling;V, < 0.36, while the PA starts to hold for regions Jéklow

to the blue or green line depending on the sampling of the mEpe circles indicate the full map
of hemoglobin at the respective sampling in the quasi-kit@(QK) approach, whereas the triangles
show the kinematic approach (K).

the quasi-kinematic potential refers to the mean-sut#dapbtential relevant for the generated
phase contrast. Here we used the mda¥{) as condition for the ranges of application for the
different approximations, which gives a so-called worst-ceafeét) condition.

G.4.2 Exit waves of a tubulin tetramer

For a tubulin tetramer (TT) constructed from PDBid 1SAZ & 27 nm) we show in Fig. G.2A
the computed phase of the exit wave after interaction wittkk@@ electrons using the four
approximations discussed above, i.e. PA+POA, WPOA and TPG. The potential map
was sampled at 1 A. In order to better visualize tifeat of the approximations, we show in
Fig. G.2B the diferences of the four exit waves with a reference. This reteres computed
by a multislice (MS) approach inspired by [144]. Since we theeMS method here only for
computing the reference, the slice thickness is set equhkteesolution of the potential map.
In the diference images of Fig. G.2B we observe that the TPG is neaelytichl to the MS
reference, whereas the WPOA shows deviations mostly inttbeger phase parts. For the PA
we see deviations especially at the periphery of TT and, wfsm for the combined RPANVPOA
the deviations are the largest.
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Fig. G.2. A) Simulated phases of exit waves of a tubulin tetramer (HBOkV) using the PAvia
Eg. (G.5), WPOAvia Eq. (G.11), PAWPOAVvia Eq. (G.7) and TPGiia Eq. (G.12). B) Diterence
image of the exit waves in A) and the exit wave computed with@dpproach. The intensity scale bar
indicate the phase of the exit wave subtracted by the mean.

G.4.3 Synthetic amorphous test specimen

We simulate exit waves of a synthetic test specimen using(&g5), (G.11), (G.7) and (G.12)
to study the validity of the predicted limits for the casesd?® WPOA. For the cases PWPOA
and TPG we want to investigate where the limits of the validitthese combined approxima-
tions lie. Our derived conditions of Egs. (G.6) and (G.1®@ fanctions of the maximum spatial
frequency, thickness and strength of the interaction piatenTherefore, a synthetic test po-
tential must have these properties as well. The simplesinpiat that fulfills these criteria is a
low-pass filtered Gaussian white-noise specimen of a spddifickness. This synthetic speci-
men resembles an amorphous material such as a carbon film.

The criterion for the WPOA Eg. (G.10) depends on the streonftine interaction poten-
tial. But since we are only interested in the scattering gnatluces phase contrast, the mean
bulk potential can be ignored (quasi-kinematic). As a cquneacesV, is not well defined as
(V) = 0. An alternative is to consider max{’,) as we did in section G.4.1. This measure,
however, depends for the synthetic test specimen on it&aspatent in §, y). Therefore, we
will examine the standard deviation s#d{,) for our synthetic test specimens. For potential
maps of a macromolecule, the std{,) depends on the size of the (vacuum) bounding box, in
contrast to max¢V,|), which does not.

To test the applicability of the fferent approximations we again compare the four simu-
lated exit waves against the MS reference. To quantify ther@ince between two of exit waves
we use the normalized mean squared error (MSE), where thdasthdeviation of the refer-
ence exit wave is used for normalization. This normalizai®onecessary to ensure a proper
comparison of MSEs originating from exit waves with varystdV,). Fig. G.3A shows the
result of thresholding the MSE at 10%. We find a horizontalratany for the WPOA and a
vertical boundary for the PA, as expected from Eq. (G.6) aspd&.10). The combined models
have boundaries which asymptotically approach the indaidWPOA and PA) approxima-
tions. In Fig. G.3B a sketched version depicts the quaktatesults in terms of regions where
the different approximations hold.
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Fig. G.3. The applicability (at HT= 80kV) of the PA, WPOA, PAWPOA and TPG. A) Boundaries
for each approximation whereftérent lines representftirent specimen thickness. Lines indicate 10%
MSE error of the respective approximations with a MS refeeerieffbelow the boundary the approxi-
mation holds for a particular thickness. Three proteinolexes potentials map (ribosome, hemoglobin,
TT) sampled at 1 A and 3 A are included (see main text for dgtaB) A sketched diagram showing
the qualitative results of A). The various striped regioapidt region where each approximation holds.

In addition to the conditions that quantify the applicailfor our synthetic specimen
(Fig. G.3), we want to make a reproducible classificatiomefapproximations for actual three-
dimensional potential maps of macromolecules based ongbe&ntial properties. Therefore,
we need to estimate the potential properties such that aeynispecimen with that specifi-
cation behaves similar to the actual potential under tlfierdint approximations (i.e. results
expressed in similar MSEs against a MS reference). In FigAGe show the characteristics
of three macromolecules (ribosomal subunit froatoarcula marismortut PDBid 1FFK, earth
worm hemoglobin and TT) sampled at a 1 A and 3 A voxel size.

For the characteristic properties of each potential map wstmalculate i) the maximum
spatial frequency, ii) the thickness, and iii) the streraftthe interaction potential. These prop-
erties can be ambiguous for a macromolecular potentialgaghee size of the bounding box of
the complex influences std{’,). As a solution we propose i) to retrieve the maximum spatial
frequency by finding the 65percentile of the 2D power spectrumdf, ii) to obtain the thick-
ness by first computing std(p, 2)) as a function of, then finding the B and 975" percentile
(i.e. the top and bottom of the protein respectively), aidai estimate the strength of the IP
by masking any background from the map, then finding tH&@&rcentile of the histogram of
|V, — (V) |. The corresponding values for the three macromoleculedepieted in Fig. G.3A
(star, triangle and diamond). The specific values for eacbentile were chosen such that a
synthetic specimen with the estimated properties yieloslai MSEs as the actual potential.
The aim of the above procedure is to transfer the generalesinas from synthetic test spec-
imens to actual macromolecular potentials. This procedliogs other macromolecules to be
classified into regions based on the boundaries of appliteés depicted in Fig. G.3A.

Now we see in Fig. G.3 that the three proteins sampled at 3 iBfgdioth the PA and
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WPOA and are close to the RAVPOA boundary. When sampled at 1 A the PA is not satisfied
and only TT satisfies the WPOA. The hemoglobin results agtigethose shown in Fig. G.1.
Judging from Fig. G.2, which shows TT, we could conclude thatWPOA is violated for some
parts of the molecule. In Fig. G.3, however, we see that oregecT T satisfies the WPOA. This
apparent contradiction is due to the fact that Fig. G.3 ismated from the average measure
stdV,).

G.5 Discussion

In this article we proposed quantitative criteria for th@lagability of the PA {ia the Fresnel
number) and WPOAWJa the probability of multiple interactions) in phase contrag/o-EM.
Rough indications for validity of various forward approxtions in HREM were provided
in[224]. In addition to the MS approach, proposed criter@iwate the existence of four models
describing the electron wave propagation through the spati(WPOA, PA, PAWPOA and
TPG). The choice of the model depends on the strength, fregusntent and thickness of the
interaction potential map. Here, we introduced the TPGaypration, known in HREM [224],
to the cryo-EM field.

The MS method is the most accurate of the aforementionedadsthnd was utilized as a
reference. The reasons for the little usage of MS in cryo-BWY 142] can be related to the
lower resolution of the structures determined by cryo-ENY &0 a more complicated inverse
problem in 3D reconstruction. Potentiakitulties of the 3D reconstruction based on MS can
be partially avoided by using a directly invertible approsition (e.g. WPOA or WPOAPA)
in the first iteration of a typical tomographic scheme. Aswvghan Fig. G.2 the forward sim-
ulations indicate that the direct TPG approach gives nadémtical exit waves as a recursive
MS calculation. We expect, however, that TPG can be advantagfor 3D reconstructions due
to its invertibility and possibility to utilize non-unifon fast Fourier transform sampling of the
Ewald sphere [29, 30].

The presented simulations of an amorphous test specimea asra practical reference
to facilitate the model choice for electron wave propagatloough an actual macromolecule
such as hemoglobin, ribosome, or tubulin. The accuracy oh @pproximation depends on
the properties of the potential under investigation. Ineoreb describe the relevant potential
properties we introduced two measures: maX() and std¢V,). The former represents the
worst-case (safest) boundary and the latter an averagelaoufor which the approximations
hold.

We deliberately present all our results for H-T80kV because for higher HT (shorter wave-
length), the approximations given by Egs. (G.10) and (Gré)elaxed as « 1. The criteria
for WPOA and PA are also easier to satisfy for potential mddswer resolution (compare
Figs. G.1 and G.3). Note that we do not make claims about Swugon in the final recorded
images as it depends for a large part on the electron couwsrn)feduced movements, CTF and
camera characteristics.

Under typical circumstances inelastic scattering inflesnbe total contrast and we do not
record pure phase contrast. Nevertheless, the findingssiatticle are important since phase
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contrastis the primary contrast mechanism in cryo-EM [@urr analysis the mean value of the
IP was subtracted (quasi-kinematic approach) since it doesontribute to the phase contrast.
For inelastic scattering, modeled as the imaginary pati®f® [10], the mean potential cannot
be neglected since it damps the useful phase signal.

As practical conclusions we find that, when simulating insageresolutions o~ 5 A, the
applicability of the PA and WPOA need to be re-consideredetite TPG fers an excellent
solution, as an alternative to the multislice approach. teorograms with typical resolutions
> 30 A, the PA and WPOA are generally applicable. In singleipiaranalysis, structures can be
obtained up to 3 A resolution [227] at which the PA and WPOA may be violatedeteling on
the size of the macromolecule, while the TPG agdiars a solid solution. The implementation
of the exit wave simulations is freely available for non-coercial use upon request.
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Chapter 5

Radiation damage

Published ag50]: M. Karuppasamy, F. Karimi Nejadasl, M. Vulovic, A. Jokter, R. B. G.
Ravelli, “Radiation damage in single particle cryo-eleatimicroscopy: fects of dose and
dose rate”, Journal of Synchrotron Radiation 18 (3) (20BB-312.

Abstract

Radiation damage is an important resolution limiting fatkoth in macromolecular X-ray crys-
tallography and cryo-electron microscopy. Systematidistiin macromolecular X-ray crys-
tallography greatly benefited from the use of dose, expdeaseenergy deposited per mass
unit, which is derived from parameters such as incident fi@am energy, beam size, sample
composition and sample size. In here, the use of dose igsadinted for electron microscopy,
accounting for the electron energy, incident flux, and meakgample thickness and compo-
sition. Knowledge of the amount of energy deposited allowsdo compare doses with ex-
perimental limits in macromolecular X-ray crystallogrgpto get an upper estimate of radical
concentrations that are built up in the vitreous sample tatinslate heat-transfer simulations
done for macromolecular X-ray crystallography to cryocti@n microscopy. Stroboscopic ex-
posure series of 50-250 images were collected fidedint incident fluxes and integration times
from Lumbricus terrestriextracellular hemoglobin as a test sample. The imagesm&ach
series were computationally aligned and analyzed withlanty metrics such as Fourier ring
correlation, Fourier ring phase residual, and figure of md#frior to gas-bubble formation,
the images become linearly brighter with dose, at a rate pfagimately 01 % per 10 MGy.
The gradual decomposition of a vitrified hemoglobin samplél@ be visualized at a series of
doses up to 5500 MGy, by which dose the sample was sublim@®ahparison of equal-dose
series collected with elierent incident fluxes showed a dose-ratea favoring lower fluxes.
Heat simulations predict that sample heating will only bee@n issue for very large dose rates
(50 e A-2s71 or higher) combined with poor thermal contact between tigand cryo-holder.
Secondary radiolyticféects are likely to play a role in dose-rateets. Stroboscopic data col-
lection combined with an improved understanding of thieats of dose and dose-rate, will aid
the single-particle cryo-electron microscopists to habetier control of the outcome of their
experiments.

145
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5.1 Introduction

Single particle cryo-electron microscopy (SP cryo-EM) israque technique widely used to
elucidate the three-dimensional (3D) structures of maoteaules of molecular mass greater
than few hundred kDa [228-231]. It provides complementémyctural information as com-
pared to macromolecular X-ray crystallography (MX) andlaacmagnetic resonance (NMR)
techniques which require single crystals and labeled pr®t@spectively as a prerequisite to
be studied by such methods. In SP cryo-EM studies, numerojsction images are collected
from randomly (or sometimes preferentially) oriented noatolecules in a thin layer of vitre-
ous sample (vitreous being an amorphous state). By conigughtreconstruction methods, a
3D electron density map of molecules to a resolution of ab6uk (1 nm) can be obtained from
these projection images [229, 232]. Further, it is beconecmmmon to achieve pseudo-atomic
models of macromolecular complexes te®A resolution by fitting the atomic models of some
of the components coming from X-rayftiaction studies into the reconstructed EM map of the
entire complex (for example [233-237]). A full-atom modélkonon-enveloped aquareovirus
at 33 A was recently obtained by SP reconstruction in which sit@in densities for non-Gly
amino acids were clearly visible [227]. Technological imygEments in electron optics, sample
preparation, data collection and processing have enalése recent advances.

Radiation damage, unfortunately, will always limit the @sfable resolution in single par-
ticle cryo-EM [23, 24]. The damage results from the depositf energy into the macro-
molecules owing to the inelastic interactions between ¢inézing electron radiation and mat-
ter. Traditionally, radiation damage is treated as a bimaigance. The dose used to collect SP
cryo-EM data is a compromise between signal-to-noise eattbradiation damage. Very high-
quality images can be obtained, although, at the same tisasual to discard an unpredictable
amount of particles for reasons such as beam-induced mansifa3]. At the typical energies
used in transmission electron microscopy (TEM), 30800 keV, inelastic scattering is about
3 times more likely than elastic scattering [158, 238]. &s#ic scattering events include, in or-
der of importance, plasmon scattering, K- and L-shell iatian, Bremsstrahlung, fast and slow
secondary electron emission. The deposited energy itbhadastroys the biological specimen.
Studies that describe thesezts are as old as cryo-electron microscopy itself [16, 23].

Radiation damage studies done in cryo-EM received fulhéitte from macromolecular X-
ray crystallographers, in particular since radiation-dgembecame a daily nuisance on highly
intensive third generation (3G) wiggler and undulator biea@s (reviewed by [90, 239])Vice
versg systematic radiation damage studies in MX might be of egeto the SP cryo-EM com-
munity. Below, a concise background of these studies in Mgiven.

The X-ray beam will introduce structural changes in the deangpiring the experiment,
resulting in non-isomorphism, which is thought to be a maguse of unsuccessful multiple
anomalous dispersion structure determinations [240,.24ddwever, by collecting multiple
complete data sets within the usable lifetime of a crysthias been possible to study radiation
damage at an unprecedented detail. These studies have dreptemented by experimental
methods such as UVIS microscopy [242], fluorescence lifetime microscopy 3R4X-ray
spectroscopy [244], Raman spectroscopy [245,246], andS@Exnall Angle X-ray Scattering)
[247], as well as theoretical simulations [248-250].
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Radiation damage, in general, can be classified as primahserondary in nature. The
most dominant primary inelastic interaction between Xsrapd matter at the energies typi-
cally used in MX (8- 14 keV) is photoelectric absorption. The atom undergoingt@électric
absorption, typically in the order of 10 per unit cell per sgrotron data set, is a site of primary
damage. The energy of the ejected electron depends on thgyeasfethe incoming photon.
An emitted photoelectron with 12 keV for a 12 keV photon, will have a mean free path
length of a few micrometers [251] and will cause secondamatge due to the excitation and
formation of another 500 ionization events. The resulting electron-loss andteda-gain
centers might cause direct damage to the protein or indngdiffusion through the vitrified
cryo-buter. Diffusible radicals may or may not recombine and might be inpteckby radical
scavengers [251-254].

Early synchrotron studies of radiation damage in macrooudée crystals at cryogenic tem-
peratures showed that site-specific damage will occur in k dedined order. Disulphide
bonds are in particular susceptible, followed by decarkaiign of aspartate and glutamate
residues [255-257]. The fact that there is a large rangesoegitibility among dterent disul-
phide bonds and carboxyl groups illustrates the importafsecondary processes. The radical
species that are formed upon irradiation of water includédrdgen (H) and hydroxyl (OH)
radicals, electrons (¢ and hydrated electrons (& Protons are only known to become mobile
in amorphousice at 115 K. OH radicals become mobile above 130 K in crystalline ice [258].
Positive holes are rapidly trapped at 77 K (boiling poinuldnitrogen) forming amido radi-
cals on the protein backbone chain, whereas electrons Er¢ocatmove diciently at 77 K until
they encounter disulphide bonds where they are trapped 2884259]. The role of secondary
processes will be temperature dependent; all radicalgyaili mobility at higher temperatures
but not all radicals can be frozen out at 77 K. Hydrated etexstrwill still be mobile under
helium cooling. At room temperature and neutrbl the yields of hydrated electrons and hy-
droxyl radicals are approximately equal, while the yieldHoatoms is much smaller [260]. At
acidic H, hydrated electrons rapidly recombine with protons to ftwdrogen atoms. Both
reducing radicals, the hydrated electron and the H atonst regidly with oxygen, if present,
to yield oxygen-centered radicals that can attack compsradrthe protein. The oxidizing OH
radical is highly reactive and will abstract hydrogen atdrmsn C-H and N-H bonds to form
carbon- angbr nitrogen-centered radicals. At room temperature, widmyrradicals being mo-
bile, an inversed dose-rat@fect has been observed and attributed to the increased anpert
of radical recombination at higher dose rate [260]. It wasnsihthat OH radicals can be ef-
fectively scavenged in MX at room temperature [254]. Inigggtons into dose-rateffects in
MX at cryogenic temperatures has indicated that sutdcts are in general small for vitrified
samples [261-265].

The dose in graysrinl Gy = 1 J/kg) can be calculated with the aid of programs such as
RADDOSE [266—268] from the incident-beam parameters (XHa, photon energy and beam
shape) and the crystal size, together with the absorptidragtenuation caécients obtained
from the knowledge of the total number offfdirent atom types in the unit cell. The wide-
spread use of dose rather then incident flux and integratoest greatly facilitated objective
comparisons between experiments performed at a largayafiX-ray sources, ranging from
sealed tubes to microfocus synchrotron beamlines. Theatdkedose limit for a macromolecu-
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lar crystal before it loses half of itsfiiiaction intensityD,,, was predicted to be 20 MGy [269]
based on lifetime measurements on crystalline biologigaiges in the electron microscope.
Dose limit in MX was experimentally measuréd ,= 43 MGy [265] and a maximum dose of
30 MGy is recommended. Others [270-273] related the fadfrtheaverage intensity with
dose through a resolution-dependent formula

(1 = (Hnp exp[-In(2)D/(Hd)], (5.1)

whereD is the absorbed doséd,) is the average spot intensity after absorbing a dds@ )np
is the average spot intensity in the absence of radiatioradainin(2) is the natural log of two,
d is the resolution in A, an#f is a constant [271] of 10 MGyA.

Radical recombination has been postulated as a plausibse dar dose-ratefiects [260].
Excessive heating of the sample would also result in a daisedfect [262]. A thorough study
of the thermal interactions of a cryo-cooled biological pterexposed to a strong X-ray beam
based on classical heat-transfer theory is presented &}.[Zhe sample is internally heated as
the energy of the X-ray beam is absorbed and externally daaléds surface by convection to
a cold N, gas stream. Two theoretical models were presented, a patidorm heating of
a thin sample for the so-callddmped modelHere the temperature in the sample is a simple
function of time. For thicker samples the temperature vélbloth a function of time and space;
for this adistributed modelvas derived. They showed that heat transfer is limited byadke
of external convection; internal temperature gradientbiwithe crystal are small. Some of the
parameters used in the models described above are refined9hdnd it was concluded that
crystal heating by X-ray absorption on present high-fluxibéges should be smalk(20 K),
although there are new beamlines with fluxes larger tharethiesd in their calculations. Using
an IR camera, [274,275] gave an experimental verificatiaghetalculations of [249] and [248].
Glass bead samples were used as a surrogate for the bidlsginales, and the spatial and
temporal distribution of a cryo-cooled glass bead heated Bynaller X-ray beam could be
carefully measured and visualized. They confirmed that #egihg is not sfiicient to raise
the sample temperature to the amorphioystalline ice transition region of 130— 140 K
[276,277].

In this work studies on thefkects of dose and dose-rate for SP cryo-EM are presented and
related to systematic radiation damage studies in MX. Tpesited energy per mass unit (dose)
used in our SP cryo-EM experiments were estimated from patesisuch as flux, integration
time, beam size and energy, protein concentration, sarhjglerntess and the main contribution
to inelastic scattering, namely plasmon interaction. Tdrage thickness was measured using
electron tomography. Dose-ratffexts were investigated by collecting several series ofising
particle data with identical cumulative doses, but withiafale incident fluxes and integration
times. Analogous to MX, a figure-of-merit (FOM) term is defirte describe the average cosine
of phase-errors within an aligned image series. It is shdwahEOM can be used as a metric
for radiation-damage studies. Unlike MX, a clear dose-effiect could be observed, favoring
the use of lower dose-rates. Dose-rdte&s could originate, as mentioned above, from radical
recombination and (or) sample heating. The process of san@aiting by the electron beam was
studied by simulated systems based on classical heatdéransidels. The potential influence
of radical recombination was studied by altering the sahamstituents of the SP sample.
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High salt and glycerol concentrations, typically used g®grotectants in MX, are examined
at cryo-temperatures within the TEM to see if they alter #iation robustness of the sample.
Similar, a low concentration of fixative was used. Results@dscussed and compared with
recent findings in literature [23, 24, 278-281].

5.2 Methods

5.2.1 Experimental methods
Sample preparation

We used_umbricus terrestrigrythrocruorin (Hb) as a test sample. Thi6é 81Da extracellular
respiratory protein complex, termed either erythrocm®or hemoglobins [282, 283] consists
of 144 hemoglobin and 36 linker subunits. The hemoglobirusiib are organized into 12 do-
decamers, each of which binds to a heterotrimer of linketgimns. Each dodecamer is a trimer
of heterotetramers. The 12 dodecamers form a core compte&xDyisymmetry. The sample
was prepared using a protocol adapted from [170]. The heedesncentrated Hb solution was
stored at 277 K in 50 mM ammonium acetate (measuked{6.5) until use. Protein A (a bac-
terial surface protein commonly used because of its alidityind immunoglobins) conjugated
with 5 nm colloidal gold particles (CMC-UMC, Utrecht, The therlands) was added as fiducial
markers to the protein sample just before preparation oEMegrids. Aliquots of 3ul sample
at 05 — 1 mg/ml protein concentration were applied to 200 mesh glow disgéd C- flat™
(Protochips Inc., NC, USA) grids (2 um hole size) and blotted from both sides inside an FEI
Vitrobot using 3 s blotting time with 100 % relative humidit$ubsequently, the blotted grid
was rapidly plunged into liquid ethane for vitrification. &lgrid was stored in liquid nitrogen
pending examination in the electron microscope.

In addition to the low-salt control sample described abtivese more solvent constituents
were tested. The required amount of stock was dissolvedbto Dmg/ml final protein concen-
tration in i) 2 M ammonium acetate, ii) 50 %/ glycerol, and iii) 02 % (v/v) glutaraldehyde.
The sample prepared in 2 M NHc (as high salt) and 50 % () glycerol served as a model
system for cryo-protectants commonly used in MX. Glutaghigle was chosen as it has been
used as stabilizing organic molecule for protein complestadied in SP cryo-EM [284, 285].
For the glutaraldehyde sample, the protein was incubatadswiution containing .@ % (v/v)
glutaraldehyde in 50 mM ammonium acetate for about 10 mir poiuse. Grids were prepared
as above.

Image acquisitiorydata collection

Images were recorded on a 4k 4k Eagle on-axis CCD camera using a FEI (www.fei.com)
TECNAI Biotwin electron microscope with a LgBilament operating at 120 kV without using
an energy-filter. Other microscope settings used were: exts®t aperture number 3 (size of
100 um), objective aperture 3 (7@m), and spot size index 6. The grid was kept in a Gatan
626 (Gatan Inc., USA) cryo-holder at a temperature of 103smanitored by the temperature
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control unit. The magnification at the detector plane wa83000x, the requested underfocus
3 um and the exposure time 1 s. Images were hardware binned asdtof 2048x 2048
pixels. The field of view was.0 um x 0.9 um, the pixel size & A square. The incident flux
was derived from the detector analog-to-digital units (AE)Uy taking 1 s exposures without
sample and using conversion factors (in AleQ) as calibrated by [47] for these systems. Each
exposure series was collected from a previously unexposengble suspended across one of
the holes in the C-flat grid. A series of 50 successive images necorded with an incident
flux of 5 e A=2s! (medium flux), corresponding to an integrated flux for thelfinsages of
250e A-2. Similarly, a series of 50 images was acquired with an intidlex of 506" A-2s?
(high-flux) and another series of 250 images with an incidient of 1 e A-2s™* (low-flux).

In addition, 50 high-flux images (56" A-?s™1) were collected with an exposure time ol G
(high-flux short-exposure), resulting in an integrated flax the final images of 25@ A2
The pre-specimen shutter was used for all the experimehésspecimen was only exposed
during the data recording. The pre-specimen shutter regpohthe microscope was checked
by comparing the median intensity of the sum of ten imagel @axposure time of A s to the
median intensity of one image with 1 s exposure time. Tlieince was less thar0® %. All
images were collected as fast as possible after each otiseiting, on average, 13 images per
minute.

Sample thickness measurements

In order to calculate the approximate sample thicknessdries were acquired and thickness
was calculated from the reconstructed tomograms. Singtetidt series were recorded using
FEI Inspect3D software for tilt angles frorb2° to +52° in steps of 1 at a detector magni-
fication of ~ 68000x, and an incident flux of e A-2s1. The defocus was set to/m at

0° tilt angle. The IMOD software package [286] was used for gatecessing and 3D tomo-
graphic reconstruction. The approximate sample thickmess derived from the number of
sample-containing tomogram slices in the beam direction.

5.2.2 Computational methods
Image alignment

Where relevant, images were corrected for statisticai@st]47]. Account was taken of sample
drift by aligning the images to the first image of each serg@sgia normalized cross-correlation
function. The translation vectors were calculated with-piXel accuracy. The real-space im-
ages were translated by applying a corresponding phagerskiburier space.

Dose and heat calculations

The dose, in grays (Gy), was calculated based on the indidenexposure time, electron beam
size and energy, and the molecular weight and number of Hizles, in a manner similar to the
program RADDOSE [266—-268]. As the product of the dominaninfef inelastic scattering,
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only plasmons were taken into account, depositing on aee28gV per inelastic event into the
sample [158].

The temperature rise of the vitreous ice was estimated as&anped model calculations
[248]. The total deposited energy as determined by the dasalations (see Appendix H) was
assumed to contribute to heating of the sample. Iduhged systenthe internal temperature
spatial variations in the sample are neglected and the teyse changes only with time. The
energy balance is given by [248]

dT
PCpVa = Pyep— hA(T — To), (5.2)

wherep is the density of vitreous ice @3 g/cm?), V the volume of the illuminated sample,
Paep IS the deposited power (energy per time) to the specimeris the area through which
heat is conducted), is the initial temperature of the sample (103 K) dn@ the heat-transfer
codficient. The heat capacity of the samptg) (was taken to be 900 Jk§K ™ [249]. In a
lumped system with isolated walls (adiabatic model), thexlei predicts a rate of temperature
increase oPqep/ (0 V)~ 61121 Ks! (Fig. 5.6A). This is unrealistic and shows the importance
of incorporating the cooling from the ambient and grid irte imodel. The evolution of the
temperature could be written as [248]:

Pdep
T() = To+ parll - exp(-t/ts,]. (5.3)
where
tsys = pCpV/(hAs) (5.4)

is the system time constant which characterizes the codditeg For a short time after the onset
of the exposure, the system acts like an adiabatic systerthartdmperature increases linearly
with time [248]. After a time corresponding to three systémet constants (3,5, the sample
reaches 95 % of the final temperature. If the exposure isahtbran this, the final maximum
temperature will not be reached.

In the distributed systemmthe temperature is non-uniform both in time and positiohe T
spatial and temporal thermal behavior of the system waslatedias heat ¢lusion in one
dimension from the illuminated spot area to the cryo-coaledper grid. The temperature
distribution is derived from the ffusion equation,

IT(x.1) PT(x1)
CppT = PHs + k FI I (55)

wherek is the thermal conductivity of vitrified ice. For simplicjtlyis assumed to be constant.
The parametet = k/(c,p) is called the thermal dfusion codicient and determines the rate of
the difusion processoys is the power density of the heat source derived from Eq. (5.2)

I:)dep - hAs[T(X, t) - TO]
PHs = Y,

: (5.6)
[X<dp
In order to solve Eq. (5.6) numerically, time and space weserdtized. Potential stability
problems were overcome by using the Crank-Nicolson met@8d][ Since the thin cryo-
EM samples are relative transparent to the electron beaan diffusion in the direction of the
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beam (axial) can be considered instantaneous. As boundadjtons, it was assumed that the
supporting copper mesh was in perfect thermal contact WeHiguid nitrogen cooled sample
holder rod, and kept at a constant temperature of 103 K. Timaihated specimen argg < d,

(dy being beam diameter) was approximated as a lumped systemlgbions were performed
for vitreous ice of 5um diameter and.Q5 um thickness, a uniform beam (a top-hat function)
with a diameter of 1Qum, an incident flux of both & A-2s* and 50e"'A2s™* at 120 kV
accelerating voltage, and a heat transferficcientk = 1.1 WmK-1 [249]. Since the grid
mesh is larger than the electron beam diameter, heat itaes from the illuminated region
to the gridvia the sample. Energy loss into the vacuum through black badigtian has been
neglected. The temperatureffédrence between the grid and the edge of illuminated specimen
is given byAT = Pged/(KAs), wherel is the distance from illuminated area to the grid bars. If
this is compared with the stationary case of the lumped BYyAfE(t — o) = Pgep/(hAs), the
heat-transfer cdcienth can approximately be expressedkyy.

Mass loss

For each series, the common subarea was defined and its nieasitynwas calculated for each
image. The slope okl /Iy (Al = | — 1) versusdose was tabulated together with the intensity
of the first image of each series, the estimated sample theskrand the number of hemoglobin
molecules per unit area.

Beam-induced movement

Fiducial gold particles in the aligned images were usedacktbeam-induced movements that
might have occurred during data collection. Distance roasriwere calculated from the gold
marker positions for the first and the last image of each seriehe movement of the gold
particles was measured by a change in these distance rsatittén a series. The mean of the
distance dierences provides a metric for beam-induced movements.[280]

The gold marker detection was challenging because of daliffiaulties. The gold markers
are on average 5 nm in diameter, but can vary significantlgape and size. Theftierent series
showed diferences in signal-to-noise ratio. Inspired by [288] and®]2&e above problems
were overcome by using the Laplacian of Gaussian-filteredygs. The Gaussian filtering was
performed for a range of sigma values, varying around the gjak in pixels. The Laplacian of
each of these Gaussian filtered images were summed, whidiimed here as the sum of the
Laplacian of Gaussian functions (sLOG). Gold particlesersgtected as the brightest regions
in the sLOG images. The centers of the gold particle postiware found from the center of
mass of the brightest regions. For each gold particle ingfex@nce image, the vicinity area in
the aligned image was used to locate the corresponding golitle in that image.

Figure-of-merit as a measure of phase error

After alignment, a common subarea was defined for each expasuies. The Fourier trans-
forms (F[]) of these subimages were averaged to yield averaged esnspiucture factors. A
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figure-of-merit was defined as
FOM = (cos(g; — (¢))). (5.7)

wherey;j is the phase of thg of individual subimagg, (¢) is the phase of the averaged complex
structure factor described above, and the averaging igedasut for each pixel ovek number

of images within a seried\ varied between 10 and 250 in our calculations. The FOM cay var
between zero for random data and one for ideal noise-free dat

Defocus estimation

Periodogram-averaged power spectra were calculated estospreviously [96]. The power
spectra of the individual (medium- and low-dose) imagesveo noisy for defocus estimation
through contrast transfer function (CTF) fitting.

The defocus could be derived from the radial averaging ofntie@n cosine of the fier-
ence phase, FOM [131]. These FOMs were calculated aftdtisgleach data series into five
parts, with each part corresponding to an integrated flux0oflB0, 150, 200, and 259 A2
respectively.

Fourier ring correlation and Fourier ring phase residual

The radiation damage was scrutinized closely §edént similarity metrics. Two metrics were
computed, the Fourier ring correlation (FRC) and the Foung phase residual (FRPR) [130,
290]. They are obtained from

2 FiF;5
FRC= 58
S IF1R S [FaR)72° (5.8)
crpre ZIFilFale: - ¢ 59)

SIFdIFl

whereFj, |F;|, andy; are, respectively, the Fourier transform of tjth image forj = 1,2
and its magnitude and phase. The metrics were computed e for$t crossing of the CTF,
namely corresponding taSnm. Images were first aligned and then summed up to the smkcifi
integrated flux.

5.3 Results

5.3.1 Dose

Table 5.1 shows the relation between incident flux and dasalfthe data. The dose was calcu-
lated (see Appendix H) based on the following parameters.€léctron beam had a diameter of
10um as measured at lower magnification, using the same condam$ebjective lens settings
as for the experiments. Tomographic reconstructions @et@s 5.2.1) showed that the typical
vitreous sample layer thickness wasl50 nm. A volume of 1B fl was irradiated with, for
the medium-flux exposure seriese5A2s1 during 1 s per image. The counted number of Hb



154 Chapter 5. Radiation damage

E —o— Gridl MF
0.045 - —g— Gridl LF
—0— Grid2 MF
Grid2 LF
—A— Grid3 MF

1 —A— Grid3 LF
0.035 4 —v— Grid4 MF

1 —O— Grid4 HF 0.1s
0.030 —1— Grid5 HF 0.1s 0
2M amm. acer. MF r.r"ﬂﬁ.
0.2 % Glut. MF =
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molecules per unit area (for example 1000 molecules;imd) is given in Table 5.1. A density
for low density amorphous ice of@B g/cm?® [177] was used, resulting in a total of63x 10!
water molecules in the path of the beam. Based on all thesengters, an approximation for
the total atomic content of the irradiated volume could blewated. The total mass of the
irradiated volume, based on these atom counts, w&sdf) Using the atomic scattering factors
of [158] and an incoming beam energy of 120 kV, we calcula&¢ @ifraction of 48 % of the in-
coming electrons was scattered inelastically, each depg<0 eV, resulting in a total amount
of energy deposited of 6D nJ. The dose for each individual medium-flux image corredpo
to~ 5.5 MGy.

5.3.2 Averaged intensityversus dose

Table 5.1 gives the slopes of the normalized intensity ceamgl, versusdose for the common
subareas of each exposure series. THikemint incident fluxes and integration times can be
found in the same table, together with the dose (in graysgpposure. Theél /I, graphs are
shown in Fig. 5.1: the metric is highly linear with dose fdrtak low-, medium- and high-flux
short-exposure (@ s) series that were collected. However, the high-flux (1posure) series
had to be excluded due to non-uniform events such as gaseidvbiation, image blurring, or
crystalline ice formation. The images became approxinidt&b brighter per 100 MGy dose.

5.3.3 Radiation damage series of Hemoglobin followed up 6500 MGy

Movie S1 (see supplementary material in online version af@d 107S090904951100820X)
shows a high-flux series of 100 images. Each image was takén5@ie A-2s* and 1 s in-
tegration time, corresponding to a dose~-065 MGy per image. This series was taken at the
edge of a hole of a C-flat support film, showing the support filrthee right-hand side of the
image. Comparing the first with the second image in this sepee can already observe a
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Fig. 5.2. Plots of radial averaged cosine phase evassusresolution for dfferent dose rates. (A) Radial
averaged FOMs are given for a medium-flux series on Hb in aslalivsample for integrated fluxes of 50,
100, 150, 200, and 258’ A2, (A) Close-up of (B) showing the first and second zero cragsirthe CTF
for a defocus of 37 um. Radial averaged FOMs for the (C) low-flux and (D) high-flinog-exposure
series.

blurring of the particles. This loss of resolution proceedsnotonically throughout the first
10-20 images. Cryo-electron tomography regularly showgtiesence of loose ice particles on
top of the vitreous sample layer. In our movie, such ice plarttan be seen in the lower-left
part of the image. This ice crystal seems to dissolve intes#meple layer within the first seven
images. Starting from image number seven, macroscopiclésilaippear at the protein sites.
This is most obvious for the vitreous sample layer in the hGlee to four nanobubbles appear
per hemoglobin complex, and a maximum number of bubblesdas seound image number
14. Hereafter, bubbles fuse and, eventually, disappeast bldobles in the hole area have dis-
appeared at image number 40. The structure of the indivighadéin molecules disintegrates
together with the bubble formation. Atimage 10, a remnanhefixfold symmetry can still be
seen for some particles, whereas towards image 40, all ldaeoe with the original particles
is gone. Strikingly, the relative positions of the fiducialgimarkers do not seem to alter signif-
icantly. Later in the series, from frame 60 onwards, the iesagjart to show more detail. Sharp
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Fig. 5.3. Fourier ring phase residual (FRPR) and Fourier ring caiimmla FRC) as a function of dose.
Medium-flux data were combined in groups of three imagesiesponding to an integrated flux of
15e A2 per combined image. The first combined image was used asrameée

black worm-like features start to form, residuals of thetpimomolecules. The whole series had
to be corrected for a linear change in intensity, as the samvpk becoming more transparent
with dose (Fig. 5.1). After image number 97, a hole formednftbe top part of the image. In
total, an excessive dose of 5500 MGy was used for this sevieish was collected in a time
span of 7.5 minutes.

5.3.4 Defocus variation

Changes in image contrast and particle resolution coulakjintiple, be a consequence of a drift
of the defocus during the exposure series acquisition. Ememgl stability of the microscope,
therefore, was investigated by imaging a thin layer of carbioroom temperature 30 times. A
series of measurements at three consecutive levels ofutefeoas recorded: 1,25 and 15 um.
The standard deviation of the series was in the range of a éemeters [48].

Radial averaged FOM figures were calculated (see Eq. (5-19).5.2 shows these graphs
for five different successive cumulative doses for a medium-flux serigddoin a low-salt
sample. The first and second zero of the CTF would corresporg4é nm and 245 nm
respectively for an estimated defocus obBum (the requested defocus wasuf). Both
positions are found in these data and do not drift signiflgaag a function of cumulative dose.
Fig. 5.2 is representative in this respect for all of the expe series used in this study. It is
found that the defocus ranged between 2.83 abd am for the diferent medium-flux series.

5.3.5 Beam-induced movements of gold particles

The mean value (and its standard deviation) of change iartistbetween all possible pairs of
gold patrticles is shown in Table 5.1. The average valueslftove, medium, and high incident
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Fig. 5.4. Qualitative investigation of the dose-rat#eet. The aligned and summed images of (A) and (E)
low-flux, (B) and (F) medium-flux, (C) and (G) high-flux, and)@nd (H) high-flux short-exposure series
are shown at two dierent integrated fluxes of (A)-(D) ® A2 and (e)-(h) 25@&A~2, respectively. The
scale bar shown in (a) corresponds to 30 nm.

flux series data are found to be2 — 8 pixels regardless of the solvent constituent used except
for the glycerol sample. The value is about the same for tgb-flux short-exposure series. A
large distance of 54 pixels is seen between the first (intedréux 5e-A-2) and fifth image

(25 e A=?) from the 50 % glycerol medium-flux series. The value becoB®&pixels when

the first image is compared with the tenth image ¢58-2), indicating an excessive amount of
beam-induced movements within the glycerol sample.

5.3.6 Fourier ring correlation, Fourier ring phase residud and FOM plots

The aligned medium-flux images were grouped over a varialmeberN. Fig. 5.3 shows FRC
(see Eq. (5.8)) and FRPR (see Eq. (5.9)) for combined imdggscontain the sum of three
original images. Each combined image corresponds to agratesd flux of 15" A2, The first
summed image was taken as a reference and compared withdtessive summed images
within a series. The metrics were calculated fdfatient resolution ranges: Fig. 5.3 shows only
the low-resolution data. The FRC decreases as a functiommofiative dose whereas the phase
residual FRPR increases. Similarly, the FOM values deergamresponding to an increase in
phase errors) as a function of accumulated dose for all thwse-rate series, low, medium and
high flux (Figs. 5.2A, 5.2C-5.2D).
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Fig. 5.5.Beam-induced ice crystallization at high-flux rate &@&2s1). Images (A-D) are shown after
a dose of 57, 565, 1695, and 2825 MGy, respectively. The badated movements calculated for the
fiducial gold markers in these images is surprisingly smsak(Table 5.1, grid 1, high-flux series). The
scale bar shown in (A) corresponds to 60 nm.

5.3.7 Dose-rate ffects

Fig. 5.4 shows the summed image of an aligned low-flux (FigAR.medium-flux (Fig. 5.4B),
and high-flux short-exposure (Fig. 5.4D) series of a corsgeobf Hb for an equal integrated flux
of 50e"A-2. As a comparison, the first image of a high-flux seriesés®-2s1, 1 s exposure)
collected from the same grid is also shown (Fig. 5.4C). F§§E-H show respective images
for an integrated flux of 256"A~2. It can be seen that for an equal accumulated incident flux,
the images of high-flux series are invariably blurred. Femtiore, for an equal integrated flux,
the appearance of gas bubbles (data not shown) occurréer @athe high-flux short-exposure
series compared with the medium- and low-flux series.

Figs. 5.2C and 5.2C show FOM plots for the low-flux and higix-Bhort-exposure series,
respectively. The identical dose was fractionated oves#me number of images as plotted in
Figs. 5.2A and 5.2B. Both graphs start with comparable FON&saresolution, but fewer high-
resolution details can be seen for the high-flux short-exposeries. The low-flux series (5.2C)
shows high resolution details, although in absolute teath§;0Ms are smaller compared with
the medium-flux series, probably due to an accumulationighaient errors for the fivefold
larger number of images. We measured camera statisticasueladout noise and dark current
[47] and note that these sources of error are relativelylsaah for the low-flux series.
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5.3.8 Heating #fects

Electron irradiation could induce crystallization in thengple, as observed for the high-flux
exposure series on the 50 mM hkt sample (see Fig. 5.5). In another high-flux series during
which 100 images were collected, ice crystallization wasotserved: instead, dark flake-like
particles appeared prior to a complete sublimation of theninated area at a cumulative dose
of 5500 MGy (Movie S1). Could this crystallization be due gmple heating?

The calculated dose for the parameters given in sectioth %5 MGy. Heating simula-
tions for a sample treated as a lumped system are shown b Biy.for different values oh
and compared with those for an adiabatic process. Figs. &®6BE5.6C show the temperature
distribution calculated from the distributed model (Eq6{%for the medium (% MGys?!) and
high-flux series (55 MGys). The simulated temperature rise is strongly dependerti®mti-
dent flux and on the cooling rate given by the heat transfefficaenth. Forh = 800 WnT2K 1,
the temperature is predicted to rise within milliseconasrl03 to 140 K when using the
high-flux of 50e”A-2sL.
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Fig. 5.7. Low magnification image of Hb sample in 50 %\{y glycerol before and after the collection
of a medium-flux series data collection. The hole (siz&tuln) in the carbon support film contains a
thin layer of vitreous sample in the before image, which imptetely destroyed after the collection of
50 images, corresponding to a dose of 270 MGy.

5.3.9 The role of solvent constituents

Four diferent solvent constituents were used: 50 mMsNE]l 2 M NH4AC, 50 % (vv) glyc-
erol, and @ % (vVv) glutaraldehyde. Among these, the images of the highesiteglycerol
sample (Fig. 5.7) showed less contrast as compared with séneples, although the specified
defocus was the same for all the exposure series collectelb&am-induced movements were
excessive for the medium-flux series of the glycerol santplese movements occurred concur-
rently with the formation of gas bubbles. At high-flux, gadbles formed on all the samples.
Among the solvents studied, gas bubble formation withinhigd-flux series was most clearly
localized at the protein sites for the20% glutaraldehyde sample (Fig. 5.8).

5.4 Discussion

541 Dose

The incident flux is a poor metric to use for radiation damatgeliss, as the probability of
sample-electron interaction does, apart from the inciflart depend on the integration time,
the sample, and the electron energy. Whereas an older papgecimen damage [291] cal-
culates the absorbed dose in energy per mass unjg(ergrg = 10" J), most recent electron
microscopy papers useA-? as the unit for dose. Analogous to dose calculations done for
MX [266], we estimated the absorbed dose in grays based oal¢icron beam energy and
size, the protein concentration, sample thickness, imtilex, exposure time, and tabulated
inelastic scattering cdéicients.

The typical integrated fluxes used in single particle cryd+Enge between 15 and 25A 2
[229]. For example, [227] recorded micrographs at appraxaty 25 A2 for the 33 A recon-
struction of a primed aquareovirus. In [292] single framagy@s were taken at E5A -2 for the
study of kinesin-microtubule complexes, whereas [280§&&36e- A2 for bacteriorhodopsin
ande 15 bacteriophage. The typical integration time is 1 s, aigothe latter authors used 1.4
and 2 s. For helical reconstruction or cryo-electron torapgy studies, a larger integrated flux
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Fig. 5.8. Representative high-flux images from (A) th&, Jand (B) the 19 exposure from a.@ %
glutaraldehyde sample. Clear bubbling can be observed eny gvotein particle. The scale bar shown
in (A) corresponds to 30 nm.

is used, corresponding to 40-1808-2[292,293] or even 24-156 A-2[294]. In tomography,
the dose is divided over a large number of images [295].

Table 5.1 shows the relation between incident flux, intégmaime, and dose, for the data
presented here. The dose used to record the individual maglee medium-flux series with an
incident flux of 5e"A-2s* varies between 5 and 6 MGy. For our sample and the electrogyene
used, theHendersordose limit (20 MGy: [269]) and th&armandose limit (30 MGy: [265])
would correspond to an integrated flux-oR0 and~ 30 e A2 respectively. Unlike MX, cryo-
EM offers a unique way to study the decay of macromolecules at tlosesxceed these limits
by at least one order of magnitude (Movie S1).

Fig. 5.3 illustrates the gradual alteration of the low-tason information in our data. In
here, the medium-flux data are combined in groups of thregéseacorresponding to an inte-
grated flux of 15" A2 per combined image. According to the criteria of the FRPR:fiom
being less than 45and the FRC value being larger than 0.5 [130, 290], one coodbine
these low-resolution data up to 125 MGy. However, theseraitvould indicate that one could
also combine data from e.g. 50-150 MGy yielding good stiatisin radiation-damage compro-
mised particles. The main cause of loss of correlation ispinead in radiation-damage-induced
particle conformations.

Eq. (5.1) gives an empirical relation between radiation aige) dose and resolution for MX
studies. According to this formula, the same fractionas lokdiffracted intensities is obtained
for constant ratios of dose over resolution length. Thugtamh damage observations obtained
with high dose at low resolution would also be of relevanaddaver dose at high resolution.
Cryo-electron tomography is, compared with SP cryo-EM veeleresolution technique that is
performed with a higher dose. We hypothesize that a relaiimilar to Eq. (5.1) exists for SP
cryo-EM: the rate of loss of signal at high dose at low resotuts likely to be related to the
rate of loss of signal with low dose at high resolution.

We would advocate the collection of data serg&soboscopic data collectigf296]) rather
than individual images, with a dose ranging from e.g. 5 to MIBy. For particle picking,
radiation damage is less of a problem. In fact, the gas bubbheation observed at a higher
dose could even be helpful in locating the particles (Fi§).5Radiation-damage compromised
images might still be useful for alignment, as a minimum digseequired to align particles
of a certain size to a certain resolution [229, 297]. Cortstlmse interpolation schemes could
be explored for stroboscopic data, similar to that which I@sn implemented in MX [298].
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Alternatively, only the very first few images from each dosées could be used in the final
reconstruction steps, providing a minimal and controlleshant of damage.

Radiation damage should not be treated as a binary nuisaetbger in MX nor in SP
cryo-EM. Right from the first exposure of the sample to iamjgzradiation, structural changes
will occur [255-257]. The amount of dose is the main deteantrof the amount of radiation
damage.

5.4.2 Dose-rate ffect

We observed a dose-ratext, in accordance with [280] who introduced a LINDA imagprg-
tocol: Low Intensity aNd low Dose Acquisition. For the sam&egrated flux of 18 A2, [280]
compared data that were collected with an incident flux o&1%-2s™* for 1 s (HiFlux) with
data collected at.5 e A-2s7! for 10 s (LINDA). Reconstructed models from successive data
sets showed fewer signs of radiation damage for the datavirat collected with the LINDA
protocol compared with the HiFlux data. The 10 s data cablecposes strict requirements
on the cryo-stage of the electron microscope, as the sarhplddmove less then a fraction
of a pixel (e.g.< 1 A) within that time. In [280] FEI Polara microscope was usetiereas
our analyzes were based on data that were collected with @ coonmon electron microscope,
a FEI Tecnai T12. The mechanical drifting of the stage wasamrae by dose-fractionation.
Fig. 5.4B shows a summed image for the medium-flux data, wh@renages of 5 A-2s
with 1 s integration time were aligned and added. The low fenes (Fig. 5.4A) where 50 im-
ages of 1le"A-2s1 with 1 s integration time were added, showed less detaikiplysbecause
of the accumulation of alignment errors due to the low sigoatoise ratios in the individual
images. Fig. 5.4C comes from a single image, taken @& B802s! with a 1 s integration time.
This figure is representative of all high-flux series whiclereshowed great detail. Adding
ten aligned high flux images (5 A-2s1) recorded with short exposure times1(®) did not
show clear improvements. Figs. 5.4E-H show correspondirages for an integrated flux of
250e A2,

A more quantitative analysis of these images is shown in 5. We introduced a new
metric, analogous to MX, for ascertaining phase qualit@snely the average cosine of phase
errors (FOM). The FOM plots enabled us to estimate the dsfgalues from the images taken
from the vitreous sample area that excludes any carbon su(jpg. 5.2B).

The medium-flux series (Fig. 5.2A) shows the most detail gh&i resolution compared
with the high-flux (Fig. 5.2D) and low-flux (Fig. 5.2C) seriddnlike the high-flux series, there
is still signal between the first and second zero of the CTH.(%i2B) in the low-flux series
(Fig. 5.2C). We believe that this signal has been dampenedodan accumulation of alignment
errors for the larger number of images used in the low-fluxesera problem that would be
overcome by the LINDA protocol. Alternatively, use of lardelucial markers combined with
more sophisticated alignment schemes could help when ttzeada fractioned over a larger
number of images.

Fig. 5.2A shows the medium-flux series, grouped in subsetd ainages corresponding to
an integrated flux of 5@ A-2. The peaks observed in this graph relate to the radial agdrag
Fourier transform of the hemoglobin particles. They aretrposnounced for the medium-flux
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series (Fig. 5.2A), demonstrating that this series not pndywides higher resolution data, but
also better signal at lower resolution. The peaks quickiiioe in height as a function of dose:
at higher resolution the loss of signal is faster than at fawsolution.

Larger beam-induced movements of the fiducial markers #®mhigh flux series were ob-
served in [280]. Thisfgect is not obvious from our data Table 5.1 as the beam-indomaa-
ments, measured between the first and last image of eack aedegiven in pixels, are scat-
tered. Atypical values is five pixels, although the rangestsueen one and nine pixels. In [280]
10 nm gold particles were used and frames recorded wittA5?, whereas we used 5 nm gold
particles and frames recorded with 1, 5, orés@ 2. The uncertainty in fiducial marker local-
ization is larger for most of our data. The fiducial marketahses between successive images
varied between two pixels for the low-dose series and onel pax the high-flux series. For
some of the data series, part of the beam-induced movemeuli$ lbe modeled with global
parameters such as scaling or rotation. It is remarkablelittbsvthe fiducial markers move in
the extreme case of ice crystallization (Fig. 5.5), challeg the credence of usingfterences
in gold positions distances as a metric for beam-inducedemewnts.

Analogous to MX studies [260, 262], we discuss two possibleses for the observed dose-
rate dfect: excessive heating and radical recombination.

Sample heating

Sample heating could cause dose-rdfeats, since the balance between heating by the electron
beam and cooling by conduction will depend on the rate theggrie deposited in the sample.
Analogous to [248] and [249], we simulated the heating ofvitrified sample using a lumped
and a distributed model for fierent values of the heat transfer ffa@enth. In the adiabatic
case, a thermally isolated sample of the same size as theweald melt quickly (Fig. 5.6).
Both the lumped and the distributed models indicate thatdhmperature will rise most rapidly
within the first milliseconds after exposure of the sampléhi electron beam. Compared to
MX, the system time constant (Eq. (5.4)) is much smaller incB®-EM due to the lower
volume-surface ratio and the larger heat transfeffuoent. Figs 5.4D and 5.4H seem to indi-
cate that fast (sub-100 ms) processes are indeed respofwiltihe observed dose-ratfexts.
The images from the series of Fig. 5.4B and Fig. 5.4D wererdsmbwith the same integrated
flux per image, namely 8 A~2, however, the images from Fig. 5.4B were integrated overtl s a
5 e"A-2 whereas the images from Fig. 5.4D were integrated oves @t 50e"A-2. The latter
images are clearly worse, indicating that the additionaialge induced by the high flux occurs
in less then 100 ms.

Only for very high dose rates and low valueshpfrepresenting e.g. poor thermal contact
between the grid and the cryoholder, is sample heating gtextito become an issue for SP
cryo-EM, as the temperature of the sample is calculatedsw (ffig. 5.6C) above the glass
transition [277,299], triggering an exothermic ice cryls&tation process. In fact, for one high-
flux series, radiation-induced ice crystallization wasested (Fig. 5.5). However, this result
was exceptional, suggesting poor thermal contact for thdtqular grid.

The heat model presented here complements existing spebma¢ing models used in TEM
(see e.g. [111]) and could form the basis for an elaborateenefent that studies the influence
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of supporting mesh size, size and spacing of holes withistipgort film, distance of the beam
with respect to the grid bars, etc. Some experimental vatifin of h for different combina-
tions of grids and holders would be required [111]. Suchistdre beyond the scope of this
manuscript; however, we can postulate that thieat of beam heating is felt within millisec-
onds after exposure, and beam heating is not expected to tbkem for cryo-EM samples
with good thermal contact at medium- or low-fluxes.

Radical recombination

In MX, itis believed that the photo-electric absorption of 42 keV X-ray photon will produce
~ 500 radicals, assuming 25 eV per ionization event [251]. dtormedium-flux data series
taken at 5e"A~2, we estimated .® x 10 inelastic scattering events per frame within a volume
of 11.8 fl. If each inelastic event acts on dfdrent target and produces one radical and ignoring
radical recombination processes, then the radical coratet at the end of the first exposure
would be 26 M. We extrapolate that for typical SP cryo-EM data collecs, the biological
molecules would be exposed to molar concentrations of aglicSome of these radicals, in
particular electrons, must be mobile [256] as the damagasée accumulate at the interface
of protein sites (Movie S1; Fig. 5.8; [138, 236]).

Ignoring radiation recombination processes, one wouldutale 52 M as the radical con-
centration for the high-flux series after 2 s of exposurecis comparable to the concentration
of water within the sample. Such radical concentrationsiatikely to be present, thus radical
recombination must play a role for our data.

Dose-rate ffects could be caused by concentration-dependent radiealistry and diu-
sion of gas molecules within the sample. Supplementary BI&ii illustrates the formation,
diffusion, fusion, and rupture of these bubbles. For high-sitgitbeams, the pressure can be-
come so high that it generates mechanical fractures witt@rspecimen [280], and since this
would negatively &ect the conductive cooling of the sample, it might lead t@ldeam heat-
ing. The absolute temperature of the sample could play afooldose and dose-ratéfects:
recently, a temperature of 50 K instead of 100 K was showndaae specific damage in MX
by a factor three to four [247], whereas for cryo-EMfdiction studies, 100 K was found to
be the optimal temperature [281]. Higher dose-rates colslol l2aad to an inverse dose-rate
effect, as radical recombination could become more imporitapgarticular at elevated temper-
atures [260]. The dose-rates used in this SP cryo-EM studgd/detween 1 and 56 MG,
which is very high compared with the dose-rate studies @drout in MX (e.g., in [260],6-
10 MGy/s was used; in [264].2 MGy/s was used). The data recorded with 56 M&were
inferior to the lower dose-rate series. This raises thetguress to whether the typical dose-
rates used in SP cryo-EM-(25 MGyy/s), is optimal. It would be worth investigating whether
further improvements could be obtained by lowering the dase in SP cryo-EM studies by
another order of magnitude. Simulations suggest that mlshioe possible to align extremely
low-dose images for essentially noise- and point-spreadtion-free detectors [296]. Actual
developments in detector technology yield promise for osetioning in SP cryo-EM.

The high dose rates used in SP cryo-EM make it likely thatataeh chemistry will play
an even larger role compared to MX. There are indicationsgbavengers could prolong the
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lifetime of cryo-cooled crystals in the X-ray beam [252, 3801] by neutralizing immobile

ionized groups or quenching radical species. Unfortupatet addition of a high concentration
of scavengers can be harmful for fragile protein crystalsis ifficulty does not exist in SP
cryo-EM, although other problems, such as reduced sampleast, might arise.

Hydrogen trapping was proposed [247] to be the cause ofaaflitrolume expansion ob-
served in MX [262]. In SP cryo-EM, the sample shrinks with eloas radiolytic products, in
particular hydrogen gas, filise out of the sample into the high-vacuum column of the ielact
microscope, resulting in mass loss. This process is lingardose and seems to be highly re-
producible among dlierent samples tested (Fig. 5.1). The observed linearoakttip between
the relative intensity change and the dose could be a usedtricnfor studying the fects of
scavengers.

Other metrics presented in this manuscript include FOM.(&i8), Fourier ring correlation
and Fourier ring phase residual (Fig. 5.3), and beam-irdimcevements (Table 5.1). Here,
radioprotectants were not tested, but rather one fixatideh@n cryoprotectants, among which
was glycerol, the most widely used cryoprotectant in MX. B0 glycerol sample showed
very little contrast between the protein and the solventsglénsity (1181 gcm® at 72 K,
[177]) is comparable with the average density of proteinenoles (135 g/cm®). Bubbling
was observed throughout the glycerol sample, not only aptbtein sites, consistent with the
discussion by [247] that hydrogen gas [28] is formed uponotgsis of organic molecules.
Within 50 medium-flux images, the vitrified layer of the sampldithin the hole was completely
sublimated (Fig. 5.7), unlike the other samples at mediux-fFigs. 5.4E-5.4H). The gold
fiducial markers showed large beam-induced movementsd ). The observed increased
sensitivity to radiation damage upon addition of glycemllfor further studies, in particular
for MX.

The 2 M NH,Ac sample did not show clearftierences in radiation damage susceptibility:
the relative intensity change (Fig. 5.1) and beam-inducestaments (Table 5.1) were com-
parable to the low-salt samples. The distribution of the ldkiples within the sample was
slightly different, as some Hb particles packed regularly. Similar tthallother samples, the
2 M NH4Ac sample was vitrified in liquid ethane. High concentrasiaf salt are routinely
used as cryoprotectants in MX: we could have vitrified thisigiz with liquid nitrogen thus
overcoming some of the disadvantages of using liquid ethane

The localized appearance of gas bubbles was most obvioubdd@2 % glutaraldehyde
sample (Fig. 5.8). The research in [284] advocated the u€e2d¥ glutaraldehyde for im-
proving the sample quality for structure determination Byc8yo-EM. The described benefits
of using a chemical fixation reagent in stabilizing indivédltmacromolecules during sample
preparation might also help in keeping the macromoleculgsther upon radiolysis.

5.5 Conclusions

Radiation damage should not be treated as a binary nuisérgradually changes the quality
of SP cryo-EM data: the amount of alteration that is accdptdbpends on what one aims for,
for example, for particle picking or defocus estimationaayer dose could be used compared
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to the calculation of a 3D reconstruction. We advocate tleafistroboscopic data collection,
with which variable amounts of dose can be used for tftewdint steps of SP reconstruction.

Throughout this paper, the gray is used as the unit of dosee#itimated from the incident
flux, beam size, sample composition and thickness, and beangye The use of this unit
provides direct access to the power deposited in the sawpieh has been used for beam
heating simulations. Furthermore, it allowed us to makealicomparisons with systematic
radiation damage studies in MX, yielding, among other patans, an upper estimate of the
radical concentrations formed during cryo-EM experiments

The usual dose applied in SP cryo-EM to collect single imagssnilar to the experimental
dose limit for MX (30 MGy [265]) that is typically used to celtt an entire data set of hundreds
of diffraction images. These high doses in SP cryo-EM are necessanunteract the low
signal-to-noise ratios, but will inevitably cause radiatidamage issues. The use of dose (in
grays) is expected to be of help in characterizing the exdethéof these issues now that higher
resolution SP cryo-EM studies are more frequently beinfppered. Unlike MX, SP cryo-EM
could dfer a unique insight into the later stages of radiation dan@ggacromolecules, as one
could continue to record SP cryo-EM data at doses that eX3@&tiGy by at least one order of
magnitude.

A clear dose-ratefiect could be observed, favoring lower flux-rates. Data thexewcol-
lected with an incident flux of 58" A-2s~ were inferior to those that were collected @& % 2s .
Beam heating simulations indicate that:

¢ the dfect of beam heating is felt within milliseconds after expesand

e beam heating is not expected to be a problem for cryo-EM sesnpith good thermal
contact at medium- or low-fluxes.

The electron beam deposits enough energy to form molar otrat®ns of radicals and radical
recombination is likely to play a role in the observed daste-rdfects. This gives hope for
future scavenger studies. A number of metrics have beermiesd such as relative intensity
changeversusdose, FOM, FRC, FRPR, and beam-induced movements, whidt aa@lsuch
studies.
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Table 5.1. Mass loss upon electron-beam irradiation.

Solvent, estimated number | Incident flux g A=2s1), Al /lg versus Beam-induced
of Hb molecules (Hijum?), integration time (s), dose movements
sample thickness (nm) dose per exposure (MGy) lo (ADU) | (10719 Gy %) [pixel (std)}:
50 mM NH4Ac,500,140 515.7 1420 0.915 4.2 (3.0)
1457 0.937 2.1(1.6)
1240 0.921 4.9 (3.7)
11,11 306 1.02 3.6 (2.7)
307 0.949 2.8(2.1)
298 1.03 5.3(4.4)
50,1,56.5 18543 0.9 (0.8)
50 mM NHsAc,520,160 5154 1056 0.515 2.3(1.8)
1028 0.479 5.5(3.0)
1027 0.453 5.2(3.5)
998 0.456 5.5(3.3)
11,11 281 0.968 2.8(2.0)
289 0.966 3.1(3.2)
281 0.969 2.6 (1.9)
50 mM NH4Ac,700,200 5,1,5.0 1234 0.719 2.8(2.1)
1134 0.735 2.9(2.1)
1184 0.700 5.0(3.4)
1,1,1.0 406 1.97 8.8 (5.4)
429 1.65 8.8(5.4)
428 1.63 7.3(4.4)
50 mM NH4Ac,570,150 51,55 2083 0.898 2.0(1.8)
2025 0.887 2.9(2.1)
2075 1.07 3.7 (2.8)
2132 0.953 2.4 (2.0)
2115 0.978 2.7 (1.8)
50,0.1,5.5 1996 0.862 6.9 (4.9)
2009 0.707 5.6 (4.5)
1886 0.905 2.5(2.2)
1910 0.860 3.4 (2.3)
1987 0.878 2.7 (2.0
50,1,55.4 19359 0.9 (0.7)
50 mM NH4Ac,691,200 50,0.1,5.0 1422 0.956 3.3(2.7)
1403 0.874 3.0(3.0)
1369 1.11 1.9 (1.6)
1304 1.10 3.1(1.4)
1396 1.07 4.2 (4.0)
2 M NH4Ac,1120,240 51,47 1494 1.03 5.0 (4.0)
1517 0.973
1452 0.928
1469 0.976
1458 0.942
0.2 % glutaraldehyde, 120,15 51,55 1547 0.217 8.2(6.1)
1417 0.384
1593 0.291
50 % glycerol§,280,150 5154 1566 53.9 (89.5)

TThe correlation ca@icients for all linear fits are around 0.98First and last images within each series were compafEae glycerol sample showed large movements of the fiducidl markers.

|The two values correspond to the first to the fifth, and thetfirtihe tenth image of the series, respectively.
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Appendix H

Calculation of dose

Dose is expressed as energy deposited per unit mass
_ ANin’eAE

Mot
whereANi, ¢ is the number of inelastically scattered electrons eaclosigpg on averag&E
energy into the specimen with masg,;. As the dominant form of inelastic scattering, only
plasmons are considered (assumiify= 20 eV [158]).

If the incident electron beam is described by diameltgelectron fluxd, (e"A-2s1) and
exposure timeey,,, then the number of incident electrons equals

D (H.1)

2
Analogously to Beer-Lambert law, the number of inelastiatszing events from a layer with
thicknesd can be expressed as

d 2
Neo = cpotexpn( b) . (H.2)

I
Ain
whereA, is the total inelastic mean free path defined as
1 1
—_— == Nzoin(Z H.4
Ay = v 2 Neon@, (H.4)

with Nz corresponding to the total number of atoms of typéatomic number) andr,(2)
representing inelastic scattering cross section of tioa &gpe.V is the volume of the specimen
irradiated by the electron beam which can be calculated as

V=% 2 (H.5)
=lm|l— . .
2
The volume occupied by molecules is
M
Vinol = NimolVimol = Nmolw, (H-6)
A
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Table H.1. Number of H, C, O and N atoms in a hemoglobin protein (Hb). Timaler of residues in
one Hb is 31824. The contribution of other atoms such as S art¥e been ignored.

Z atom | average # of Z atoms in one residuéotal # of Z atoms in a Hb
H 8 254592
C 4.869 154951
@) 1.492 47481
N 1.351 42994

where Ny, is the total number of protein particles (e.g. 1000 inrh? area, Table 5.1),
Vimol iS the volume of one protein molecul®),, is molecular mass of one molecule (e.g
for hemoglobin (Hb) & - 1P Daltons),Na Avogadro’s number, angd,, average density of a
protein molecule (B5 g/cnt [159]).

From Nn, One can estimate the total number of hydrogen, carbon, oxyg&ogen and
other atoms, by multiplying the total number of amino acrdsne protein with average number
of corresponding atoms (see Table H.1). If macromolecut®igpost-translationally modified
and its primary sequences are known, one can calculatd éatalenumber of each atom type.

The solvent is considered to be vitreous ice with densitysgf= 0.93 g/cm®. The volume
occupied by solvent i¥s, = V — Viho and the total number of solvent molecules is

V, N
Neo = —S =2, (H.7)
H>0
The solvent atomic contents are therefdig; y = 2 X Nu,0 andNseio = 1 X Np,o0.
Total number of atoms of typ#& in the specimen is then
N + N Ze{HO
NZ — mol,Z sol,Z € { ’. }’ (H8)
Nrmol.z otherwise.
Total mass of the specimen being irradiated can be expressed
Nz M
ot = $, (H.9)
A

whereMy is the molar mass of the atom with atomic numBer
As described in [158] and [163] inelastic scattering crasgiens can be calculated as

1.5-107°8Z2 n 262(Ug + M)
32 AE

whereg the ratio between the velocity of the electron and lighit£€ 1 — [m&/(Ug + mc)]?),
Uy the incident electron energy) the rest energy of electron.

For each atom type, the individual inelastic cross-secocalculated from Eq. (H.10).
Combining Egs. (H.5), (H.8) and (H.10) into Eq. (H.4) resutt the total mean free inelastic
path. Eg. (H.3) provides the total number of inelastic sratt electrons after which the dose is
calculatedvia Eq. (H.1).

Tin(Z) =

[nm?], (H.10)



Chapter 6

Conclusions and perspectives

Quantitative forward modeling of image formation in transsion electron microscopy (TEM)
of frozen-hydrated biological specimens is becoming iasiegly important in order to op-
timize the data acquisition strategy, facilitate 3D rednrtion schemes, provide insight into
ways to ameliorate instrumentation, improve image intgiron and ultimately, provide higher
resolution structures. In order to create such a forwardetaxd furthermore assist the contrast
transfer function (CTF) correction afuat regularization of the 3D reconstructions it is necessary
to: i) construct the electron-specimen interaction poatibased on elastic and inelastic elec-
tron scattering properties and adequately describe eleptiopagation through the specimen;
i) characterize TEM detectors including all relevant istts; iii) accurately estimate the CTF
parameters, in particular defocus and astigmatism anduheertainties. Since radiation dam-
age limits the allowable electron flux used for imaging, éetinderstanding of certain aspects
of radiation damage such as specimen heating, doseffattse and beam-induced movements
is needed.

The research described in this thesis addresses the afaienes points and includes: i)
forward modeling of image formation in cryo-electron miscopy (cryo-EM); ii) methods for
characterization of TEM detectors; iii) methods to acalsaestimate defocus and astigmatism,
and iv) an investigation of dose and dose-rdteats. The investigated methods and developed
tools form a part of a larger project that aims to improve thsofution at which biological
structures can be studied with cryo-EM. Below, | recapttuthe main conclusions of chapters
2-5 and provide an outlook.

Forward model

Simulations of TEM images of biological specimens, as immated in a number of software
packages [31-38], are oversimplified in one or more of thimfohg points: the generated

specimen volume does not represent actual physical etesfrecimen scattering properties
(potential), the thickness of the specimen is often ignotieed influence of the solvent is not
accounted for, and accurate detector properties are notiatex for. Existing simulations have
been mainly used for the determination of particle origatein single particle analysis (SPA),

contrast transfer function (CTF) correction, and evabratf reconstruction algorithms in SPA

171
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and electron tomography (ET). For optimization of dataelbn strategies, those models are
insuficient. Furthermore, a (proper) validation of the simulasiagainst experimental data was
lacking.

The main goal of this project has been to improve our undedstg of the relevant physical
processes that govern image formation and to develop aitptavet forward model. | present
such model in Chapter 4. It is based on physical principlestakes into account the influence
of the specimen and its surroundings, the optics of the recope as well as the noise and
signal transfer by the camera. The model has been validgtedrbparing simulated and ex-
perimental images of 20S proteasome, hemoglobin, and GimBlarious microscope settings
and diferent experimental conditions studied. The main conchssave:

e Simulated images adequately predict the observed phasasbintroduced by defocus-
ing, changes due to the integrated electron flux, influenaeatdistic scattering, camera’s
detective quantumficiency (DQE), and acceleration voltage.

e The dominant part of the interaction potential can be catealvia electron scattering
factors using the isolated atom superposition approxonaiV,om). This potential has
been extended for the influences of the solvent, ions andaulaleinteractions that cause
an dfective charge redistribution. The potential from thesésteitbutions (7ng) is cOm-
puted via a Poisson-Boltzmann (PB) continuum electrastatpproach. The conditions
under which it is possible to combine the potential directiystructed from the atomic
model (Va0om) With portions obtained from a continuous approathy{g) are provided in
Appendix F. The contribution 6f,onqis shown to be less than 10 % compare® i@, Its
influence on the final image was not significant due to the lgwalito-noise ratio (SNR)
at which we recorded our experimental data. In simulatiarsgher acceleration voltage
andor a higher integrated flux reveals a higher level of detail taerefore slightly larger
differences betweeW,,om and the combined interaction potentighom+Voond)-

e We suggest that beam-induced specimen movements arene(dviD A) and appear to
be stronger for higher integrated electron fluxes. The agpanotion factor magnitudes
were smaller at 300 kV than at 80 kV which could be related to@nous éects including
differences in inelastic cross-sections, beam quality, ohickrness. The derived motion
factors are similar to the displacement values reporte@6n]83]. The varying contrast
of the particles within a field of view can be explained by tipparently space-variant
beam-induced movements.

e For typical electron fluxes in cryo-EM, the influence of theaphousness of the solvent
(modeledvia molecular dynamics simulations) can be neglected sincershise is the
dominant source of noise in the image and consequentlyptiiers can be modeled as a
continuum.

e The detective quantumffeciency (DQE) of the detector must be included in the model
in order to properly describe the noise and signal trangégroring the DQE results in
simulated images with an erroneously higher SNR.
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Intensity profiles across carbon edges and carbon nanofpubele another source of
data to quantitatively validate our model. The simulatedl@xperimental images of such
specimens exhibit similar modulations.

Practical criteria for applicability of the weak-phaseeatijapproximation (WPOA) and
projection assumption (PA) in phase contrast cryo-EM am®duced and they motivate
the existence of four methods (in addition to the multisapproach) for description of
the electron wave propagation through the specimen.

At an acceleration voltage of 80 kV and a potential map wittogeV size of 3 A, the
earth worm hemoglobin sample can be considered as a weale-igect, while the
projection assumption is not satisfied. This implies thattthckness cannot be neglected
in modeling such specimen.

Simulating the interaction potentials of an amorphous daragilitates the choice of the
appropriate model used for the electron wave propagatimugfn a biological sample
(macromolecule). The strength, frequency content andknleigs of the interaction po-
tential map determine if the interaction should be desdnba WPOA, PA, both WPOA
and PA, thick-phase grating (TPG) wa a multislice approach.

For validation of the forward model, some parameters ttfatence the image formation
such as defocus, astigmatism and camera parameters mustirbated independently
from experimental data. For most of them we used the toolsldped and described in
Chapters 2 and 3.

TEM detectors

Although the choice of the detector significantly influendesimage quality, in previous image
simulation work it has been either neglected or empiricallsoduced. The quality of a detector
is not easily accessible. erent manufacturers providefidirent types of figures of merit
when advertising their detector. A comprehensive charaet&n of the detector including
all relevant noise contributions, modulation transferdiion (MTF), and DQE is essential for
an accurate forward model and eventually for 3D reconstmctFurthermore, correction of
the fixed pattern noise based on poor statistics would spw@be interpretation. A general
methodology for characterizing TEM CCD detectors is pre=sgim Chapter 2. The methods
can be extended to the new generation of direct electrorcidese The main conclusions are:

e A set of algorithms have been developed to allow TEM userhoacterize, based on
raw images, the aforementioned properties of their CCDatigte

e Three in-house CCD cameras were characterized, yieldiagstcs for hot and bad pix-
els, modulation transfer function, conversion factdfeetive gain, detective quantum
efficiency, as well as readout and dark-current noise.

e Two detectors with dferent MTFs and conversion factors can have very similar DQE
curves. The ffects of a slightly inferior MTF of the detector with a thicksrintillator
layer are, at the same time, balanced by a higher conversobor f
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¢ Fixed-pattern noise could be fully corrected by using lasgts of dark and white refer-
ence images. Unfortunately, the noise patterns appeaiftardtime, possibly due to
unstable cooling of the detectors, thereby limiting thefuidéetime of these reference
sets.

e The need for using a lookup table of bad pixels is demonstr&gstematic outlierdpt
and defect pixels) hamper the alignments of images and aaulde artifacts in the 3D
reconstruction.

Defocus and astigmatism

Defocus and twofold astigmatism are key parameters gawgithie CTF in TEM. A precise
and unbiased estimation of these aberrations is cruciabidetmg image formation, interpre-
tation of high resolution images, (tilted) CTF correcti@ssessment of microscope informa-
tion transfer, optimal adjustment of aberration correstdetermination of higher-order aber-
rations and exit wave reconstruction. The accuracy of mek&ialis estimators developed so
far (e.g. [40—46]) can be limited by the fitting of the backgnd in the power spectrum density
(PSD) of an image. The influence of the spherical aberratiah ¢n the shape of the Thon
rings has been ignored. Furthermore, a robust estimatismafl astigmatism has been lacking
and the uncertainly of the estimation has been hard to assess

An algorithm to estimate defocus and astigmatism and thecaded uncertainties is pre-
sented in Chapter 3. The algorithm estimates these almrsdtiom the Thon rings in the PSD
of an amorphous sample image. The method suppresses thgrtao#t using an adaptive fil-
tering strategy and uses template matching to estimaté#peof the rings. The frequencies of
the detected rings are used to estimate the defocus anccstaimty, while the ellipticity pro-
vides the information for estimation of astigmatism. In applications astigmatism is usually
smaller than defocus, i.e. Thon rings are approximatelgtedal. To assess the performance of
the algorithm, relatively large defocus values were chpsgacal for cryo-EM in life sciences.

e By utilizing information from various rings within a PSD, aitlier rejection routine is
applied contributing to the high robustness of the algarith

e Uncertainty of the estimation is derived from a single imédgeore than one Thon ring
is present in the PSD.

e A two-pass approach refines the astigmatism and defocusastby taking into account
the influence of the known spherical aberration on the shagdraquencies of the rings.

e The reproducibility of the algorithm is validated on expeeintal data by repeating mea-
surements of an amorphous sample under identical imagindittens. The standard
deviation of measured defocus and astigmatism within a&ses small € 1 %) and
comparable to the mean value of the predicted standardtamsacalculated from indi-
vidual estimations. The linearity of the stigmator respowas assesseth codficient of
determinationR?) which was better than 0.9997.
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e Tests show very good agreement between simulated and &stihafocus and astigma-
tism. Given a particular magnification and camera size, @efaecan be estimated with
errors less than 4 % for LaBand 1 % for X-FEG gun microscopes and with a small
spread.

¢ Robust template matching in a polar representation of th2 RrSmits detection of very
small astigmatism. Some examples include astigmatisnesatat range from 10 nm
(LaBg) down to 02 nm (X-FEG) with~ 10 % spread (for defoci of 1 andi&n).

e By using a new Thon ring averaging method, the modulatiorirdepthe rings in a 1D
averaged PSD can be enhanced compared to elliptical angra@given particular values
for defocus,Cs and astigmatism it has been shown that contrast transfesssent can
be improved from 26 nnt! (elliptical) to 465 nnt? (Thon ring averaging).

Radiation damage

Radiation damage will always be a resolution limiting fadt cryo-EM. In Chapter 5, we
investigate, inspired by numerous radiation damage sutbee in X-ray crystallography, the
influence of parameters such as dose, dose-rate and beéimgh&aowledge about the amount
of energy deposited allowed us to get an upper estimate aftfieal concentrations that are
built up in the vitreous sample, and to perform heat-transif@ulations. Stroboscopic expo-
sure series were collected forfi@girent incident fluxes and integration times from earth worm
hemoglobin as a test sample.

e Dose (in units of Gray) is estimated from the incident fluxatoesize, average sample
composition and thickness, and beam energy. This measuitgecased as an estimate of
the power deposited in the sample.

e Prior to gas-bubble formation, the images become lineaityhker (more electrons are
detected) with dose, at a rate of approximately% per 10 MGy.

e The complete disintegration of a vitrified hemoglobin saenuld be visualized up to a
dose of 5500 MGy.

¢ We advocate the use of stroboscopic data collection, wiilslwariable amounts of dose
can be used for the filerent steps of acquisition and reconstruction in SPA piogic
minimal and controlled amount of damage.

e The estimated dose used in a typical SPA cryo-EM image idaira the experimental
dose limit for an entire data set of hundreds of images iny<ergstallography (30 MGy).

e Comparison of equal-dose series collected withedent incident fluxes showed a dose-
rate dfect favoring lower fluxes. Data that were collected with aridant electron flux
of 50 e A~2s1 were inferior to those that were collected atRe?s.
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e Beam-induced heating simulations (for vitreous ice ofild0diameter and.Q5um thick-
ness, beam diameter of 1@n, fluxes of 5 and 50 & 2s* at 120 kV) indicate that 1)
the dfect of beam heating is felt within milliseconds after the@syre, and 2) the beam
heating is not expected to be a problem for cryo-EM samplés gaod thermal contact
at low (1e"A-2s™) to medium (5e"A-2s1) electron fluxes.

e The electron beam deposits enough energy to form, in thenabsd radical recombina-
tion, molar concentrations of radicals. We postulate thdioal recombination must play
arole in the observed dose and dose-ré#ieces.

Software

The software packages for camera characterization (Ch2ptelefocus and astigmatism es-
timation (Chapter 3), and simulations of image formationSilicoTEM (Chapter 4) are im-
plemented in DIPimage, a MATLAB toolbox for scientific imageocessing and analysis, and
are freely available for non-commercial use (hftpww.diplib.orgadd-ons). As being a part
of a FOM industrial partnership program, the research is thesis was performed in collab-
oration with FEI company. This resulted, among others, ima@gbype software for defocus
and astigmatism estimation implemented by Dr E. Frankeruged within FEI Company. The
InSilicoTEM source code was transferred directly to FEI @amy where it is currently used
for modeling.

6.1 Recommendations

There are numerous aspects that could further be investigabrder to ameliorate and extend
the image formation model as well as estimations of the Caeara and radiation damage
parameters. Some of the recommendations are listed belbembdularity of the simulator
developed in this thesis (InSilicoTEM) allows integratimimew physical phenomena without
modifying the entire model of the image formation.

e The dfects of the beam-induced movements must be reduced in oroheréase the con-
trastin the images. Their influence can be somewhat dimedisikperimentally by lower-
ing the flux, using a smaller carbon hole size, or by pre-iat&oh. Computationally, one
could reduce blurring in the final images by retrospectiigrahent [26,27,183,190,191]
and averaging the raw frames captured by a direct electratide [26, 183,190, 191].
It is expected that dose fractionation using electron dagndevices can significantly
reduce the influence of beam-induced movements.

e Each simulation parameter relates directly to a physicahtjty, but a strict quantitative
comparison to cryo-EM images isflicult due to the high level of noise and challenging
alignment. To facilitate an unbiased comparison, the dispf each image was stretched
in the same way as the corresponding experimental imagevigioal comparisons we
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simulated ten dferent noise realizations, confirming that the noise did hahge the ap-
pearance of the features. However, statistical imagedbasasures could be introduced
to allow a quantitative comparison of such data.

e The current model recognizes thdtdrence between inelastic scattering properties of
an average protein composition and vitreous ice. It couléhi@oved by treating the
scattering events on the atomic scale. Furthermore, orfeeahbst challenging aspects
remains how to model inelastics that actually fall on theedttr and contribute to the
unfiltered image.

e MD simulations were performed on a system consisting of lttein and solvent.
These studies could be followed up to provide a more realmbdeling of the hydra-
tion shell of the protein. We expect that these should leaaintanproved description
of the contrast between the protein and the solvent. Thiésetg could be important if
beam-induced motions can be reduced. Furthermore, thit odsbe solvent influence
predicted by atomistic MD simulations could be comparedwibintinuous approaches
such as Poisson-Boltzmann.

e As TEM image formation usually involves small angle scatiggevents, only axial aber-
rations such as defocus, astigmatism and spherical aloertetve been considered in this
analysis. As shown in [302, 303], beam-tilt and coma mustalkert into consideration
for resolutions around 4 A (at 300 keV) since they introdwsrgé phase errors. For lower
acceleration voltages, the errors become even more sigmifiExtending the forward
model to include the influence of higher order arftiaxis aberrations should facilitate
better understanding of théects of non-parallel illumination ayar Cs corrector on the
final image.

¢ If beam-induced motions can be minimized, validation of thedel and comparisons
with experimental data taken at a higher magnification (tgésm) than presented in
Chapter 4 could give more insights in the influence of theeti{V,,,q) and amorphous-
ness.

e The thickness of the vitreous ice determines the degreemopdaing of the useful signal.
In Chapter 4, the thickness is measured exploiting LamBeer law and zero-loss energy
filtering. The accuracy of the measurement depends on théitstaf the energy slit of
the filter and on the values of inelastic mean free paths. dtterlvaries noticeably in the
literature [164]. Additional coarse tomograms could beusragl in order to confirm the
measured thickness.

e In this analysis we studied oligomeric macromolecules. ddmribution of the potential
from charge redistributioiy,ng Mmight be diferent for non-oligomeric macromolecules.

e The arrangement of ions in the solvent is described by thezBwalnn distribution at room
temperature and was considered not to change by rapid+igeebhe density of ice is 7 %
less than water. Simulations could be performed to invastithe motion of ions as well
as the influence of the strain introduced to biomoleculesltvg-vapid freezing.
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e The camera characterization described in Chapter 2 hasrigeeeen more important in
the last years because of the emergence of highly expenisact dlectron detectors by
several competing manufacturers. The tools for charaetigons were originally devel-
oped for CCD-based cameras and should be adapted to the menagien of CMOS
direct electron detector where one image represents a sindieidual frames. The pos-
sibility for processing image stacks when such a camerasuar&lectron counting mode
should be also considered.

e For certain molecules, PDB files affidirent stages of radiation damage caused by X-ray
crystallography are available. Forward modeling usindhdeDB files could be used to
investigate radiation damage stages in cryo-EM.

¢ As an estimate of the power deposited in the sang@eein units of grays could be used
for comparison of experiments done affeient acceleration voltages oiférent sam-
ple composition. This will facilitate data acquisitionatgy and the choice of minimal
possible radiation damage.

e Although experimental results on phase plates are not pi@s$én this thesis, their basic
model is incorporated in InSilicoTEM and can be further egted. In addition to phase
plates, hybrid double-sidebaisthgle-sideband objective apertures [304] can be included
in InSilicoTEM in order to facilitate their design and stutheir impact on the recon-
structed images.

e Using the reciprocity principle for TEM and bright-field stang TEM (BF-STEM) (de-
scribed in [144]), basic simulations of STEM images showddobssible by appropriate
modification of InSilicoTEM. Similarity between two imagjrmodes and some neces-
sary modifications can be found in [144] (e.g. the incoheyaidhe source in TEM is
equivalent to the blurring of the detector in BF-STEM). A @real limitation of apply-
ing the reciprocity principle also to annular dark field (ADETEM might lay in large
collecting angles of the ADF detector.

6.2 Outlook

Cryo-EM for life sciences is going through an exciting epdelecent advances in instrumenta-
tion and experimental techniques includioes to improve sample preparation (e.g. microma-
chining [305] or GraFix [285]) and transfer of informatiomm the specimen to the image by:
1) minimizing noise using direct electron detectors andntets, ii) improving CTF band-pass
via phase plates, better lenses and more coherent electrarzespand iii) minimizing beam-
induced movements of the specimen. In addition to the exygarial developments, compu-
tational methods are continuously improving enabling mofermation to be extracted from
inherently noisy cryo-EM images.

Automation of acquisition and reconstruction procedusesrucial for performing experi-
ments that were previously thought to be impractical or ewgrossible. Direct access to digital
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data has enabled developments such as autotuning of thestigre [57], automated electron
tomography [58], and automated cryo-electron single gartnicrograph collection [60].

Setting acquisition parameters such as accelerationgeltdefocus and electron flux is
done by the microscopist and cannot be addressed in a catydetomatic way. The relation
between the data quality and acquisition parameters is lsxmp skilled microscopist with
substantial experience in data acquisition of a specifitoioal system at a specific instru-
ment would generally be able to predict near-optimal adtjoisconditions. A wrong choice
of data acquisition parameters, however, may result in auesessful experiment. erent
applications often require filerent parameter settings.

Improving the data acquisition strategy becomes impoegapéecially when one strives for
the highest attainable resolution. Note that a typical @rpent may require many days of data
collection and subsequent processing time using expeegipment.

Simulations of image formation (forward modeling) provitthe possibility to easily and
cost-dfectively investigate the influence of new data acquisiterhhiques and advanced in-
strumentation, and facilitates the development and etialuaf 3D reconstruction and image
processing techniques. An accurate forward model leadstterbunderstanding of the influ-
ence of a certain physical process on the final image andgesvnsight on ways to improve
instrumentation and its use. The research described irtltegs and the resulting simulator
(InSilicoTEM) contribute to that goal. An accurate forwamibdel is an essential tool for opti-
mizing the acquisition strategy, assisting the reguléiopneof the 3D reconstruction, improving
image interpretation, and achieving resolution beyonditeezero-crossing of the CTF.

The optimization of the data acquisition strategy invol@esntegrated approach that tackles
the entire workflow from specimen preparation, through ttteia data collection to forward
modeling and reconstruction.

The theory and methods provided in this thesis represensia fa modeling the outcome
of data acquisition for any combination of the requestedp@ters. Image simulations with
various combinations of acquisition parameters can be fealitomatic optimization of the
experiments.

A criterion for the optimal set of parameters could be reldtethe SNR at a certain res-
olution using the metrics such as Fourier ring correlatieRC) [306] in 2D, or Fourier Shell
Correlation (FSC) [307] in 3D case.

The numerical values of all parameters need to be known raocaccurately model image
formation and facilitate 3D reconstructions. When neagss$he parameters such as defocus,
astigmatism, vitreous ice thickness, electron flux, anderarcharacteristics must be estimated
from the experiment using independent measurements iftagies).

For quantitative modeling and analysis it is crucial to udecuate physical measures. As
electrons interact with a specimen through Coulomb forEds effectively images a potential
map. However, in cryo-EM, erroneously electron densit@stdined by X-ray techniques)
were commonly used. Furthermore, as cryo-EM is approacheay-atomic resolution the
differences in structural information between potential mapedactron density maps should
become apparent. Parameters based on physical principlessist the electron microscopist
to make objective and reproducible decisions for their @afguisition and bring discussions
and individual expertise on a quantitative level.
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The determination of the specimen thickness from the teag@n will predict the dampen-
ing of the signal due to the inelastic scattering eventséni¢k. Furthermore, the information
about the average specimen composition will allow estiomatf the dose deposited in the
specimen at a certain voltage, indicative for the possitrieunt of radiation damage.

In addition to the opportunity to correct for beam-inducedvements, the use of strobo-
scopic data collection provides possibilities of havingialale amounts of dose (and possible
radiation damage) used for theférent steps of acquisition and reconstruction in SPA. Fer ex
ample, the first images from series could be used in the fialnstruction step (if corrected
for the beam-induced movements [183]), while the last owéh,a higher dose, could be used
for better localization of the particles [27].

With the simulator, one can optimize tomographic data ctitbe, where the féect of pa-
rameters such as defocus, angular range and incremerig wamgusdouble tilt, integrated flux
and flux-rate, magnification and detector binning can be ksited after an initial characteri-
zation of test images. Furthermore, the results of Saxtacdiisition scheme [308] can be
investigated where tilt intervals are decreasing with thangle.

It would be possible to obtain a simulated 3D reconstrucsiainset before or concurrently
with automatic recording of a (tilt) series, enabling th&)&djustment of the certain parameters
such as defocus and flux. This is particularly interestingwiflux conditions where the objects
cannot be distinguished in the projections.

Near-atomic resolution in cryo-EM requires averaging awvdilions of asymmetric units
[309]. This is nearly two orders of magnitude larger numbamntrecently reported [183,191]
and a couple orders of magnitude larger than what would be\able [238]. The forward
model could facilitate estimations on size and number ofigdas needed to produce a 3D
reconstruction at a certain resolution.

In addition to finding the optimal parameters for the avddabquipment, the influence
of the new hardware components such as a direct electrootdet® a phase plate can be
inexpensively andf&ciently investigated. For example, the outcomerosilico experiments
can explore the potential benefits of single electron coarted optionally theisuperresolution
(beyond-Nyquist) working mode.

The simulator could furthermore aid the identification oflecalar assemblies within the
cell, selection of the best particles for SPA reconstructiemplate matching in SPA and sub-
tomogram averaging, a docking process where atomic modelteed into cryo-EM maps,
and testing whether a proposed 3D model of a macromoleciieagreement with the features
observed in the micrographs.

In electron tomography, iterative reconstruction scheattesnpt to minimize the élierence
between projections and simulated reprojections of the 3p.mrrom the dferences between
observed and simulated images one can often derive infamiatrefine the model. The model
parameters are iterated until simulated images best testtrose observed. For such methods,
the image formation model used for simulations is a relefartbr that &ects the quality of
the reconstructions as currently the volume is just pregciWe expect that a more accurate
forward model will improve such an iterative reconstruntechemes resulting in better 3D
potential maps.
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Summary

Modeling of Image Formation
in
Cryo-Electron Microscopy

PhD thesis
by MiloS Vulovic

Knowledge of the structure of biological specimens is autor understanding life. Cryo-
electron microscopy (cryo-EM) permits structural studiébiological specimen at their near-
native state. The resolution is limited to typically-46 A largely owing to: i) the noise and
blurring of the detector; ii) the oscillatory and dampenuiwaracter of the contrast transfer
function (CTF) originating from defocusing which is empéalto produce contrast; and iii) the
radiation damage which limits the integrated electron fhat tan be used, resulting in images
with poor signal-to-noise ratio.

In order to obtain the best cryo-EM data, it is important téirze the data acquisition
strategy. Simulations of image formation (forward modgliprovide the possibility to easily
and cost-fectively investigate the performance as a function of speniand microscope set-
tings.

The main goal of this thesis is to improve our understandirt@relevant physical processes
that govern image formation and to develop a quantitativedod model. An accurate forward
model is an essential tool for optimizing the acquisitioratglgy, assisting the regularization
(introduction of prior information) in the 3D reconstrumti, improving image interpretation,
and achieving a resolution beyond the limits imposed by #Hodllatory CTF.

This thesis addresses the following challenges: i) coostm of the electron-specimen
interaction potential based on elastic and inelastic macscattering properties and adequate
description of the electron propagation through the speginii) accurate estimation of the
CTF parameters, in particular defocus and astigmatism lagid uncertainties, iii) characteri-
zation of the detector including all relevant statistie$ detter understanding of certain aspects
of radiation damage such as specimen heating, doseffatése and beam-induced movements.

The specimen’s interaction potential is constructed fremilable atomic structures. It is cal-
culated initiallyvia electron scattering factors treating the atoms as if theyraisolation. This
potential is extended for the influence of the embedding omedhat causes arfective charge
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redistribution. The potential from these redistributiemgomputedvia a Poisson-Boltzmann
continuum electrostatics approach and its contributioshiswn to be less than 10 %. De-
pending on the strength, frequency content and thicknetiseahteraction potential map, the
electron wave is propagated by one (or a combination) ofdbh@fing approaches: weak-phase
object approximation, projection assumption, thick-ghalject approximation and multislice
approach. For most specimens imaged in this thesis, theqti@mj assumption is strictly speak-
ing violated, implying that the thickness cannot be negléct

The full forward model was validated against experimemahges of hemoglobin, 20S
proteasome and GroEL. Simulated images adequately ptbeicbserved phase contrast in-
troduced by defocusing, changes due to the integrated@heitiix, inelastic scattering, camera
detective quantumficiency, and acceleration voltage. We discuss that beancetispecimen
movements are relevant in the experiments, while the infleef the solvent amorphousness,
modeledvia a molecular dynamics approach, can be neglected. All pdaessare based on
physical principles and, when necessary, estimated froependent measurements.

The key parameters governing the CTF are defocus and twagkilgmatism. Estimation of
these aberrations and the associated uncertainties id baggatterns in the power spectrum
density known as Thon rings. Our presented method suppgrédsséackground using an adap-
tive filtering strategy and uses template matching to esértiee shape of the rings. The fre-
guencies of the detected rings are used to estimate theuwdeéod its uncertainty, while the
ellipticity provides the estimation of astigmatism. Bylzing information from various rings,
an outlier rejection routine is applied contributing to thigh robustness of the algorithm. Tests
show high accuracy and very good agreement between sirdudatd estimated defocus and
astigmatism. The reproducibility of the algorithm is exatkd on experimental data by re-
peating measurements under identical imaging conditind$& analyzing the linearity of the
stigmator response. By using a new Thon ring averaging ndethe modulation depth of the
rings in a 1D averaged power spectrum density can be enhaooaplred to elliptical averag-
ing. This provides a better information-transfer assessmkthe microscope in the presence
of spherical aberration.

A set of algorithms is presented for a comprehensive cheniaation of the detector. The
methods provide fixed-pattern noise correction and siegisor hot and bad pixels, modula-
tion transfer function, conversion factor, readout nodagk-current and shot noise as well as
detective quantumficiency.

Radiation damage is related to the energy deposited in #@rapn by inelastic scattering.
The deposited energy per madsse is estimated from the incident flux, beam size, average
sample composition and thickness, and acceleration \@lfBHge dose allows us to get an upper
estimate of the concentrations of radicals that are builbupe specimen, and to perform heat-
transfer calculations. Comparison of equal-dose straijpsexposure series collected with
different incident fluxes and integration times showed a dasedfi@ct favoring lower fluxes.
For typical experimental settings th&ext of beam-induced heating is felt within milliseconds
and is not expected to be a problem for samples with good #ilezantact at low to medium
electron fluxes. The potential radical concentrations arg faigh, suggesting that the radical
recombination must play a role in the observed dose-fétets. We advocate the use of strobo-
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scopic data collection, with which variable dose can be disethe various images, providing
a controlled amount of damage. With a new generation of tetactron detectors, exposure
series will become common practice. Such data could fawliteduction of theféect of beam-
induced movements by retrospective alignment and aveyagjithe raw frames.

The theory and methods provided in this thesis represensia bar modeling the outcome
of data acquisition for any combination of the requestecupaters, and form the essence of
an expert system that would optimize the data collecticatetyy. Furthermore, the influence of
new hardware components could be inexpensively &inclently investigated.






Samenvatting

Modellering van Beeldvorming
in
Cryo Elektronenmicroscopie

Proefschrift
door Milos Vulovic

Kennis van de structuur van biologische monsters is egsdrdm het leven te begrijpen.
Cryo- elektronenmicroscopie (cryo-EM) maakt studie vasldgische specimen in hun nabij-
natuurlijke staat. De resolutie is beperkt tot typisch 4véahgrotendeels bepaald wordt door: i)
de ruis van en het uitsmeren door de detector; ii) het oseilde en dempende karakter van de
contrast overdrachts functie (COF), veroorzaakt door hetloerp stellen dat wordt gebruikt om
contrast te produceren, en iii) stralingsschade die deegfieerde flux van elektronen beperkt,
wat resulteert in beelden met een slechte signaal-ruioueihg.

Om de beste cryo-EM data te verkrijgen, is het belangrijk arddta-acquisitie strategie
te optimaliseren. Simulaties van de beeldformatie (voartgg@ modellering) bieden de mo-
gelijkheid om eenvoudig en kosteftectief de prestaties als een functie van het monster en
microscoop instellingen te onderzoeken.

Het belangrijkste doel van dit proefschrift is om ons begrgm de relevante fysische pro-
cessen te vergroten die de beeldformatie beheersen en okweetitatief voorwaarts model
te ontwikkelen. Een nauwkeurig voorwaarts model is eenngies hulpmiddel voor het opti-
maliseren van de acquisitiestrategie, het bijstaan vargigarisatie (introductie vaa priori
informatie) in de 3D-reconstructie, het verbeteren varidoggerpretatie, en het bereiken van
een resolutie die de grenzen, opgelegd door de oscillele@de overschrijd.

Dit proefschrift richt zich op de volgende uitdagingen: B dpbouw van de elektron-
monster interactiepotentiaal op basis van elastische erefastische elektron verstrooiings
eigenschappen en het adequaat beschrijven van elektrpagatie door het specimen; ii)
nauwkeurige schatting van de COF parameters, met nameearpselen astigmatisme en de
daarbij horende onzekerheden, iii) karakterisering vadetector inclusief alle relevante stati-
stieken; iv) beter begrip van bepaalde aspecten van gssltnade zoals specimen opwarming,
dosisdfecten, en bundel geinduceerde bewegingen.

De interactiepotentiaal van het monster wordt geconstdueg beschikbare atomaire struc-
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turen. Deze wordt aanvankelijk berekewmié elektron verstrooiingsfactoren die de atomen
geisoleerd behandelen. Deze potentiaal wordt verfijindd@atvloed van het inbeddingsmedi-
um, wat dfectief een ladingsherverdeling veroorzaakt. De potelntaadeze herverdelingen
wordt berekendia een Poisson- Boltzmann continuim elektrostatica benagldraar bijdrage
blijkt minder dan 10 % te zijn. Afhankelijk van de sterktegduentieinhoud en de dikte van
de interactiepotentiaal, wordt de voortplanting van detetegolf beschreven door €én (of
een combinatie) van de volgende methoden: zwakkefasedigaadering, projectie aanname,
dikkefaserasteren benadering, en meerplaksaanpak. ¥aoedste specimina afgebeeld in dit
proefschrift, wordt de projectie aanname strikt genomesg¢gonden, hetgeen impliceert dat de
dikte niet kan worden verwaarloosd.

Het volledige voorwaartse model werd gevalideerd met expartele beelden van hemo-
globine, 20S proteasoom en GroEL. Gesimuleerde afbeadingorspellen adequaat het waar-
genomen fasecontrast geintroduceerd door het onscledigmsveranderingen als gevolg van de
geintegreerde flux van elektronen, niet-elastische nmaisgen, detectieve kwanturheientie
van de camera en versnellingsspanning. Wij stellen datddegeinduceerde monster bewegin-
gen relevant zijn in de experimenten, terwijl de invioed fi@hoplosmiddel amorfheid, gemod-
elleerdvia een moleculaire dynamica benadering, kan worden verwastloAlle parameters
zijn gebaseerd op fysische principes en, indien nodig, eogeschat op basis van onafhanke-
lijke metingen.

De belangrijkste parameters die de COF bepalen zijn ongtthen tweeledig astigmatisme.
Schatting van deze aberraties en hun bijbehorende onzslearhwvordt gedaan aan de hand
van de patronen in het vermogensdichtheidsspectrum, delsnThon ringen. Onze gepre-
senteerde methode onderdrukt de achtergrond door gelamiken adaptieve filtering strategie
en gebruikt een sjabloon vergelijkingsmethode om de vormderingen te schatten. De fre-
guenties van de gedetecteerde ringen bepalen de onschapitebijbehorende onzekerheid,
terwijl de ellipticiteit een schatting geeft van het astagiame. Door gebruik te maken van
informatie uit verschillende ringen, wordt een uitschieterwerping routine toegepast die bij-
draagt aan de hoge robuustheid van het algoritme. Tests &@mehoge nauwkeurigheid en een
zeer goede overeenkomst tussen gesimuleerde en de gesuisherpte en astigmatisme. De
reproduceerbaarheid van het algoritme wordt beoordeekkpprimentele data met herhaalde
metingen onder identieke beeld omstandigheden en anadyseer lineariteit van de stigma-
tor. Door gebruik te maken van een nieuwe Thon ring middshmethode, kan de modulatie
diepte van de ringen in een 1D gemiddeld vermogensspectanen vergroot in vergelijking
tot elliptische middeling. Dit geeft een betere evaluage de informatieoverdracht van een
microscoop in de aanwezigheid van sferische aberraties.

Een set van algoritmes is ontwikkeld voor een uitvoerigakiarisering van de detector. De
methodes leveren vast-patroon ruis correctie en statstieoor hete en defecte pixels, modu-
latieoverdrachtsfunctie, omrekeningsfactor, uitlering; donkere stroom en hagelruis evenals
detectieve kwantunticiéntie.

Stralingsschade is gerelateerd aan de energie die wordjeniragen aan het monster door
niet-elastische verstrooiing. De overgedragen energienpssa, dosis, wordt geschat op basis
van de invallende elektronen flux, bundelgrootte, gemdidebnster samenstelling en dikte,
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en versnellingsspanning. De dosis kan worden gebruikt anbeeengrens te schatten van de
concentraties van opgebouwde radicalen in het monstenmedeohitte overdracht te kunnen
afschatten. Vergelijking van gelijke dosis stroboscdpésopnameseries verzameld met ver-
schillende invallende flux en integratietijden toonden desistempo fect die de lagere flux
bevoordeelden. Voor een typische experimentele situairdiwerondersteld dat heffect van
de bundel-geinduceerde verwarming wordt waargenomerehiankele milliseconden en geen
problemen veroorzaakt voor monsters met een goed thermsithct op lage tot middelmatige
elektronen flux. De potentiéle concentratie van radic&@ereer hoog, wat suggereert dat rad-
icalen recombinatie een rol moet spelen bij de waargenorosist@mpo fecten. Wij pleiten
voor het gebruik van stroboscopische dataverzamelingimeavariabele doseringen kunnen
worden gebruikt voor de verschillende beelden, wat restilia een gecontroleerde hoeveel-
heid schade. Met een nieuwe generatie van directe-eleldteatoren worden opnameseries
gemeengoed. Dergelijke data kan bijdragen aan het verm@ndan bewegingsonscherpte in
beelden veroorzaakt door bundel-geinduceerde bewagidger retrospectieve uitlijning en
middeling van de ruwe frames.

De theorie en methoden uit dit proefschrift vormen een bamishet modelleren van de uitkom-
sten van data acquisitie voor elke combinatie van de gewgrasameters and zijn de essentie
van een systeem dat de data acquisitie strategie automatsdunnen optimaliseren. Boven-
dien kan de invloed van nieuwe hardware onderdelen vograeli doeltréfend onderzocht
worden.
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