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A B S T R A C T

In this paper, we build on the work of Hughes and Sangalli (2007) dealing with the explicit
computation of the Fine-Scale Greens’ function. The original approach chooses a set of func-
tionals associated with a projector to compute the Fine-Scale Greens’ function. The construction
of these functionals, however, does not generalise to arbitrary projections, higher dimensions,
or Spectral Element methods.

We propose to generalise the construction of the required functionals by using dual
functions. These dual functions can be directly derived from the chosen projector and are
explicitly computable. We show how to find the dual functions for both the 𝐿2 and the 𝐻1

0
projections. We then go on to demonstrate that the Fine-Scale Greens’ functions constructed with
the dual basis functions consistently reproduce the unresolved scales removed by the projector.

The methodology is tested using one-dimensional Poisson and advection–diffusion problems,
as well as a two-dimensional Poisson problem. We present the computed components of the
Fine-Scale Greens’ function, and the Fine-Scale Greens’ function itself. These results show that
the method works for arbitrary projections, in arbitrary dimensions. Moreover, the methodology
can be applied to any Finite/Spectral Element or Isogeometric framework.

1. Introduction

The origin of the Variational Multiscale (VMS) method stems from the series of papers on stabilisation techniques for finite-
element methods found in [1–10] along with [11]. The VMS methodology itself was first introduced in [12] as a re-interpretation
of the SUPG formulation where it was shown that stabilisation methods could be derived from a solid theoretical foundation.
Fundamentally, the multiscale framework entails incorporating the missing unresolved/fine-scale effects into the numerically
computed large/resolved scales such that the numerical solution becomes the chosen projection of the exact solution. Moreover, it
has served as a fundamental basis for the development of stabilised methods for applications such as turbulence modelling in the
context of Large Eddy Simulation (LES), see [13–17]. Other examples include [18–22] where VMS is employed for performing LES in
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Discontinuous Galerkin and Isogeometric frameworks, along with [23] wherein Discontinuity Capturing is tackled using multiscale
theory.

A key ingredient for formulating the VMS approach is the so-called Fine-Scale Greens’ function, which was first introduced in [24]
and was formally characterised in [25]. More specifically, in [25] the explicit construction of the Fine-Scale Greens’ function is
demonstrated using the classic Greens’ function and the choice of a projector. Although a general derivation of the Fine-Scale Greens’
function is presented the actual construction for the Fine-Scale Greens’ function for arbitrary projections in arbitrary dimensions is
not entirely generalised. This is because the construction of the functionals associated with the projector, referred to as 𝝁’s in [25],
is not clarified for general cases.

In the present work, we seek to build on [25] by proposing a set of 𝝁’s which is unique for every projector and generalises to
arbitrary dimensions. To achieve this, we propose using a new set of basis functions, namely dual basis functions, to act as the 𝝁’s.
This enables the explicit construction of the Fine-Scale Greens’ function for any given projector in arbitrary dimensions using the
classic Greens’ function. To start off, we briefly present a review of the work from [25] in Section 2. Subsequently, we present a
discussion on the Mimetic Spectral Element Method (MSEM) and the associated primal and dual function spaces in Section 3. In
this section, we also highlight the link between the chosen projector and the dual basis functions. Note that while we work with
the MSEM throughout this study, the concepts are by no means limited to the MSEM. The presented work can be extended to
Finite/Spectral Element or Isogeometric approaches by simply evoking the concept of duality introduced in this paper.

In Section 4 we move on to construct the Fine-Scale Greens’ function associated with the 𝐻1
0 and 𝐿2 projections for the 1D

Poisson equation. Here we perform several numerical tests to demonstrate that the constructed Fine-Scale Greens’ functions can
exactly reconstruct all the fine scales truncated by the projection. Furthermore, we also show how the Fine-Scale Greens’ function
for the Poisson problem may be used in an advection–diffusion problem to reconstruct the corresponding fine scales. Although this
involves solving coupled sets of equations instead of a direct computation, it overcomes the complexity of dealing with the classical
Greens’ function of the advection–diffusion problem. We close in Section 5 by presenting the methodology applied to the 2D Poisson
problem to demonstrate the generalisation to higher dimensions.

2. Hughes and Sangalli approach

The theory of variational multiscale analysis that this work builds upon was presented by Hughes and Sangalli in [25]. This
section serves as a brief review of the original work of [25] where we lay down the fundamental concepts for formulating the VMS
approach. First, the continuous setup is reviewed, followed by the finite-dimensional setting.

2.1. Continuous case

In [25, §2], the following problem is considered. Let 𝑉 be a Hilbert space with a norm ‖ ⋅ ‖𝑉 and a scalar product (⋅, ⋅)𝑉 . Let 𝑉 ∗

be the dual of 𝑉 , with 𝑉 ∗ ⟨⋅, ⋅⟩𝑉 the duality pairing between 𝑉 ∗ and 𝑉 . Let  ∶ 𝑉 → 𝑉 ∗ be a linear isomorphism. The problem can
then be stated as: given 𝑓 ∈ 𝑉 ∗, find 𝑢 ∈ 𝑉 such that

𝑢 = 𝑓. (1)

The variational formulation of (1) reads as: find 𝑢 ∈ 𝑉 such that

𝑉 ∗ ⟨𝑢, 𝑣⟩𝑉 = 𝑉 ∗ ⟨𝑓, 𝑣⟩𝑉 ∀𝑣 ∈ 𝑉 . (2)

The solution 𝑢 is formally expressed as 𝑢 = 𝑓 , with the Greens’ operator  ∶ 𝑉 ∗ → 𝑉 , that is  = −1. This formal problem may
also be formulated in a variational multiscale setting. In order to do so, one introduces 𝑉 as a closed subspace of 𝑉 , along with
a linear projector  ∶ 𝑉 → 𝑉 with 2 =  and Range() = 𝑉 .  is assumed continuous in 𝑉 . For the additional formal details,
such as the required inf–sup conditions, see [25]. Then, defining 𝑉 ′ = Ker(), which is a closed subspace of 𝑉 , combined with the
continuity of  gives

𝑉 = 𝑉 ⊕ 𝑉 ′. (3)

This split implies that any 𝑣 ∈ 𝑉 can be uniquely written as 𝑣 = �̄� + 𝑣′ with �̄� ∈ 𝑉 and 𝑣′ ∈ 𝑉 ′. In the VMS approach, 𝑉 represents
the resolvable coarse scales, while 𝑉 ′ represents the unresolved fine scales. When using a VMS approach, one obtains �̄� = 𝑢 as the
solution for (1), i.e. the numerical error equals the interpolation error and not a multiple of the interpolation error which is usually
the case for optimal Finite Element methods. Using (3), the variational formulation from (2) can be split into

{

𝑉 ∗ ⟨�̄�, �̄�⟩𝑉 + 𝑉 ∗ ⟨𝑢′, �̄�⟩𝑉 = 𝑉 ∗ ⟨𝑓, �̄�⟩𝑉 ∀�̄� ∈ 𝑉 , (a)

𝑉 ∗ ⟨�̄�, 𝑣′⟩𝑉 + 𝑉 ∗ ⟨𝑢′, 𝑣′⟩𝑉 = 𝑉 ∗ ⟨𝑓, 𝑣′⟩𝑉 ∀𝑣′ ∈ 𝑉 ′. (b)
(4)

These equations are assumed to be well-posed for �̄� ∈ 𝑉 given 𝑢′ and 𝑓 , and for 𝑢′ ∈ 𝑉 ′ given �̄� and 𝑓 , respectively.
As for the non-split formulation in (2), a Greens’ operator can also be associated with the split formulation. In particular, the

Greens’ operator associated with the fine-scale equation in (4) is the Fine-Scale Greens’ operator ′ ∶ 𝑉 ∗ → 𝑉 ′. This gives 𝑢′ from the
coarse-scale residual ℛ�̄� = 𝑓 − �̄�,

′ ′ ′
2

𝑢 =  (𝑓 − �̄�) =  ℛ�̄�. (5)
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With ′, one can eliminate 𝑢′ from (4) and obtain the VMS formulation for �̄� as

𝑉 ∗ ⟨�̄�, �̄�⟩𝑉 − 𝑉 ∗ ⟨′�̄�, �̄�⟩𝑉 = 𝑉 ∗ ⟨𝑓, �̄�⟩𝑉 − 𝑉 ∗ ⟨′𝑓, �̄�⟩𝑉 ∀�̄� ∈ 𝑉 . (6)

As a consequence of (3), (6) admits the unique solution �̄� = 𝑢.
The above formulation can be used to obtain �̄�, but requires obtaining the Fine-Scale Greens’ operator ′. It turns out (see [25,

§2.3]) that this operator can be expressed in terms of the full Greens’ operator, the projection, and the adjoint projection 𝑇 ∶ 𝑉 ∗ →
𝑉 ∗ which is defined as

𝑉 ∗ ⟨𝑇 �̄�, 𝑣⟩𝑉 = 𝑉 ∗ ⟨�̄�,𝑣⟩𝑉 ∀𝑣 ∈ 𝑉 , �̄� ∈ 𝑉 ∗, (7)

where 𝑉 ∗ is the dual space of 𝑉 and 𝑉 ∗ ⟨⋅, ⋅⟩𝑉 the pairing between them.
The Fine-Scale Greens’ operator is then computed by considering a constrained version of (5) as follows

𝑢′ + 𝑇 �̄� = ℛ�̄� (8)

𝑢′ = 0, (9)

where the newly introduced �̄� ∈ 𝑉 ∗ constrains 𝑢′ to live in the 𝑉 ′ space. Given the invertibility of , we may write

𝑢′ = (ℛ�̄� − 𝑇 �̄�), (10)

which when substituted into (9) and rearranged for �̄� gives

�̄� =
(

𝑇 )−1 ℛ�̄�. (11)

The fine-scale operator ′ can now be expressed in terms of  and  as

′ =  − 𝑇 (𝑇 )−1, (12)

with the properties

′𝑇 = 0, and ′ = 0. (13)

See [25, p. 542] for the proof. (12) can be used in (6) to obtain

𝑉 ∗ ⟨�̄�, �̄�⟩𝑉 − 𝑉 ∗ ⟨′�̄�, �̄�⟩𝑉 = 𝑉 ∗ ⟨(𝑇 )−1�̄�, �̄�⟩𝑉 , (14)

which, since (𝑇 )−1 is invertible, confirms that (6) is well-posed.

2.2. Finite-dimensional case

In the interest of practical implementations, 𝑉 is a finite-dimensional subspace of 𝑉 and we seek a set of functionals 𝝁 ∈ 𝑉 ∗

which act as the basis for the projection  . For an 𝑁 dimensional subspace 𝑉 we seek 𝑁 functionals which satisfy

𝑉 ∗ ⟨𝜇𝑖, 𝑣⟩𝑉 = 0 ∀𝑣 ∈ 𝑉 ′ ∀𝑖 = 0, 1,… , 𝑁 − 1, (15)

hich in turn implies that 𝑣 = 0 ∀𝑣 ∈ 𝑉 ′. These 𝜇’s form a basis for the range of 𝑇 and we have

′𝜇𝑖 = 0 ∀𝑖 = 0, 1,…𝑁 − 1 (16)

𝑉 ∗ ⟨𝜇𝑖,′𝜈⟩𝑉 = 0 ∀𝜈 ∈ 𝑉 ∗ ∀𝑖 = 0, 1,… , 𝑁 − 1, (17)

ollowing (13). Furthermore, the 𝜇’s may be represented as a vector 𝝁 ∈ (𝑉 ∗)𝑁

𝝁 =

⎡

⎢

⎢

⎢

⎢

⎣

𝜇0
𝜇1
⋮

𝜇𝑁−1

⎤

⎥

⎥

⎥

⎥

⎦

and 𝝁𝑇 =
[

𝜇0, 𝜇1,… , 𝜇𝑁−1
]

, (18)

through which 𝝁𝑇 ∈ 𝑉 𝑁 , 𝝁𝝁𝑇 ∈ R𝑁×𝑁 and 𝝁 can be written as

𝝁𝑇 =
[

𝜇0,𝜇1,… ,𝜇𝑁−1
]

(19)

𝝁𝝁𝑇 =
⎡

⎢

⎢

⎣

𝑉 ∗ ⟨𝜇0,𝜇0⟩𝑉 … 𝑉 ∗ ⟨𝜇0,𝜇𝑁−1⟩𝑉
⋮ ⋱ ⋮

𝑉 ∗ ⟨𝜇𝑁−1,𝜇0⟩𝑉 … 𝑉 ∗ ⟨𝜇𝑁−1,𝜇𝑁−1⟩𝑉

⎤

⎥

⎥

⎦

(20)

𝝁(𝜈) =
⎡

⎢

⎢

⎣

𝑉 ∗ ⟨𝜇0,𝜈⟩𝑉
⋮

𝑉 ∗ ⟨𝜇𝑁−1,𝜈⟩𝑉

⎤

⎥

⎥

⎦

∀𝜈 ∈ 𝑉 ∗. (21)

The Fine-Scale Greens’ function from (12) may now be rewritten as
′ 𝑇 [ 𝑇 ]−1
3

 =  − 𝝁 𝝁𝝁 𝝁. (22)



Computer Methods in Applied Mechanics and Engineering 422 (2024) 116833S. Shrestha et al.

T

o

3

r

D

In theory, we are free to choose any set of 𝝁 which satisfy (15), (16), and (17). In [25] several definitions for 𝝁 are proposed for
obtaining the Fine-Scale Greens’ function for the 𝐻1

0 and 𝐿2 projections of specific example problems. However, their generalisation
for arbitrary projections or high-order spectral elements is not considered. This is precisely the knowledge gap that the present work
attempts to fill. As such, we turn our attention to constructing a general definition for 𝝁. Naturally, the choice of 𝝁 depends on the
projection as stated in (15). Ideally, we want a generalised approach for defining the 𝝁 corresponding to an arbitrary projector
which then consequently yields a unique Fine-Scale Greens’ function associated with that projection. To achieve this, we propose
the use of dual basis functions.

3. Primal and Dual bases

The dual basis functions considered here were initially created in the context of the Mimetic Spectral Element Method
(MSEM) [26]. These are dual functions in the 𝐿2-sense. In order to understand their link to projections and the use of dual basis
functions as the 𝝁’s, we first introduce the primal basis functions and their corresponding 𝐿2 duals. For a more detailed exposition
and the extensions to multiple dimensions, see [26].

3.1. Primal basis

A primal basis for nodal functions is constructed based on nodal degrees of freedom. Given such degrees of freedom, denoted
by  0

𝑗 , the primal basis functions, denoted by 𝜓 (0)
𝑖 , should satisfy the following property

 0
𝑗 (𝜓

(0)
𝑖 ) = 𝛿𝑖𝑗 . (23)

We consider the MSEM which uses the Gauss–Legendre–Lobatto (GLL) nodes for nodal degrees of freedom. To define the GLL-nodes,
consider the interval 𝐾 = [−1, 1] ⊂ R and let 𝜉𝑖 ∈ 𝐾, 𝑖 = 0,… , 𝑝 be the roots of the polynomial

(

1 − 𝜉2
)

𝐿′
𝑝(𝜉), where 𝐿𝑝(𝜉) is the

Legendre polynomial of degree 𝑝 and 𝐿′
𝑝(𝜉) its derivative. The GLL-nodes are then used to define basis functions that satisfy (23)

with  (0)
𝑗 (𝑓 ) ∶= 𝑓 (𝜉𝑗 )

𝜓 (0)
𝑖 (𝜉) ∶=

𝑝
∏

𝑗=0
𝑗≠𝑖

𝜉 − 𝜉𝑗
𝜉𝑖 − 𝜉𝑗

, 𝑖 = 0, 1,… , 𝑝 . (24)

The basis functions 𝜓 (0)
𝑖 (𝜉), 𝑖 = 0,… , 𝑝 span the finite dimensional subspace 𝑉 . An example of these basis functions for 𝑝 = 3 is

shown in Fig. 1(a).
Next to the basis functions for nodal functions, the MSEM also defines basis functions based on edge degrees of freedom. These

are histopolant basis functions based on integral degrees of freedom, defined as

 1
𝑗 (𝑔) = ∫

𝜉𝑗

𝜉𝑗−1
𝑔(𝜉) 𝑑𝜉, 𝑖 = 1,… , 𝑝, (25)

where  1
𝑗 is a linear functional which extracts integral values from any function 𝑔(𝜉).

As with the nodal basis, in order to define an edge basis, one looks for basis functions, now denoted 𝜓 (1), that satisfy

 1
𝑗 (𝜓

(1)
𝑖 ) = ∫

𝜉𝑗

𝜉𝑗−1
𝜓 (1)
𝑖 (𝜉) 𝑑𝜉 = 𝛿𝑖𝑗 . (26)

he edge basis functions on the GLL-grid can be expressed in terms of the nodal basis as [27]

𝜓 (1)
𝑖 (𝜉) ∶= −

𝑖−1
∑

𝑘=0

d𝜓 (0)
𝑘

d𝜉
, 𝑖 = 1, 2,… , 𝑝. (27)

An example of these basis functions for 𝑝 = 3 is shown in Fig. 1(b). Note that the space spanned by these edge functions is the space
f polynomials of degree (𝑝 − 1).

Remark 3.1. All subsequent references to edge polynomials denoted with degree 𝑝 refer to a polynomial basis of degree (𝑝 − 1).

.2. Dual basis

Based on the primal basis introduced in the previous section, one can derive an associated dual basis. Before doing so, we first
eview the definition of a dual space.

efinition 3.1 ([28]). A linear functional 𝛼 defined on a vector space  is a real-valued linear function that is a mapping 𝛼 ∶  ←←→ R
4

𝛼(𝑎𝒖 + 𝑏𝒗) = 𝑎𝛼(𝒖) + 𝑏𝛼(𝒗), ∀ 𝒖, 𝒗 ∈  and ∀ 𝑎, 𝑏 ∈ R. (28)
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Fig. 1. Nodal Lagrange and corresponding Edge polynomials constructed over 1D mesh with 4 GLL points.

If  is a finite-dimensional vector space with 𝑛 dimensions which has 𝒆1, 𝒆2,… , 𝒆𝑛 as its basis, any arbitrary vector 𝒗 ∈  can be
expanded as a linear combination of the basis vectors; 𝒗 =

∑

𝑗
𝑣𝑗𝒆𝑗 . Subsequently, applying the functional 𝛼 to 𝒗 yields:

𝛼(𝒗) = 𝛼

(

∑

𝑗
𝑣𝑗𝒆𝑗

)

=
∑

𝑗
𝑣𝑗𝛼(𝒆𝑗 ). (29)

Note that the linear functional 𝛼 does not live in the vector space  . Instead, the linear functional lives in a different space
defined as follows.

Definition 3.2 ([28]). The collection of all the linear functionals on the vector space  form a separate vector space referred to
s the dual space denoted by ∗. If  is n-dimensional, then so is ∗, which enables one to define the dual basis 𝜎1, 𝜎2,… , 𝜎𝑛. The
lements in the dual space are referred to as covectors. Furthermore, the canonical dual basis satisfies the property:

𝜎𝑖(𝒆𝑗 ) = 𝛿𝑖𝑗 , (30)

hich, along with the linearity of the 𝜎𝑖, can be used to show that applying 𝜎𝑖 to a vector 𝒗 ∈  simply extracts the 𝑖th component
f 𝒗

𝜎𝑖
(

∑

𝑗
𝒆𝑗𝑣𝑗

)

=
∑

𝑗
𝜎𝑖(𝒆𝑗 )𝑣𝑗 =

∑

𝑗
𝛿𝑖𝑗𝑣

𝑗 = 𝑣𝑖. (31)

The above definition can be used to construct a discrete dual space based on the primal spaces of Section 3.1. For the MSEM,
he 𝐿2 inner product was used to create such a space [26], which will be briefly explained in the next section.

.3. 𝐿2 dual basis

To construct the dual bases, we represent 𝑝ℎ with respect to a nodal basis as

𝑝ℎ(𝜉) =
𝑝
∑

𝑖=0
 0
𝑖 (𝑝

ℎ)𝜓 (0)
𝑖 (𝜉). (32)

n this equation,  0
𝑖 (𝑝

ℎ) are the nodal degrees of freedom, and 𝜓 (0)
𝑖 (𝜉) are the associated basis functions (see (24)). For clarity, the

ollowing shorthand notation will be used [26],

𝑝ℎ(𝜉) = 𝝍 (0)(𝜉) 0(𝑝ℎ), (33)

here

𝝍 (0)(𝜉) =
[

𝜓 (0)
0 (𝜉) 𝜓 (0)

1 (𝜉) ⋯ 𝜓 (0)
𝑝−1(𝜉) 𝜓

(0)
𝑝 (𝜉)

]

and  0(𝑝ℎ) =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

 0
0 (𝑝

ℎ)

 0
1 (𝑝

ℎ)

⋮

 0
𝑝−1(𝑝

ℎ)
0 ℎ

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

. (34)
5

⎣
𝑝 (𝑝 )

⎦
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Now, let 𝑝ℎ and 𝑞ℎ be expanded as in (33). The 𝐿2-inner product between the two is then given by
(

𝑝ℎ, 𝑞ℎ
)

𝐿2(𝐾) = ∫𝐾
𝑝ℎ(𝜉)𝑞ℎ(𝜉) d𝐾 =  0(𝑝ℎ)𝑇M(0) 0(𝑞ℎ), (35)

where M(0) denotes the mass matrix built using the nodal basis functions as

M(0) = ∫𝐾
𝝍 (0)(𝜉)𝑇𝝍 (0)(𝜉) d𝐾. (36)

This mass matrix, and its inverse, can be used to define the dual degrees of freedom and the associated dual basis. The dual edge
degrees of freedom (dual to the primal nodes) are then defined as

̃ 1(𝑝ℎ) = M(0) 0(𝑝ℎ). (37)

Note that these are the degrees of freedom for the dual line elements. The dual basis functions are then

�̃� (1)(𝜉) = 𝝍 (0)(𝜉)M(0)−1 . (38)

See [26] for the details and proofs. The plots of these dual edge polynomials are shown in Fig. 2(a).
Similarly, the basis dual to the primal edge polynomials can also be constructed. Defining 𝑝ℎ and 𝑞ℎ as

𝑝ℎ(𝜉) = 𝝍 (1)(𝜉) 1(𝑝ℎ), 𝑞ℎ(𝜉) = 𝝍 (1)(𝜉) 1(𝑞ℎ) (39)

with

𝝍 (1)(𝜉) =
[

𝜓 (1)
1 (𝜉) 𝜓 (1)

2 (𝜉) ⋯ 𝜓 (1)
𝑝−1(𝜉) 𝜓

(1)
𝑝 (𝜉)

]

and  1(𝑝ℎ) =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

 1
1 (𝑝

ℎ)

 1
2 (𝑝

ℎ)

⋮

 1
𝑝−1(𝑝

ℎ)

 1
𝑝 (𝑝

ℎ)

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

. (40)

The 𝐿2-inner product is now given by
(

𝑝ℎ, 𝑞ℎ
)

𝐿2(𝐾) = ∫𝐾
𝑝ℎ(𝜉)𝑞ℎ(𝜉) 𝑑𝐾 =  1(𝑝ℎ)𝑇M1 1(𝑞ℎ), (41)

where M(1) denotes the mass matrix built using the edge basis functions as

M(1) = ∫𝐾
𝝍 (1)(𝜉)𝑇𝝍 (1)(𝜉) 𝑑𝐾. (42)

Constructing the dual degrees of freedom and dual basis follows the exact same procedure as in the nodal case. Thus, the dual nodal
degrees of freedom (dual to the primal edges) are defined as

̃ 0(𝑝ℎ) = M(1) 1(𝑝ℎ). (43)

Note that these are the degrees of freedom for the dual nodal elements. The dual basis functions are then

�̃� (0)(𝜉) = 𝝍 (1)(𝜉)M(1)−1 . (44)

See again [26] for the details and proofs. The plots of these dual polynomials are shown in Fig. 2(b).
The primal and dual bases discussed thus far have all been defined in a single (reference) domain 𝜉 ∈ 𝐾 = [−1, 1]. For the

generalisation to a multi-element setting over an arbitrary physical domain 𝑥 ∈ 𝛺 = [𝑎, 𝑏] divided into N elements with 𝑎, 𝑏 ∈ R and
𝑎 = 𝑥0 < 𝑥1 <⋯ < 𝑥N−1 < 𝑥N = 𝑏, we introduce the following linear map 𝛷 between 𝐾 and [𝑥𝑛−1, 𝑥𝑛]

𝑥 = 𝛷(𝜉) = 1
2
(1 − 𝜉)𝑥𝑛−1 +

1
2
(1 + 𝜉)𝑥𝑛, −1 ≤ 𝜉 ≤ 1. (45)

Subsequently, the global nodal basis functions are defined as

𝜓 (0)
𝑖 (𝑥) = 𝜓 (0)

𝑗 (𝜉)◦𝛷−1(𝑥) with 𝑖 = 𝑗 + (𝑛 − 1)𝑝, (46)

where 𝑛 = 1,… ,N and 𝑗 = 0,… 𝑝, giving a total of 𝑘 = 𝑝+1+ (N− 1)𝑝 nodal functions. Similarly, the global edge basis functions are
given by

𝜓 (1)
𝑖 (𝑥) = 𝜓 (1)

𝑗 (𝜉)◦
𝛷−1(𝑥)
𝑱

with 𝑖 = 𝑗 + (𝑛 − 1)𝑝, (47)

here 𝑛 = 1,… ,N and 𝑗 = 1,… 𝑝, and 𝑱 = d𝑥
d𝜉 is the Jacobian, giving a total of 𝑘 = 𝑝 + (N − 1)𝑝 edge functions. Further details

regarding the multi-element case may be found in [26, Section 2.3].
6
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Fig. 2. Dual nodal and edge polynomials constructed over 1D mesh with 4 GLL points.

.4. Projections

We define the projections as follows

efinition 3.3. Consider a real-valued infinite-dimensional function space 𝑉 and a finite-dimensional function subspace 𝑉 . A
projection is the mapping  ∶ 𝑉 ←←→ 𝑉 from the infinite-dimensional space to the finite-dimensional one which minimises the difference
between the infinite and finite-dimensional representations in a given norm.

3.4.1. 𝐿2 projection
Effectively, the projection maps continuous quantities (functions) into the discrete finite-dimensional subspace such that the best

possible discrete representation in the considered norm is obtained. We will show that dual basis functions encode the projector.
To demonstrate this fact, consider the 𝐿2 projection 𝐿2 of a function 𝜙 ∈ 𝐿2(𝛺). The minimisation problem thus reads

𝐿2𝜙 = arg min
�̄�∈𝑉

{1
2
‖

‖

�̄� − 𝜙‖
‖

2
𝐿2

}

, (48)

hich gives
(

𝑣ℎ, �̄�
)

𝐿2(𝛺) =
(

𝑣ℎ, 𝜙
)

𝐿2(𝛺) , ∀𝑣ℎ ∈ 𝑉 . (49)

onsidering a 1D case and expanding �̄� in terms of primal edge polynomials and 𝑣ℎ in terms of the corresponding dual basis given
y (43) and (44)

�̄� ∶= 𝝍 (1) 1(�̄�) (50)

𝑣ℎ ∶= �̃� (0)̃ 0(𝑣ℎ), (51)

e obtain after substitution of these expansions into (49),

̃ 0(𝑣ℎ)𝑇
(

�̃� (0),𝝍 (1)
)

𝐿2(𝛺)
 1(�̄�) = ̃ 0(𝑣ℎ)𝑇

(

�̃� (0), 𝜙
)

𝐿2(𝛺)
, ∀̃ 0(𝑣ℎ) ∈ R𝑘. (52)

sing the fact that the primal and the dual bases are bi-orthogonal, i.e.
(

�̃� (0)
𝑖 ,𝝍

(1)
𝑗

)

𝐿2(𝛺)
= 𝛿𝑖,𝑗 , we have

 1(�̄�) =
(

𝝁𝐿2
, 𝜙

)

𝐿2(𝛺)
, (53)

where we introduced 𝝁𝐿2 = �̃� (0). This indicates that the inner product between the 𝐿2 dual basis and any 𝜙 ∈ 𝐿2(𝛺) returns the
expansion coefficients for the projection of 𝜙 onto 𝑉 . The projected solution is then obtained using the primal edge functions, (50).
The plots of these 𝐿2 dual functions in a multi-element setting are shown in Figs. 3 and 4 for different polynomial degrees.

Remark 3.2. We choose the space of edge basis functions to expand the functions in 𝑉 for the 𝐿2 projection for the reason that
the edge functions live strictly in the 𝐿2 space. We may, however, also choose to expand �̄� in nodal basis functions which would

2

7

give us the nodal 𝐿 projection.
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Fig. 3. Primal edge basis functions of polynomial degree 𝑝 = 2 over 2 elements and their corresponding 𝐿2 duals over 𝑥 ∈ 𝛺 ∈ [0, 1].

Fig. 4. Primal edge basis functions of polynomial degree 𝑝 = 3 over 2 elements and their corresponding 𝐿2 duals over 𝑥 ∈ 𝛺 ∈ [0, 1].

3.4.2. 𝐻1
0 Projection

The concept introduced need not be limited to 𝐿2. This may also be extended to other projections giving rise to different sets of
dual basis functions. For instance, considering the 𝐻1

0 projection yields the 𝐻1
0 dual basis functions. We consider the 𝐻1

0 projection
in a manner similar to that for the 𝐿2 but with the projector 𝐻1

0
. For 𝝓 ∈ 𝐻1

0 (𝛺) the minimisation problem reads

𝐻1
0
𝜙 = arg min

�̄�∈𝑉

{1
2
‖

‖

∇�̄� − ∇𝜙‖
‖

2
𝐿2

}

, (54)

which leads to
(

𝑣ℎ, �̄�
)

𝐻1
0 (𝛺) =

(

𝑣ℎ, 𝜙
)

𝐻1
0 (𝛺) , ∀𝑣ℎ ∈ 𝑉 . (55)

For the 1D case, we substitute

�̄� ∶= 𝝍 (0) 0(�̄�) (56)

−𝛥ℎ𝑣ℎ ∶= 𝝍 (0) 0(𝑣ℎ) ⟺ 𝑣ℎ =
(

−𝛥−1ℎ 𝝍
(0)) 0(𝑣ℎ), (57)

into (55) where 𝛥−1ℎ is the discrete inverse Laplacian operator with homogeneous Dirichlet boundaries, and we get

 0(𝑣ℎ)𝑇
(

−𝛥−1𝝍 (0),𝝍 (0))
1  0(�̄�) =  0(𝑣ℎ)𝑇

(

−𝛥−1𝝍 (0), 𝜙
)

1 , ∀ 0(𝑣ℎ) ∈ R𝑘 . (58)
8
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Fig. 5. Primal nodal basis function of polynomial degree 𝑝 = 1 over 2 elements and its corresponding 𝐻1
0 dual over 𝑥 ∈ 𝛺 ∈ [0, 1].

Fig. 6. Primal nodal basis functions of polynomial degree 𝑝 = 3 over 2 elements and their corresponding 𝐻1
0 duals over 𝑥 ∈ 𝛺 ∈ [0, 1].

Using the fact that
(

−𝛥−1ℎ 𝝍
(0)
𝑖 ,𝝍

(0)
𝑗

)

𝐻1
0 (𝛺)

= 𝛿𝑖,𝑗 and the fact that this equation needs to hold for all  0(𝑣ℎ) ∈ R𝑘 gives

 0(�̄�) =
(

−𝛥−1ℎ 𝝍
(0), 𝜙

)

𝐻1
0 (𝛺) . (59)

If we define 𝝁𝐻
1
0 to be the solution of −𝛥ℎ𝝁

𝐻1
0 = 𝝍 (0), this can be written as

 0(�̄�) =
(

𝝁𝐻
1
0 , 𝜙

)

𝐻1
0 (𝛺)

. (60)

Once again, when the expansion coefficients  0(�̄�) are obtained from (60), and we use (56) to produce the 𝐻1
0 projected solution

in 𝑉 .

Remark 3.3. The functionals 𝝁 defined in Sections 3.4.1 and 3.4.2, are explicitly computable, and play the role of the {𝜇𝑖}𝑖=1,…,𝑁

described in the paper of Hughes and Sangalli, [25, (2.17)].

Plots of these dual bases are presented in Figs. 5 and 6. It is evident that the 𝐻1
0 dual functions are all positive functions and
9

inherently global.
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Fig. 7. Greens’ function for the 1D Poisson in 𝛺 = [0, 1].

4. Fine-scale Greens’ function

Having reviewed the formulation of the Fine-Scale Greens’ function and proposing to define the 𝝁’s as dual basis functions,
we now proceed to construct the Fine-Scale Greens’ function. In this section, we present the various computations involved in
constructing the Fine-Scale Greens’ function for the 1D Poisson equation associated with both the 𝐻1

0 and 𝐿2 projections.

4.1. Computing the fine-scale Greens’ function for 1D Poisson

The 1D Poisson problem is stated as follows

− 𝜕
2𝑢
𝜕𝑥2

= 𝑓, 𝑥 ∈ 𝛺 = [0, 1] (61)

𝑢(𝑥) = 0, 𝑥 ∈ 𝜕𝛺. (62)

The (global) Greens’ function for this problem defined in 𝛺 is given by

𝑔(𝑥, 𝑠) =

{

(1 − 𝑠)𝑥, 𝑥 ≤ 𝑠
𝑠(1 − 𝑥), 𝑥 > 𝑠,

(63)

the plot of which is shown in Fig. 7.
Using the Greens’ function and the 𝝁 defined by the dual basis, the Fine-Scale Greens’ function from (22) may be computed

componentwise. We start with the term 𝝁𝑇 which is a row vector defined as

𝝁𝑇 = [𝜇0,𝜇1,…𝜇𝑘], with 𝜇𝑖 ∶= ∫𝛺
𝑔(𝑥, 𝑠)𝜇𝑖(𝑠) d𝑠, (64)

where the components of the vector correspond to the solution of the underlying PDE (the Poisson equation in this case) with 𝝁 as
right hand side term. Similarly, the matrix 𝝁𝝁𝑇 is computed as follows

𝝁𝝁𝑇 =
⎡

⎢

⎢

⎣

𝑉 ∗ ⟨𝜇0,𝜇0⟩𝑉 … 𝑉 ∗ ⟨𝜇0,𝜇𝑘⟩𝑉
⋮ ⋱ ⋮

𝑉 ∗ ⟨𝜇𝑘,𝜇0⟩𝑉 … 𝑉 ∗ ⟨𝜇𝑘,𝜇𝑘⟩𝑉

⎤

⎥

⎥

⎦

, (65)

where the columns can be recognised as the projection of 𝝁𝑇 onto 𝑉 . As such, we have to respect that the entries of the matrix
are duality pairings, meaning that for the 𝐻1

0 projection, we have:

𝝁𝝁𝑇 =

⎡

⎢

⎢

⎢

(

𝜇0,𝜇0
)

𝐻1
0 (𝛺) …

(

𝜇0,𝜇𝑘
)

𝐻1
0 (𝛺)

⋮ ⋱ ⋮
(

𝜇 ,𝜇
)

1 …
(

𝜇 ,𝜇
)

1

⎤

⎥

⎥

⎥

, with
(

𝜇𝑖,𝜇𝑗
)

𝐻1
0 (𝛺) ∶= ∫𝛺

𝜕𝜇𝑖
𝜕𝑥

𝜕𝜇𝑗
𝜕𝑥

d𝑥, (66)
10

⎣
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Fig. 8. 𝜇𝑖 computed with 𝐻1
0 and 𝐿2 dual basis functions for the Poisson equation.

and similarly for the 𝐿2 projection we have:

𝝁𝝁𝑇 =

⎡

⎢

⎢

⎢

⎣

(

𝜇0,𝜇0
)

𝐿2(𝛺) …
(

𝜇0,𝜇𝑘
)

𝐿2(𝛺)
⋮ ⋱ ⋮

(

𝜇𝑘,𝜇0
)

𝐿2(𝛺) …
(

𝜇𝑘,𝜇𝑘
)

𝐿2(𝛺)

⎤

⎥

⎥

⎥

⎦

, with
(

𝜇𝑖,𝜇𝑗
)

𝐿2(𝛺) ∶= ∫𝛺
𝜇𝑖𝜇𝑗 d𝑥. (67)

The components of 𝝁𝑇 are plotted in Fig. 8 for both the 𝐻1
0 and 𝐿2 projections. 𝝁𝝁𝑇 is then found by using (65) with the

omputed 𝝁𝑇 .
Lastly, we consider the term 𝝁 which is a functional expressed as a column vector defined as

𝝁(𝜈) =
⎡

⎢

⎢

⎣

𝑉 ∗ ⟨𝜇0,𝜈⟩𝑉
⋮

𝑉 ∗ ⟨𝜇𝑘,𝜈⟩𝑉

⎤

⎥

⎥

⎦

, ∀𝜈 ∈ 𝑉 ∗. (68)

he act of applying 𝝁 to an arbitrary function 𝜈 ∈ 𝑉 ∗ is equivalent to computing the projection of the solution to the underlying PDE
ith 𝜈 as its source term. Computing the components of 𝝁 is rather complicated, specifically for the 𝐻1

0 projection. In particular,
he issue arises from the duality pairing which requires the derivative of the piece-wise smooth Greens’ function

(

𝜇𝑖,𝜈
)

𝐻1
0 (𝛺) =

[

∫𝛺
𝜕𝜇𝑖
𝜕𝑥

𝜕
𝜕𝑥

d𝑥
]

𝜈. (69)

Attempting to compute these integrals using standard quadrature rules will yield very poor results stemming from the fact that
the discontinuity in 𝜕

𝜕𝑥
will not be adequately captured by the quadrature. To resolve this issue, we split up the integral over the

omain based on the known location of the discontinuity of 𝜕
𝜕𝑥

(along 𝑥 = 𝑠) and use the standard Gauss Lobatto quadrature to
ntegrate the smooth functions on either side of the discontinuity. In contrast, for the 𝐿2 case, 𝝁 may be computed directly with

standard quadrature as it only involves the 𝐿2 pairing between 𝝁 and . Plots for the components of 𝝁 computed using the dual
basis functions from Figs. 4 and 6 are shown in Fig. 9. Moreover, Fig. 9(a) shows 𝝁 computed using two separate methods, where
the solid lines correspond to the aforementioned discontinuity splitting integral approach and the dotted lines corresponding to the
standard quadrature rule.

In the specific case of the Poisson equation and the 𝐻1
0 projection, the entries of 𝝁 simply yield the 𝝁’s themselves as is apparent

in Fig. 9(a). This is attributed to the fact that the 𝐻1
0 projection encodes the Poisson problem as the projector is the differential

operator. Consider 𝑢𝑒𝑥𝑎𝑐𝑡 to be the exact (strong) solution to (61) satisfying (62), from (60) we note that the 𝐻1
0 projection (�̄�) of

𝑒𝑥𝑎𝑐𝑡 is given by

 0(�̄�) =
(

𝝁𝐻
1
0 , 𝑢𝑒𝑥𝑎𝑐𝑡

)

𝐻1
0 (𝛺)

←←→ �̄� = 𝝍 (0) 0(�̄�). (70)

pplying the pairing and employing integration by parts yields

 0(�̄�) =
𝜕𝝁𝐻

1
0 𝜕𝑢𝑒𝑥𝑎𝑐𝑡 d𝑥 = ��

��
𝝁𝐻

1
0
𝜕𝑢𝑒𝑥𝑎𝑐𝑡 ||

|

|

− 𝝁𝐻
1
0
𝜕2𝑢𝑒𝑥𝑎𝑐𝑡

2
d𝑥, (71)
11
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�
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s

Fig. 9. 𝜇𝑖 computed with 𝐻1

0 and 𝐿2 dual basis functions for the Poisson equation with the solid and dotted lines in Fig. 9(a) corresponding to the discontinuity
plitting integral approach and the standard quadrature rule, respectively.

Fig. 10. Mesh with polynomial degree 𝑝 = 2 and 2 elements.

where the boundary term emerging from the integration by parts vanishes due to 𝝁𝐻
1
0 being zero at the boundaries. Moreover, since

𝑢𝑒𝑥𝑎𝑐𝑡 satisfies (61), we have

 0(�̄�) = ∫𝛺
𝝁𝐻

1
0 𝑓 d𝑥, (72)

by which is it evident that the Poisson problem is embedded in the 𝐻1
0 projection. It further implies that the exact 𝐻1

0 projection
of the Poisson equation can be computed without ever requiring the exact solution.

With all these components in place, the Fine-Scale Greens’ function may be assembled. Before doing so, however, it is worthwhile
reviewing the sequence of mappings associated with the Fine-Scale Greens’ function. The full expression for computing 𝑢′ reads

𝑢′ = ℛ�̄� − 𝝁𝑇 [𝝁𝝁𝑇 ]−1𝝁ℛ�̄�, (73)

where we see the first term (ℛ�̄�) is the (global) Greens’ function applied to the residual of the resolved scales. The same term
appears in the second term of (73), but there it is accompanied by 𝝁, which indicates it is being projected onto the finite-dimensional
resolved space. The remaining component 𝝁𝑇 [𝝁𝝁𝑇 ]−1 is rather interesting as it reproduces the resolved scale basis as shown in
Figs. 10 and 11.

The term 𝝁𝑇 [𝝁𝝁𝑇 ]−1 can thus be seen as a reconstruction/interpolation operator mapping discrete quantities from the resolved
finite-dimensional space to the continuous space. Therefore, the term 𝝁𝑇 [𝝁𝝁𝑇 ]−1𝝁ℛ�̄� simply equates to the component of ℛ�̄�
that lives in the resolved space. Note, it is not a projection of the residual, but rather the projection of  applied to the residual.

Figs. 12(a) and 12(b) show the resulting Fine-Scale Greens’ functions for the 𝐻1
0 and 𝐿2 projections, respectively. Furthermore,

1

12

Figs. 13 and 14 show the 𝐻0 Fine-Scale Greens’ function alongside the localised Element’s Greens’ function for 𝑝 = 1 and 𝑝 = 2.
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Fig. 11. Mesh with polynomial degree 𝑝 = 3 and 2 elements.

Fig. 12. Fine-Scale Greens’ functions for 1D Poisson equation on a mesh with polynomial degree 𝑝 = 2 and 2 elements.

Here we find that the Fine-Scale Greens’ function for the 𝑝 = 1 case exactly corresponds to the local Element’s Greens’ function.
This, however, is no longer true for 𝑝 > 1.

4.2. Reconstruction of fine-scale terms of a projection for 1D Poisson

In order to carry out numerical tests with the constructed Fine-Scales Greens’ function, we consider the sample Poisson problem
from (61) with

𝑓 = 4𝜋2 sin (2𝜋𝑥), (74)

for which the exact solution is given by

𝑢𝑒𝑥𝑎𝑐𝑡 = sin (2𝜋𝑥). (75)

We then compute the exact 𝐻1
0 and 𝐿2 projections of the exact solution using the corresponding dual basis functions as previously

described. The plots of the exact solution along with its 𝐻1
0 and 𝐿2 projections onto the finite-dimensional mesh are shown in

Figs. 15(a) and 16(a) for two polynomial approximations. Once again, we choose a 𝐿2 projection that maps onto the space of edge
polynomials following the line of reasoning in Remark 3.2. As a consequence, the degree of polynomials spanning the 𝐿2 space is
(𝑝 − 1) (see Remark 3.1).
13
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Fig. 13. Greens’ functions for 1D Poisson equation on a mesh with polynomial degree 𝑝 = 1 and 2 elements.

Fig. 14. Greens’ functions for 1D Poisson equation on a mesh with polynomial degree 𝑝 = 2 and 2 elements.

Applying the respective Fine-Scale Greens’ functions to the residual of the respective projections yields the exact unresolved scales
of the projections as shown in Figs. 15(b) and 16(b) for the 𝐻1

0 projection and Figs. 15(c) and 16(c) for the 𝐿2 projection. These
figures also include the plots of the individual components ℛ�̄� and 𝝁𝑇

[

𝝁𝝁𝑇
]−1 𝝁ℛ�̄�. These individual components highlight

the main characteristic of the Fine-Scale Greens’ function, namely the subtraction of the component of ℛ�̄� that lives in the resolved
space.

4.3. Computing the fine-scale terms of a projection for 1D advection–diffusion

In a manner similar to that considered for the 1D Poisson equation, we can apply this approach to construct the Fine-Scale
Greens’ function for the 1D advection–diffusion equation. The governing equation for the 1D advection–diffusion problem reads as
follows

𝑐 𝜕𝑢
𝜕𝑥

− 𝜈 𝜕
2𝑢
𝜕𝑥2

= 𝑓, 𝑥 ∈ 𝛺 = [0, 1] (76)

𝑢(𝑥) = 0, 𝑥 ∈ 𝜕𝛺, (77)
14
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Fig. 15. Mesh with polynomial degree 𝑝 = 1 and 5 elements.

with the constants, 𝑐 and 𝜈 being the advection speed and diffusion coefficient, respectively.
In this simple 1D setting, the global Greens’ function for the advection–diffusion equation in 𝛺 can be found to be

𝑔(𝑥, 𝑠) =

⎧

⎪

⎨

⎪

⎩

1−𝑒
−2𝛼

(

1− 𝑥ℎ
)

𝑐(1−𝑒−2𝛼)

(

1 − 𝑒−2𝛼
𝑠
ℎ
)

, 𝑥 ≤ 𝑠

𝑒2𝛼
𝑥
ℎ −1

𝑐(1−𝑒−2𝛼)

(

𝑒−2𝛼
𝑠
ℎ − 𝑒−2𝛼

)

, 𝑥 > 𝑠
(78)

𝛼 = 𝑐ℎ
2𝜈
, (79)

where ℎ is the domain width and 𝛼 is the mesh Peclet number. In theory, we can take this Greens’ function and construct the
Fine-Scale Greens’ function for any projector using the aforementioned approach. This poses two notable complications, however,
one relating to the integration of the Greens’ function’s sharp gradients at high Peclet numbers and the second being the loss of
generality in multi-dimensional settings where the global Greens’ function of the advection–diffusion problem is not readily available.
We therefore adopt an alternate approach for the advection–diffusion problem which bypasses these shortcomings.

This entails rewriting the advection–diffusion equation as a Poisson problem with a modified right hand side term as follows

− 𝜕
2𝑢
𝜕𝑥2

= 1
𝜈
𝑓 − 𝑐

𝜈
𝜕𝑢
𝜕𝑥
, (80)

for which the resolved component of the variational form reads

−
⟨

𝜕2�̄� , �̄�
⟩

−
⟨

𝜕2𝑢′ , �̄�
⟩

=
⟨( 1𝑓 − 𝑐 𝜕𝑢 ) , �̄�

⟩

∀�̄� ∈ 𝑉 , (81)
15
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Fig. 16. Mesh with polynomial degree 𝑝 = 2 and 5 elements.

and the fine scales may be computed using the Fine-Scale Greens’ function for Poisson equation as follows

𝑢′ = ′ℛ�̄� = ′
(

( 1
𝜈
𝑓 − 𝑐

𝜈
𝜕𝑢
𝜕𝑥

)

+ 𝜕2�̄�
𝜕𝑥2

)

. (82)

ote that in the diffusive limit with 𝑐 = 0 this reverts back to the formulation for the Poisson equation. Another important thing to
ote is that the advection term 𝜕𝑢

𝜕𝑥
appearing in the residual is the gradient of the exact solution and not �̄�. This term thus needs

special treatment which will be discussed shortly. We will first demonstrate how this formulation reconstructs the fine scales for the
projections in Section 4.4, when we substitute the known exact derivative of the solution in the residual. Thereafter in Section 4.5,
we describe an iterative approach which overcomes the need to have the exact derivative of the solution.

4.4. Reconstruction of fine-scale terms of a projection for 1D advection–diffusion

We consider the advection–diffusion equation from (76) with the following input parameters

𝑓 = 1, 𝑐 = 1, 𝜈 = 0.01, 𝛼 = 50 (83)

for which the exact solution and the exact solution gradient are given by

𝑢𝑒𝑥𝑎𝑐𝑡 =
1
𝑐

(

𝑥 − 𝑒𝛼(𝑥−1) − 𝑒−𝛼
1 − 𝑒−𝛼

)

(84)

𝜕𝑢𝑒𝑥𝑎𝑐𝑡
𝜕𝑥

= 1
𝑐

(

1 − 𝛼𝑒𝛼(𝑥−1)

1 − 𝑒−𝛼

)

(85)

The plot of the exact solution and its 𝐻1
0 and 𝐿2 projections onto different meshes are shown in Figs. 17(a) and 18(a). The exact

fine scales and the reconstruction thereof using the (Poisson) Fine-Scale Greens’ function are shown in Figs. 17(b) and 18(b) for the
16
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Fig. 17. Mesh with polynomial degree 𝑝 = 2 and 3 elements.

𝐻1
0 projection and in Figs. 17(c) and 18(c) for the 𝐿2 projection. As evident from these figures, the proposed formulation correctly

reconstructs all the fine scales missing in the projection. However, as noted before, this approach required the gradient of the exact
solution to be available which makes it unusable for any VMS formulation in practice.

4.5. Iterative VMS approach

The need for the derivative of the exact solution in the above demonstration can be avoided using an iterative procedure. The goal
of this iterative approach is to produce a VMS formulation for the advection–diffusion equation which yields the exact projection
and the missing fine scales. Here, we focus on the 𝐻1

0 projection, motivated by the fact that the exact solution lives in the 𝐻1
0 space.

We note, however, that this iterative concept is not limited to 𝐻1
0 and can be extended to other projections.

To construct an iterative approach that solves for 𝐻1
0 projection, we start with the resolved scale equation from (81) where we

take 𝑣 = 𝝁𝐻
1
0 as the test functions and apply an 𝐿2 pairing

−
(

𝝁𝐻
1
0 , 𝜕

2𝑢
𝜕𝑥2

)

𝐿2(𝛺)
=
(

𝝁𝐻
1
0 , 1
𝜈
𝑓
)

𝐿2(𝛺)
−
(

𝝁𝐻
1
0 , 𝑐
𝜈
𝜕𝑢
𝜕𝑥

)

𝐿2(𝛺)
. (86)

f we apply integration by parts to the left-hand side, we get

���
��

−𝝁𝐻
1
0
𝜕𝑢
𝜕𝑥

|

|

|

|

|𝜕𝛺
+

(

𝜕𝝁𝐻
1
0

𝜕𝑥
, 𝜕𝑢
𝜕𝑥

)

𝐿2(𝛺)

=
(

𝝁𝐻
1
0 , 1
𝜈
𝑓
)

𝐿2(𝛺)
−
�

�
��𝝁𝐻

1
0 𝑢
|

|

|

|

|𝜕𝛺
+

(

𝜕𝝁𝐻
1
0

𝜕𝑥
, 𝑐
𝜈
𝑢

)

𝐿2(𝛺)

, (87)

here the boundary terms cancel due to 𝝁𝐻
1
0 being zero at the boundaries. Furthermore, the remaining term on the left can be

dentified to be a duality pairing in 𝐻1, which exactly yields the expansion coefficients of the projection ( 0(�̄�)) as noted in (60).
17
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Fig. 18. Mesh with polynomial degree 𝑝 = 4 and 3 elements.

We thus have the following equations for the projection/resolved scales and the fine scales

 0(�̄�) =
(

𝝁𝐻
1
0 , 1
𝜈
𝑓
)

𝐿2(𝛺)
+

(

𝜕𝝁𝐻
1
0

𝜕𝑥
, 𝑐
𝜈
(

�̄� + 𝑢′
)

)

𝐿2(𝛺)

→ �̄� = 𝝍 (0) 0(�̄�) (88)

𝑢′ = ′ℛ�̄� = ′
(

1
𝜈
𝑓 − 𝑐

𝜈
𝜕�̄�
𝜕𝑥

− 𝑐
𝜈
𝜕𝑢′

𝜕𝑥
+ 𝜕2�̄�
𝜕𝑥2

)

, (89)

where use the fact that 𝑢 = �̄� + 𝑢′. An important thing to note is that this formulation solves for the strong 𝑢′ which we choose to
represent on a finer mesh.1 For conciseness, we will use the following shorthand notation to represent the above equations

�̄� = �̄�(𝑓, �̄�, 𝑢′) (90)

𝑢′ = 𝜱′(𝑓, �̄�, 𝑢′). (91)

In order to solve this coupled set of equations, we employ an iterative scheme, where we initialise �̄�0 = 0 and 𝑢′0 = 0, and use the
following update equations to compute �̄� and 𝑢′ at the 𝑖 + 1 iteration

�̄�𝑖+1 = �̄�𝑖 +𝑤(�̄�(𝑓, �̄�𝑖, 𝑢′𝑖) − �̄�𝑖) (92)

𝑢′𝑖+1 = 𝑢′𝑖 +𝑤(𝜱
′(𝑓, �̄�𝑖, 𝑢′𝑖) − 𝑢

′
𝑖), (93)

1 The finer mesh is solely used to represent/plot 𝑢′.
18
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Fig. 19. Exact solution and its 𝐻1
0 projection plotted alongside the Galerkin solution and the iterative VMS approach.

Fig. 20. Exact fine-scales and the fine-scales for the 𝐻1
0 projection computed using the Fine-Scale Greens’ function through the iterative approach.

with 𝑤 as the under-relaxation factor which we set equal to 1
2𝛼 , with 𝛼 given by (79). We successively iterate the above equations

until the residual drops below a user-specified tolerance 𝜀, ‖
‖

�̄�𝑖+1 − �̄�𝑖‖‖𝐿2 < 𝜀. For all the results shown in this subsection, the tolerance
as set to 𝜀 = 10−8.

The results of this iterative VMS approach are shown in Figs. 19 and 20. Firstly, Fig. 19 shows the exact solution and its 𝐻1
0

rojection plotted alongside the Galerkin solution and the newly proposed iterative VMS approach (labelled as ‘VMS’). Subsequently,
ig. 20 shows the computed 𝑢′ alongside the exact fine-scales of the projection. From these results, it is evident that the iterative VMS
pproach successfully yields, up to integration and iteration error, a numerical solution that is the projection of the exact solution
nd it further returns the corresponding missing fine scales. It is worth noting that the proposed iterative approach is subject to
ome amount of numerical error as evident through the small discrepancy between the exact and the iteratively computed fine
cales seen in Fig. 20. This error is attributed to the choice of 𝜀 and the refinement level of the finer mesh where we represent 𝑢′
i.e. the degree of precision of the quadrature rule used for (89)).

. Computing the Fine-Scale Greens’ function for 2D problems

We now demonstrate that the aforementioned claim that the Fine-Scale Greens’ function can be constructed using dual basis
unctions naturally extends to multi-dimensional cases. For the sake of demonstration, we limit our focus to the 𝐻1

0 projection and
he 2D Poisson equation given by

−∇ ⋅ ∇𝜙 = 𝑓, 𝒙 ∈ 𝛺 = [0, 1]2 (94)
19

𝜙(𝒙) = 0, 𝒙 ∈ 𝜕𝛺. (95)
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Fig. 21. Truncated Greens’ function for 2D Poisson equation at various points in the domain.

he Greens’ function associated with this problem may be expressed as an eigenfunction expansion as follows [29]

𝑔(𝒙, 𝒔) = 𝑔(𝑥, 𝑦, 𝑠1, 𝑠2) =
∞
∑

𝑛=1
−
(2 sin

(

𝑛𝜋𝑠1
)

sin (𝑛𝜋𝑥))
(𝑛𝜋 sinh (𝑛𝜋))

{

sinh (𝑛𝜋(𝑠2 − 1)) sinh (𝑛𝜋𝑦), 𝑦 < 𝑠2
sinh (𝑛𝜋(𝑦 − 1)) sinh (𝑛𝜋𝑠2), 𝑦 ≥ 𝑠2.

(96)

To derive the 𝐻1
0 dual basis functions for the 2D case, we substitute

�̄� ∶= �̃� (0)̃ 0(�̄�) (97)

−𝛥ℎ𝑣ℎ ∶= �̃� (0)̃ 0(𝑣ℎ) ⟺ 𝑣ℎ =
(

−𝛥−1ℎ �̃�
(0)
)

̃ 0(𝑣ℎ), (98)

into (55), which yields

̃ 0(𝑣ℎ)𝑇
(

−𝛥−1ℎ �̃�
(0), �̃� (0)

)

𝐻1
0 (𝛺)

̃ 0(�̄�) = ̃ 0(𝑣ℎ)𝑇
(

−𝛥−1ℎ �̃�
(0), 𝜙

)

𝐻1
0 (𝛺)

, ∀̃ 0(𝑣ℎ)𝑇 ∈ R𝑛. (99)

As for the 1D case, we use the fact that
(

−𝛥−1ℎ �̃�
(0), �̃� (0)

)

𝐻1
0 (𝛺)

= 𝛿𝑖,𝑗 which gives

̃ 0(�̄�) =
(

−𝛥−1ℎ �̃�
(0), 𝜙

)

𝐻1
0 (𝛺)

. (100)

Subsequently we define our 2D 𝐻1
0 dual basis functions 𝝁𝐻

1
0 as

𝝁𝐻
1
0 ∶= −𝛥−1ℎ �̃�

(0). (101)

Remark 5.1. The 2D 𝐻1
0 dual basis functions are defined using the dual nodal functions �̃� (0) as opposed to the primal nodal functions

used for the 1D case. See Appendix and [30] for details on the construction of the discrete Laplacian operator.

Using these 𝐻1
0 dual basis functions and the Greens’ function in (96), we can construct the Fine-Scale Greens’ function in the exact

same manner as for the 1D case. We choose to truncate the series in (96) to a finite value of 100 terms for practical implementation.
The plot of the truncated Greens’ function and the corresponding Fine-Scale Greens’ function for the 𝐻1

0 projection are visualised
in Fig. 21 and Fig. 22 respectively.

5.1. Reconstruction of fine-scale terms of a projection (2D)

We perform similar numerical tests as for the 1D case where we compute the projection of an exact solution to the Poisson
problem and reconstruct the fine scales. For this 2D case, we take as the source term

𝑓 = 8𝜋2 sin (2𝜋𝑥) sin (2𝜋𝑦), (102)

which leads to the following exact solution

𝜙𝑒𝑥𝑎𝑐𝑡 = sin (2𝜋𝑥) sin (2𝜋𝑦). (103)

The exact solution and its 𝐻1
0 projection onto two different meshes2 are shown in Figs. 23 and 25. Subsequently, the exact fine

scales and the reconstruction thereof computed using the Fine-Scale Greens’ function are shown in Figs. 24 and 26. These plots
clearly indicate that the described Fine-Scale Greens’ function correctly reproduces the missing unresolved scales of a projection.

2 𝑝 refers to degree of nodal polynomials, see Remark 3.1
20
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Fig. 22. Fine-Scale Greens’ function for 2D Poisson equation at various points in the domain.

Fig. 23. Exact solution and 𝐻1
0 projection of 2D Poisson equation on a mesh with 2 × 2 elements with polynomial degree 𝑝 = 1.

Fig. 24. Unresolved fine-scales of the 𝐻1
0 projection of the 2D Poisson equation on a mesh with 2 × 2 elements with polynomial degree 𝑝 = 1.
21
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Fig. 25. Exact solution and 𝐻1
0 projection of 2D Poisson equation on a mesh with 2 × 2 elements with polynomial degree 𝑝 = 4.

Fig. 26. Unresolved fine-scales of the 𝐻1
0 projection of the 2D Poisson equation on a mesh with 2 × 2 elements with polynomial degree 𝑝 = 4.

6. Summary

In this paper, we have proposed a new approach for explicitly constructing the Fine-Scale Greens’ function by employing the
concept of dual basis functions. We have shown that these dual basis functions encode the projector and are explicitly computable
thus making them an appropriate choice for the 𝝁’s presented in [25]. Moreover, the constructed Fine-Scale Greens’ function is
clearly shown to successfully reconstruct all the missing fine scales truncated with the projection. Since the dual basis functions
naturally extend to higher dimensions, we have a generalised approach for computing the Fine-Scale Greens’ function for any
projector in arbitrary dimensions. Furthermore, even though we solely focus on the Fine-Scale Greens’ functions for the Poisson
equation, we have demonstrated that it may be employed in VMS approaches for other problems such as the steady advection–
diffusion problem albeit in a non-monolithic manner. We do remark that while everything we presented was implemented in
the context of the MSEM, the concepts of the dual basis may be employed in any other framework to produce an appropriate
Fine-Scale Greens’ function. Regarding future work, a natural continuation of this paper will be the development of numerical
integration rules that accurately and efficiently integrate the Fine-Scale Greens’ function. Subsequently, the methodology could be
22
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expanded to address increasingly intricate non-linear problems, such as the Navier–Stokes equations, with consideration given to
multi-dimensional advection–diffusion problems as intermediary stages.

CRediT authorship contribution statement

Suyash Shrestha: Writing – review & editing, Writing – original draft, Methodology, Conceptualization. Joey Dekker: Writing
– review & editing, Writing – original draft, Methodology, Conceptualization. Marc Gerritsma: Writing – review & editing, Writing
– original draft, Methodology, Conceptualization. Steven Hulshoff: Writing – review & editing, Methodology, Conceptualization.
Ido Akkerman: Writing – review & editing, Methodology, Conceptualization.

Declaration of competing interest

The authors declare that they have no known competing financial interests or personal relationships that could have appeared
to influence the work reported in this paper.

Data availability

Data will be made available on request.

Appendix. Discrete Laplacian operator in 2D

In this section, we shall describe the construction of the discrete Laplacian operator used for defining the 𝐻1
0 projection in 2D

from Section 5. We start with a Poisson problem defined as follows

−∇ ⋅ ∇𝜙 = 𝑓, 𝒙 ∈ 𝛺 (A.1)

𝜙(𝒙) = 0, 𝒙 ∈ 𝜕𝛺. (A.2)

e then rewrite the problem in a mixed formulation by defining a vector field 𝑢 as the gradient of 𝜙

𝑢 − ∇𝜙 = 0 (A.3)

−∇ ⋅ 𝑢 = 𝑓. (A.4)

The Galerkin weak form of this mixed formulation is obtained by testing (A.3) with 𝑣 ∈ 𝐻(𝑑𝑖𝑣,𝛺) and (A.4) with 𝜑 ∈ 𝐿2(𝛺)

(

𝑣, 𝑢
)

𝐿2(𝛺) +
(

∇ ⋅ 𝑣, 𝜙
)

𝐿2(𝛺) = ∫𝜕𝛺
𝜙𝑣 ⋅ 𝑛 d𝛤 , ∀𝑣 ∈ 𝐻(𝑑𝑖𝑣,𝛺) (A.5)

−
(

𝜑,∇ ⋅ 𝑢
)

𝐿2(𝛺) = (𝜑, 𝑓 )𝐿2(𝛺) , ∀𝜑 ∈ 𝐿2(𝛺), (A.6)

where we have performed integration by parts on the gradient of 𝜙 and the emerging boundary integral is used to weakly impose
the homogeneous Dirichlet boundary condition by setting it to zero. Carrying out this integration by parts is what allows us to
eventually perform the 𝐻1

0 projection in a discontinuous space.
An important remark about the choice of function spaces is that they satisfy the De Rham sequence, i.e. applying the divergence

to an element of 𝐻(𝑑𝑖𝑣,𝛺) maps the element to 𝐿2(𝛺)

𝐻(𝑑𝑖𝑣,𝛺)
∇⋅
←←←←←←←←←←→ 𝐿2(𝛺).

This property must also be satisfied at the discrete level when selecting the finite-element subspaces, see [31].
Transforming (A.5) and (A.6) into the discrete setting by expanding 𝜙 in the space of dual nodal basis functions (𝜙 = �̃� (0)𝝓) and

𝑢 in (2D) edge basis functions (𝑢 = 𝝍 (1)𝒖) gives

M(1)𝒖 + ∇𝑇ℎ ⋅ 𝝓 = 0 (A.7)

−∇ℎ ⋅ 𝒖 = �̂� , (A.8)

where M(1) is mass matrix whose entries correspond to the 𝐿2 inner product of the basis functions spanning a subset of 𝐻(𝑑𝑖𝑣,𝛺)
2D edge basis functions

(

𝜓 (1)
𝑖 , 𝜓 (1)

𝑗

)

𝐿2(𝛺)
), ∇ℎ⋅ is the discrete divergence operator, and 𝒖 and 𝝓 are the degrees of freedom. Given

he invertibility of M(1), [26], we rearrange (A.7) to get an expression for 𝒖 as follows

𝒖 = −M(1)−1∇𝑇ℎ ⋅ 𝝓, (A.9)

hich we plug into (A.8) to get

∇ℎ ⋅M(1)−1∇𝑇ℎ ⋅ 𝝓 = �̂� . (A.10)

Hence, the discrete operator for the negative Laplacian is given as
(1)−1 𝑇
23

−𝛥ℎ = ∇ℎ ⋅M ∇ℎ ⋅ . (A.11)
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