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Abstract

GNSS receivers can suffer severely from radio frequency interference (RFI). RFI can introduce errors
in the position and time calculations or if the interference is very severe, can lead to a total loss of
GNSS reception. This vulnerability of GNSS can have large implications on critical infrastructure such
as power plants, telephony, aviation or search and rescue operations. RFl is a real threat to GNSS as
many interfering incidents are reported every day.

A common type of RFl is chirp interference, which is a sweep over a wide range of frequencies that
overlap with the frequencies used by GNSS. This is often emitted by cheap Personal Privacy Devices
that can be bought online. The question in this thesis was how well such interference can be modelled
and if modelling could help mitigation against it.

This thesis consists of two main parts. In the first part a novel estimator is proposed that assumes
a mathematical model of a chirp and estimates its parameters from recordings of chirps. The estimator
has shown to work well in simulations for chirps with an SNR of —9dB or more. On real recordings the
estimates were accurate for 66.7 % of the signals.

In the second part the estimator was used to derive a filter. The filter is based on the subtraction of
a replica of the chirp interference from the received signal. It uses the proposed estimator to create the
replica. In simulations, the filter is able to improve correlation strength by up to 7 dB. On real recordings
the performance was worse as for only 46 % of the recordings the GNSS correlation was increased.

Both the estimator and filter have many ways in which they could be improved. The estimator can
be improved to allow for more complex chirps, which would in turn improve the filter. Both can also be
made more computationally efficient.

Furthermore, in order to get a better understanding of Personal Privacy Devices, one such device
has been tested. It was found that the signal from the device was very unstable and changed much
over time, it was also highly dependent on ambient temperature.
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Introduction

1.1. GNSS

A Global Navigation Satellite System, GNSS for short, is the general term for a satellite navigation
system. Well known systems such as GPS (US) and Galileo (European Union) are examples of GNSS.
These systems have become ubiquitous in our modern society. Most people will know GNSS from
their smart phones and turn-by-turn navigation for accurately pinpointing their location. The system is
however used in many more applications such as navigation in aviation or the maritime sector, military
applications or geodesy. Perhaps lesser known are its applications as a very precise source of time.
Due to the way GNSS operates, it is able to tell time with an accuracy of <40ns [2]. This is used for
example for synchronising power plants, for the operation of mobile telephony and for time stamping
financial transactions.

Most users will not question the presence of GNSS and rely on it assuming it always works. For ev-
eryday applications such as navigation this is reasonable, especially since it indeed provides accurate
position and time info at least 95 % of the time [2]. For the more critical applications however, it is very
important not to take GNSS for granted, but to be prepared in case the system malfunctions.

GNSS systems can suffer multiple problems. These can be urban environments which lead to
multipath and fading effects, solar storms or just satellite maintenance. Another threat to GNSS is
intentional or unintentional radio frequency interference, which is the scope of this thesis. In the next
section this problem will be elaborated on.

1.1.1. Interference

GNSS signals are very weak when they reach the surface of the earth, they can have powers as
low as —158dBW (=~ — 1.6 x 10" W) [3]. This makes them very vulnerable to Radio Frequency
Interference (RFI). Only very limited transmit power is required to emit a much stronger signal than the
GNSS signals and render them useless. The GNSS frequency bands, see figure 1.1, are restricted
virtually anywhere on the planet, making this illegal and therefore also unexpected for most users.
Unfortunately, interfering signals are not uncommon and their impact can be big. Please note that this
is not only a hypothetical problem, but many incidents have already been reported. There are a few
different types of interfering signals as will now be discussed.

There are some important distinctions to be made in the context of interference with respect to
GNSS. First of all interference can either be manmade or the result of a natural process. Natural
processes could for example be heavy solar activity or ionospheric effects and are clearly something
nobody has control over. Manmade interference can be subdivided further.

Manmade interference could be unintentional or intentional. Unintentional interference is in many
cases the result of out-of-band emissions (e.g. higher harmonics) from malfunctioning electronics,
such as telecommunication broadcasting towers. Then finally there is intentional interference, which
can be very problematic since it can be targeted to a specific victim. The intentional interference could
be either jamming or spoofing. In the case of jamming, a strong interfering signal is emitted within
the band which causes a reduced performance of the GNSS receiver and can in severe cases can
even cause the receiver to fail entirely. This is also known as a denial-of-service (DoS) attack. These

1
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Figure 1.1: Frequency bands of Galileo and GPS. Image taken from [1]

attacks are illegal, but easy to perform for anyone as simple GNSS jammers can be bought online. One
common type of jammer plugs into the 12V socket in your car and that is all that is needed. One such
jammer has been examined in further detail, the observations can be found in appendix A. Commercial
jammers are also referred to as Personal Privacy Devices or PPDs. The signals that they emit vary, as
will be the focus of section 2.1.

Spoofing is a bit more sophisticated as it requires well engineered signals and specific hardware
and software to work properly. The idea here is to mimic the GNSS satellites and trick the receiver into
thinking it is in a different location and possibly at a different time.

The distinction made in this section is shown schematically in figure 1.2.

Interference

Natural \

Solar activity Man-mad\e
. / Non-intentional
In/tent|o< Out-of-band emissions
Jamming ]
Cheap ppd Spoofing

Military action Sophisticated attacks

Figure 1.2: Types of interference

1.1.2. Chirps
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'ﬂzo ///////
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Figure 1.3: An example of a chirp signal in the time-frequency domain

Interference signals come in many different forms. One particularly interesting type of interference
is the so called chirp interference. This is named after the sound birds make, which is a sweep over a
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certain frequency band. This type of signal is also called (linear) frequency modulated and it is used
often in radar, but also by some species of bats that use echolocation to find their way in the dark [4].
In the time-frequency domain the signal looks like a sawtooth as is shown in figure 1.3.

There are three main reasons chirp signals are of interest. The first reason is that it is not a signal
that would accidentally appear somewhere. It has to be deliberately crafted and therefore signifies with
great probability that someone is actively trying to jam the GNSS signals. Secondly, GNSS receivers
have great difficulty operating when chirp-like interference is present. This is because the signal energy
is in a wide band and varies with time, making it difficult to filter out. Lastly, chirp-like interference is
seen regularly on monitoring stations: more than once every day at the NLR monitoring station!

1.2. Research question
The research question of this thesis is formulated as: how to effectively estimate and filter out chirp
interference signals in the GNSS frequency bands to improve GNSS signal reception?

This automatically leads to some subquestions such as

» How can the signal parameters of the chirp be estimated? And what is limiting the performance
of the estimation?

» How well can the chirp signal be predicted, i.e. how stable is the interference source and what is
the impact of multipath/fading effects.

+ What methods can be used to filter out chirp interference from the received GNSS signal?

» How does filtering improve GNSS receiver performance?

1.2.1. Scope

In order to constrain the research question a number of boundary conditions are imposed on it:

Single antenna The thesis assumes a system that uses only one receiving antenna. This rules out
any spatial techniques to filter out interference from the GNSS signals as described in section 2.2.2.
Assuming a single antenna makes that the results of this research will be applicable to virtually all
current-day GNSS receivers and interference monitoring systems as these devices rarely have more
than 1 receiving antenna.

IQ samples To be able to apply digital signal processing techniques, it is assumed that the received
signal is digitised and that the raw 1Q samples can be accessed. This means at discrete time intervals
(reciprocal of the sampling frequency) there will be a quantised in-phase and quadrature amplitude,
which can be combined to form a complex valued sample.

Some further conditions can be assumed. Note that values may vary from device to device, but
below is a list of lower bounds on the hardware.

+ Bit depth At least 2 bits per phase, so 4 bits per sample

+ Sample rate At least 50 MS/s, so there is a wide enough receiver bandwidth and many chirps
will fall entirely within the band.

* Recording time At least one L1 C/A period, so >1ms.

Civilian only In this thesis GNSS interference in a civil environment is studied, i.e. the interferers and
receivers are assumed non-military. Military or state-organised jamming as part of electronic warfare,
is beyond the scope of this work.

Low power jammers Only jammers with relatively low power are studied. Low power in this sense
means that the radio front-end does not suffer clipping from the interferer and renders the samples
useless.
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1.3. Organisation of this thesis
This thesis is further organised as follows. Chapter 2 gives more insights in GNSS interference as a
whole. The types of interference that may be encountered as well as ways to detect it are discussed.

Chapter 3 then zooms in on the chirp type interference. Mathematical models are derived and
different techniques are discussed to estimate the parameters that constitute the chirp. Simulation
results of the estimator will also be studied in chapter 3.

In chapter 4 filtering techniques are discussed and one particular technique is proposed and imple-
mented. The estimator from chapter 3 plays an important role in the filter of chapter 4. At the end of
chapter 4 the performance of the filter will be analysed based on simulations.

In chapter 5 actual recorded signals are presented and used to test the performance of the derived
algorithms for estimating and filtering chirp interference signals. The performance of the methods used
are presented and discussed. The results are also compared to the simulation results from earlier
chapters.

In chapter 6 conclusions are drawn about the proposed estimation and filtering method. The short-
comings of these methods are exposed and recommendations are made for future work to improve the
proposed methods.

During this thesis an actual GPS jammer has been analysed to get more insights in their stability
as well as how they work. A report of this analysis is added at the end of this thesis as appendix A.



GNSS Interference

This chapter gives more insights into radio frequency interference that may occur on GNSS frequency
bands. First eight different types of interference are presented. The parameters of interest of these
signals will be listed and the signals visualised. Then four techniques are discussed that can be used
to detect the presence of interfering signals.

2.1. Types of interference

Radio Frequency Interference comes in many different forms. The interfering signals vary greatly in
their waveform/spectrum, but also come from very different sources. Some might be intentional, while
others are probably not. In this section, an overview is given of some common signals. This list has
been compiled based on measurements from the monitoring station at the NLR as well as from literature
such as [5-8].

The signals are also presented visually by their Power Spectral Density (PSD) and Spectrogram
representations. The former shows how the total energy in the signal is distributed over the frequency
spectrum. The latter shows how the PSD changes with time, so that the intensity of the plot shows how
much energy is present, the vertical axis shows the frequency spectrum and the horizontal axis shows
time (in most cases discrete time, i.e. samples).

Table 2.1 summarises the list in a comprehensible manner.

2.1.1. Continuous wave

Power Spectral Density Spectrogram

-60
-70
-80
-90
-100
110
-120
-130
-140
-150
40 50
)

The first type of signal is the continuous wave or CW signal. This is another name for a single
tone or a single sinusoid, see figure 2.1. Sinusoids are used as carriers for modulated signals but

-40

-50 - ] 20
60 -
70 +
80 -

_90 L

Frequency (MHz)
o

-100 -

Power/frequency (dB/Hz)
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-130 : ‘ ‘ ‘ ‘
-20 -10 0 10 20 10 20 30
Frequency (MHz) Time (us

Figure 2.1: Continuous wave interference
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Type Properties of interest Possible sources Impact Filtering
Continuous L . Low Easy
wave « frequency * harmonics in electronic

* power device
* clock frequency
* PPD
Multi tone , , , Low Easy
« frequencies * multiple harmonics of
» power of different com- electronic device
ponents * multiple CW sources
* number of different < input clipping, nonlin-
tones earity
* PPD(s)
Pulsed L to Medi
uise - Underlying signal . DME/TACAN i
» Pulse period * Radar
» Duty cycle
Chi High Difficult
P » Up/down (direction) - PPD & ed
« Bandwidth * Radar
» Chirp rate
» Centre frequency
* Linear or curved fre-
quency modulation
Multi-chi High Very diffi-
diteniTp + Up/down (directions) * Advanced PPD 9 cuI;y II
» Bandwidths
* Chirp rates
» Centre frequencies
* Linear or curved modu-
lations
* Number of chirps
Tri I High Difficult
ranguiar . Bandwidth . PPD '9 ed
* Centre frequency
* Frequency rate
Wide-band , Very high  Very diffi-
noise * bandwidth * unknown cult
+ centre frequency
Other modu- N/A N/A
lation - modulation type * Out-of-band emission

Table 2.1: Overview of different interference types
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can also arise from higher order harmonics. Possible sources could in fact be any type of electronics.
These could be RF appliances with leaking clock frequencies or harmonics of a clock for example. It is
however also possible that a piece of electronics which is not even intended to emit any RF still does
so by poor design and traces or wires that behave like antennas.

The fact that these type of signals can so easily manifest themselves makes that they are seen very
often, see for example [8, 9]. They are also very often reported by the monitoring station at the NLR:
around 95 % of the events are classified as CW signals. They are all also classified as very low impact.

There are some commercial jammers available that use CW to jam GNSS, see for example [6], but
the majority use chirp-like signals. This, in combination with the fact that CW signals can easily arise
from malfunctioning electronics makes it reasonable to assume that these type of interferences are in
most cases unintentional.

With respect to GNSS reception, the severity of CW interferers is minimal. First of all, since they
are stationary, i.e. they do not change with time, and they are also very narrow band they can easily be
filtered out with a notch filter. Removing a tiny portion of the spectrum will not have a severe impact on
GNSS reception due to its wide band nature. Furthermore, even if the CW is not filtered out, its impact
on reception is acceptable. During the demodulation of GNSS signals, the energy of the CW signal is
spread out over the receiver frequency bandwidth while the satellite energy is despread and confined
to one very narrow band. Because of this operation, the effect on the correlation process is minimal.

2.1.2. Multi tone
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Figure 2.2: Two tone interference

Multi tone interference is nothing but multiple CW signals superimposed, see figure 2.2. There
could be an arbitrary number of sinusoids with arbitrary frequency and amplitude. Obviously, they
could come from multiple CW sources. Another possibility is that a single piece of electronics emits
multiple harmonics at the same time. What is however also possible is that the RF input (or any of
the analog stages) of the GNSS receiver is saturated due to a single CW source for example. This
saturation, or clipping, will distort the signal leading to multiple harmonics.

PPDs using multiple CW signals as a jamming signal do not seem to exist, so that is a very unlikely
source. Itis of course possible that there are multiple CW PPDs present, but that seems quite unlikely
as well. It is therefore assumed that in virtually all cases, this type of interference is unintentional.

As long as the number of tones and their amplitudes are somewhat limited, the effect on GNSS
reception will also be limited. Since the signals are also stationary, multiple notch filters could easily
filter all of them out and the GNSS signal will suffer minimally.

2.1.3. Pulsed

Any type of signal could be pulsed to get a more complex kind of signal. Figure 2.3 shows a pulsed
CW signal. Such a signal could be a harmonic as described earlier, but then in a piece of electronics
that is switched on and off. Another possible source of pulsed signals is radar, where pulsed signals
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A third source of pulsed interference is Distance Measuring Equipment (DME) or Tactical Air Navi-
gation TACAN systems. These systems provide distance information to airplanes and are often found
at airports and VOR (VHF Omnidirectional Range) radio beacons. They use pulse trains and operate
in a frequency band that overlaps with the L5 and E5 bands [11, 12].

Since there is only interference energy present part of the time, the effect is minimal. Apart from
filtering the underlying signal, which would be easy in case of CW, pulse blanking can be used to filter
out the pulse signal. These reasons make it unlikely that anyone who wanted to deliberately jam GNSS
would use such a signal.

-50

Frequency (MHz)
2 8

Power/frequency (dB/Hz)
8

Power/frequency (dB/Hz)

S W
(=]

a
o

-120

-20 -10 0 10 20 10 20 30
Frequency (MHz) Time (ps

Figure 2.3: Pulsed interference

2.1.4. Chirp
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Figure 2.4: Chirp interference

Chirps have already been briefly described in the introduction of this thesis (sec. 1.1.2). They are
slightly more complex than the signals previously mentioned. An example of the spectrum of a chirp
signal is shown in figure 2.4. Unlike a CW signal, the frequency of the chirp signal varies with time.
The chirp is a so called frequency modulated signal and sweeps a certain frequency band in a certain
time. In some cases this frequency sweep is linear in time, making it a Linear Frequency Modulated
(LFM) signal. In this thesis we will primarily look at the linear type.

Chirp like signals are encountered in for example radar and sonar (also by certain bats). Chirps are
however also used by the majority of the GNSS jammers [5, 6]. Since the frequency bands of GNSS
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are restricted and the chirp type would not accidentally arise from any piece of electronics, this is a
clear sign that the chirp interference is deliberately used to jam the GNSS signals.

Both at the NLR as at other monitoring stations it turns out that chirp interference is also very
common [8, 9]. The NLR monitoring station reported more than one chirp interferer every day (see
sec. 2.3.4).

The varying nature of the chirp makes it difficult to filter it out. One cannot simply apply a notch filter
to get rid of the signal. Moreover, the impact of the chirp signal on GNSS reception is more severe than
that of CW interference.

The fact that chirps are very common, they are almost certainly deliberately used for jamming and
they are very harmful for GNSS reception makes them the focus of this thesis.

2.1.5. Multi-chirp

Power Spectral Density Spectrogram

-65

-60
70 F 20

75+

-
o

&

S

-80 -

-85

-90 -

Frequency (MHz)
o

o
o

©
o
Power/frequency (dB/Hz)

e
o

-95 -

Power/frequency (dB/Hz)

-110

-100 -20

-105 -120

-20 -10 0 10 20 10 20 30 40 50
Frequency (MHz) Time (us)

Figure 2.5: Multi-chirp interference

An extension of the chirp signal is a multi-chirp signal, see figure 2.5. This is where multiple chirp
signals are modulated on top of one another, creating an even more complex signal. These signals
have no known usage other than deliberate jamming.

The extra chirps makes tracking the instantaneous frequency of the signal much more complex,
making it nearly impossible to design a proper filter for this type of signal.

Fortunately these signals are rarely seen being used by jammers, although they do exist [6].

2.1.6. Wide-band noise
Wide band noise signals are not seen often in practice and receive little attention in literature. The
spectra of the signals would look like the one in figure 2.6, which is basically a massive amount of
energy in a relatively wide band.

Since this signal is Gaussian it does not have a predictable structure, making it nearly impossible
(if not impossible) to filter it out and leave the GNSS signal intact. The GNSS reception would also be
severely degraded.

2.1.7. GNSS Modulated

Although this might not technically be considered jamming, but would be referred to as spoofing (refer
back to figure 1.2), it is possible to see a stronger GNSS modulated signal like the GPS L1 C/A signal
in figure 2.7.

This could indicate a spoofing attack, i.e. an attacker tries to craft a GNSS signal that tricks GNSS
receivers into thinking it is somewhere else (or some time else) than it really is.

Another possible source is a GNSS repeater. These devices enhance GNSS reception in indoor
environments where reception would otherwise be bad or impossible. If, however, these repeaters are
not handled with care it could be possible to leak the signals to other areas where it could disrupt the
normal GNSS operation.
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Figure 2.7: GPS L1 C/A modulated interference

If no spatial techniques can be leveraged, it is very difficult to distinguish between the real GNSS
signal and the rogue one. If, on the other hand, multiple antennas are used and spatial techniques can
be used, it is usually possible to filter out the rogue GNSS signal as it often comes from a single point
source, usually at low elevation. This is different from the real GNSS signals which come from different
satellites scattered around the sky.

2.1.8. Other modulation

In addition to all the previously mentioned signal types, any type of modulated signal could also be
seen interfering. This can be coming from radio or tv transmitters for example. If the electronics are
faulty and the transmitters emit outside their assigned bands, this type of signal can be seen.

2.2. Detecting interference

Different techniques have been presented in literature - and are used in practice - to detect GNSS
interference. They differ in what data they use for detection, which is closely related to during what stage
of the GNSS receiver they are implemented. The next section gives an overview of the GNSS receiver
structure and in subsequent sections the different techniques for detection will be briefly introduced.
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2.2.1. GNSS receiver structure

Figure 2.8 shows a schematic overview of how a typical GNSS receiver looks. The electromagnetic
waves are picked up by an antenna and fed through an analog network. This can contain for example
filters, amplifiers or matching networks. The signal is then passed on into an Automatic Gain Control
(AGC) block.

The AGC consists of a variable amplifier, analog digital converter (ADC) and digital gain control.
As the GNSS signal is typically very weak, it is important to use it as effectively as possible. The
AGC makes sure that the signal is amplified just the right amount by a variable gain amplifier so that it
matches the input range of the ADC. To do this, a feedback loop from the ADC controls the gain of the
variable gain amplifier [13, pp. 108].

The digital signal coming from the ADC is then passed onto the signal processing block where the
demodulation of the GNSS signals takes place and pseudo range measurements are computed.

AGC
v r—— === = — — — 1
I I
I I
Analog operations ADC | > DSP

I I
I I
I I
| " |

Digital
| Gain |

Control
I I
L — - - - — — — — -

Figure 2.8: Schematic overview of GNSS receiver

2.2.2. Antenna array

At
K

r

Figure 2.9: Beamforming using multiple antennas

Antenna arrays can be used for a technique known as beam forming. This is where the time dif-
ference of arrival (TDoA) of a signal at the different antennas is used to determine the location of the
source. This setup is shown schematically in figure 2.9. Consider a number of antennas with known
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separation r, then the TDoA is proportional to the incident angle 6. By for example delaying and sum-
ming the outputs of the antennas one can steer the beamformer to a certain direction. Note that this is
just the general idea and much more effective beamforming algorithms exist, but they rely on the same
principle.

Since jammer and GNSS satellites are typically very well separated spatially, this technique can be
very successful. GNSS satellites are often at high elevation, while jammers will mostly be somewhere
on the surface of the earth. Some beam forming techniques allow steering zeros, i.e. places in space
where the signal is completely attenuated, so that such a zero can be steered in the location of the
jammer.

Using multiple antennas and processing the output of them requires complex hardware. This makes
the technique very costly to implement. Also, because special hardware is required, such a system
cannot be implemented using typical off-the-shelf GNSS receivers.

2.2.3. AGC monitoring

Virtually all GNSS receivers are equipped with an Automatic Gain Controller (AGC) as described earlier
in section 2.2.1. Interfering signals are typically orders of magnitude more powerful than the GNSS
signals and noise floor. This means that if an interferer is present, the total input energy picked up by
the antenna and passed on to the AGC is much higher than in the nominal case. The AGC will try to
compensate for the higher input energy by lowering the gain on the variable amplifier.

If the control signal that controls the variable amplifier is available, this signal can be used to measure
an increase in received energy. This is then an indication that an interfering signal may be present [14].
Fortunately in many GNSS receivers the AGC control signal is in fact available, so it can actually be
leveraged for this detection method.

A disadvantage of using the AGC control signal for detection is that itis quantised in a limited number
of levels, giving it a poor resolution. Other parameters such as integration time or response time are
usually not alterable, so there is limited control over the detector [15, p. 17].

Another drawback is that the AGC only measures the total input energy and it gives no insights
into the spectral shape of the interfering signal. It can therefore not be used to model the interferer or
estimate its parameters.

2.2.4. Spectral estimation

If the output of the ADC, which consists of raw |Q samples, are available, more complex techniques are
available. These samples, that have not yet been processed, contain all available information about
the interfering signal. This makes it possible to analyse the signal in different domains, most probably
the time-frequency domain. In this case the time domain signal is windowed and the Short Time Fourier
Transform (STFT) of each window is taken, resulting in a spectrogram. This spectrogram shows how
the spectral shape of the signal changes with time. From this many conclusions can be drawn and the
information can also be used to derive an accurate model of the interfering signal, which in turn can
help filter it.

Off-the-shelf GNSS receivers will typically not provide these samples, so special hardware is re-
quired to acquire them. Simple Software Defined Radios (SDRs) or more precise, expensive radio
front-ends can be used for example to acquire these samples. These samples can be recorded for
later inspection and processing.

2.2.5. C/NO monitoring

In order to give users a metric of how well the satellites are received, most commercial GNSS receivers
give an estimate of the carrier-to-noise-density ratio, C/Ny. This metric is calculated based on the
signal demodulation and pseudo range measurements, so this is at the last stage of the receiver.
Although a jammer signal is not exactly noise, it will still cause a serious drop in the C/ N, because
the receiver has much more trouble finding the carrier. Because of this, the metric can be used to
determine whether an interferer is present [16].

This technique has the advantage that virtually al GNSS receivers give a C/ N, estimate, so off-the-
shelf receivers can be used. If the C// N, drops for another reason than an interferer being present, this
cannot be seen. This is because there is no further information on the received signal. For example,
imagine driving past large buildings or into a tunnel. This will greatly drop the carrier-to-noise-density-
ratio but it has nothing to do with an interferer. For this reason, only if the receiver is stationary and the
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surroundings are free of obstructions, this method will yield accurate results [15, p. 18].
Another disadvantage is that there is no way of controlling how the receiver does the calculation of
the metric. Also, determining a proper threshold might be challenging.

2.3. GNSS interference monitoring

The increasing awareness of the threat of GNSS interference has fueled various interference monitoring
initiatives. Generally the goal of these initiatives is to gain more insight in the actual occurrence of
interference and the nature of the interfering waveforms. Improved understanding of the interference
threat will be helpful making GNSS receivers more robust against this threat.

2.3.1. STRIKE3

The STRIKE3 project was an effort to standardise GNSS threat reporting internationally, (co-)funded by
the European Global Navigation Satellite Systems Agency (GSA) and conducted by a consortium con-
sisting of a number of institutions. The project was active from 2016 to 2019 and its main focus was to
develop a threat monitoring and reporting standard and to get an understanding of how widespread and
severe GNSS interference is on a global level. As part of the STRIKE3 project dozens of interference
sensors were deployed in 23 countries around the world, collecting more than 450,000 interference
events in the L1/E1 band [17].

2.3.2. SENTINEL

SENTINEL was an earlier project originating in the UK, which was concluded in 2014. This project
mainly aimed at deploying sensors around the globe to get more information on GNSS threats and also
to create more awareness for GNSS vulnerabilities. It states that many high-profile services depend
on GNSS without acknowledging the risks of this. As this report is written in 2014, an important remark
is also made that jamming not only affects GPS but also other GNSS services such as Glonass and
the - at the time very new - Galileo [18].

2.3.3. J911

Although this idea has not been implemented (yet), it is worth mentioning. In 2010 Scott[19] describes a
distributed GNSS monitoring network using mobile phones. Although GNSS receivers in phones might
not be of the highest quality, they could provide an estimate of the jammer-to-noise-ratio (J/N) ratio
based on available metrics, such as the AGC control signal. With so many sensors working together,
it should be possible to deliver accurate detections. Also, since GNSS equipped smart phones are so
ubiquitous, the monitoring network would cover a great portion of the globe. The idea of using smart-
phones to form a large interference detecting network is still being pursued. In recent years Google
has actually made changes to the Android operating system (Android 7 and later) of smartphones to
allow access to GNSS raw measurement data to support this effort [20, 21].

2.3.4.NLR
An interference monitoring system from Nottingham Scientific Limited (NSL) can be (and is) used to
detect interference events, which the NLR has deployed in Amsterdam. The system - GSS200D, see
figure 2.10 - works autonomously and monitors the GNSS frequency bands continuously. As soon as
an increase in received RF signal power is detected an interference event is registered, together with
the date and time of the event. The system also registers and stores the duration of the event and the
variation in signal power strength during the event. For signal characterisation and further analysis,
a 100ms long shapshot is stored at the moment the maximum power is reached. These snapshots
consist of IQ samples with 2-bit resolution per phase, so a total of 4 bits per sample. The sampling rate
is 52MS/s.

Signals that have been recorded by this system will be used in chapter 5 to verify the proposed
detection and filtering algorithms on real signals.

"More information:
https://www.gpsworld.com/spirent-gss200d-automates-monitoring-and-analysis-of-rf-interference/
and https://gmvnsl.com/gnss-environment/gnss-interference-detection


https://www.gpsworld.com/spirent-gss200d-automates-monitoring-and-analysis-of-rf-interference/
https://gmvnsl.com/gnss-environment/gnss-interference-detection

14 2. GNSS Interference

Figure 2.10: The GNSS detector from NSL (GSS200D)



Chirps estimation

This chapter will give a detailed overview of estimation techniques from literature that may be applied
to chirp interference in GNSS applications. Before the estimators are presented, a mathematical de-
scription of the signal model is derived. At the end of the chapter a chirp estimator is proposed, which is
composed of some of the elements of the discussed estimators from literature. This proposed estimator
is then validated by testing it in simulations.

The estimation accuracy is very important in this thesis, because of the filtering technique that was
chosen. As will be clarified in the next chapter, the interferer will be removed using a time-domain
subtraction. This requires accurate knowledge of the interfering signal, because a replica needs to
be constructed. To get this accurate replica, this chapter attempts to create an estimator that is as
accurate as possible.

3.1. Signal model

In this section a general signal model is described that is used throughout this thesis. This is the
received signal after the ADC in the receiver model. This means it has passed the radio front end and
any analog steps and has been downconverted, discretised and quantised. Any effects of the front-
end, such as nonlinearities or filtering are not explicitly treated. Any noise, such as thermal noise or
quantisation noise is combined together in one additive complex Gaussian noise term.

The received signal consists of the superposition of the signals from a number of satellites, noise
and possible interferers. Only one interferer is assumed to be present at the receiver. The model then
looks as follows

z[n] = Z(s7 x hg,)[n] + (us * hy)[n] +wn] w ~ CN(0,C). (3.1)

)

In this equation, s;[n] are the signals from the different satellites. Their signals do not appear right
at the receiver, but travel all the way from space to the antenna of the receiver. Along its way the
signal will be attenuated and possibly filtered or reflected for example. These effects are captured in
this equation by the channel impulse response h;,[n]. Mathematically this results in the convolution
between the signal at the source (the satellite in this case) and the channel impulse response.

The unwanted interferer is denoted by wu;[n]. This signal also first passes through a certain chan-
nel and its impulse response is denoted by h,[n]. This channel again accounts for effects such as
reflections or filters.

Finally, the noise w[n] is assumed to be complex additive Gaussian noise with some covariance
matrix C. As described earlier this consists of all the noise in the system, such as RF noise, thermal
noise and quantisation noise.

Some assumptions can be made to simplify the equation. First of all, note that in this thesis the
primary interest is not in the signals coming from the satellites, but in the interfering signals. Since the
signals from space are of extremely low power and are also of relatively wide band, their contribution
may be regarded as noise as well and the term can be discarded.

15
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The interferer term may also be simplified. The eventual goal is to remove the interfering signal from
the received signal. Since what is received is the interfering signal passed through its channel and not
the interfering signal at the jammer (source), it is more interesting to find a model for (uy * h,)[n] than
for us[n]. As long as the effect of the channel is minimal in the sense that the received signal is still a
chirp and there are no prominent reflections, then this is a reasonable idea. The received interferer as
it has passed through the channel will be referred to as u[n].

If the aforementioned assumptions are applied to (3.1) then the signal model to work with is

z[n] = u[n] + w'[n] w ~CN(0,C). (3.2)
For clarity the noise term has been denoted as w’ to emphasise that the contribution of the satellites
has been captured in it as well. From here on the primes will be dropped.

3.1.1. Mathematical description of chirp

As mentioned before, chirps are a form of frequency modulated signals. This means they can be
described as a sinusoid where the frequency is a function of time. Starting with a complex sinusoid,
i.e.

u(t) = exp(j2md(t)), (3.3)

let us define the instantaneous frequency as the derivative of the phase, i.e.

£(t) = o). (34)

For reference, for a continuous wave signal, i.e. a normal (complex) sinusoid a function for the
phase would be ¢(t) = fot + ¢, resulting in a constant frequency of f.
For a linear chirp, a function for the phase is

o(t) = fot + %tz + do. (3.5)

This gives an instantaneous frequency of

£(6) = 50(0) = fo + at. 36)

This is indeed a linear function of ¢ with a certain initial frequency f;. The parameter « is called the
chirp rate. The chirp model in the continuous time domain then is

u(t) = exp j[2m(fot + %atQ) + g0, teR, (3.7)

where the initial phase ¢, has been brought outside so it is not normalised like the frequency, but
is a phase in radians. Similarly, the discrete time domain signal is

uln] =expj[2w(fon+%an2)+¢o}, n=0,1,...,N—1. (3.8)

This means that a chirp is described by three parameters, namely the initial phase ¢, initial frequency
fo and chirp rate a. Figure 3.1 shows the time-frequency domain representation of such a chirp along
with the mentioned parameters. Note that since this is in discrete time, the normalised frequency
(f = w/(2m), where w is angular velocity) is bounded to the domain [-1/2,1/2) and therefore the
instantaneous frequency keeps wrapping around. This gives the chirp its distinct sawtooth-like shape
in the time-frequency domain. In the next section the case will be addressed where the instantaneous
frequency is bounded to a smaller bandwidth.

After incorporating the noise term from (3.2), the model is

x[n] :expj[27r(fon+%an2)+¢0]—&—w[n}, n=0,1,...,N—1 wln] ~ N(0,5?%). (3.9)
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Figure 3.1: The parameters of a chirp, shown in the time-frequency domain

3.1.2. Band-Limited chirps

In practical situations where measurements of an unknown chirp signal are performed, it is very unlikely
that the instantaneous bandwidth of the measurement equipment matches the bandwidth of the chirp.
Usually the chirp will either have a smaller bandwidth or a larger bandwidth. If the chirp has a larger
bandwidth, it will be outside the measured frequency range for at least part of each period. If the
equipment has proper out-of-band rejection, that part of the chirp is thus suppressed. Also a chirp with
a small bandwidth can be outside the measured frequency range, because the central frequency of
the chirp might have an offset with respect to the measured band. The current paragraph explains
how these practical issues can be taken into account in the signal model. Only the case where the the
chirp has a smaller bandwidth than the measurement bandwidth and the chirp falls entirely within this
measurement bandwidth is discussed.

Mathematically, the previous section assumed a chirp with an ever increasing instantaneous fre-
quency. Due to the discrete time, this instantaneous frequency keeps wrapping around the [—1/2, 1/2)
interval (for normalised frequencies). In this section the interval around which it keeps wrapping around
is smaller, but still within [—-1/2, 1/2).

In order to describe the band-limited chirp, some new parameters are required. These could either
be the centre frequency f. and the bandwidth B or, likewise, the lower bound f;o and upper bound
fu1- These both contain the same information. Additionally, the chirp period depends on both the
bandwidth and the chirp rate in this scenario as T..;;, = B/«a. This new case is shown in figure 3.2.

Let the instantaneous frequency of the band-limited chirp be defined as

filn] = (an — f} mod B) — ? + fe. (3.10)

Note first that the periodicity arises from the modulo operation '. This operation ensures that the
instantaneous frequency stays within the bandwidth B and wraps around when it reaches the top. The
subtraction by £ translates the frequency from the [0, B) to [-B/2, B/2) range and finally the centre
frequency f. is added so that the frequency is centered around it, i.e. the range is now [f. — B/2, f.+
B/2).

Another thing to take note of is that f is used, this is the offset from the lower bound, i.e. for f; =0
the chirp starts out at f.o. The relation to fj is then f} = fo — fro = fo — f. + B/2.

Now to be able to construct a chirp, the phase needs to be found as the integral of this initial
frequency. Being careful with the modulo operator, the following expression is found

1This is the floored division modulo, defined as @ mod b:=a — b [%J
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Figure 3.2: The parameters that define the band-limited chirp

1 , , B?|an

¢[n] = %(om—&— fo mod B)® + B {BJ + fen + ¢o. (3.11)

There is still a modulo operator in the expression accounting for the periodicity and the middle term

of the equation makes sure that the phase has no discontinuities. Finally there is an initial phase ¢;.
Assuming the frequencies are normalised, the full chirp along with noise is then again defined as

u[n] = exp(j27o[n]) + wln]. (3.12)

3.1.3. Window choice

For estimation of the chirp rate, it might be more useful to work with a shorter window of the signal
than working with the entire signal. In fact, the difficulty of dealing with the wrapping that arises with
the band-limited chirp can be mitigated by choosing the window in such a way that the signal does not
wrap around within the window. This requires finding the chirp period and also the point in time when
the wrapping occurs beforehand. If this is achieved, chirp rate estimators that work better on full-band
chirps can be leveraged.

3.2. Theoretical bound of estimator

An estimate of some parameter of a stochastic variable is itself a stochastic variable. In other words,
when trying to estimate parameters from noisy observations, the estimate will inherently be noisy as
well. It is often possible, however, to reduce the variance of the estimate by using more realisations of
the stochastic variable for example. Intuitively this can be understood as follows. Imagine a stochastic
variable X, which is normally distributed as X ~ N(0,02). An estimator could be # = x, where z is one
realisation of X. The estimator has the same variance as X, i.e. # ~ N(0,02). One could alternatively
use multiple realisations x; of X and use the estimator & = % > ;. Intuitively, this reduces the
variance of the estimator, so that & ~ N(0, %) where o2 < o2. If the realisations of X are independent
and identically distributed (iid) then in fact o2 = 02

It turns out that there is a lower bound on the variance of any unbiased estimator, called the Cramér-
Rao Lower Bound (CRLB) [22, p. 40]. This lower bound is studied in this section for the estimation
problem at hand. This metric can then be used later on to compare estimators to.

This derivation assumes a chirp that does not wrap around, which can be achieved by appropriate
windowing as stated in the previous section. The interferer can stochastically be described as a deter-
ministic signal with unknown parameters buried in random noise. The vector u, which is the vector of

samples of u is then distributed as
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u~ CN(u(8), 0%1). (3.13)

Here the noise is assumed to be white. The vector 6 contains the deterministic, but unknown
parameters, i.e. 6 = [A fo « ¢0]T. The mean of the distribution in (3.13) is the deterministic chirp
as described by the first term in (3.12). The variance stems purely from the noise term w(n] in (3.12).
The mean can be written in vector form as

Aexp j[2m(fo -0+ %a-()?) + ¢o
Aexpj[2m(fo-1+ 7o 12) + o]
(0) = Aexpj[27(fo -2+ za-2%) + ¢ . (3.14)

Aexpi2n(fo- (N = 1)+ ba - (N = 1)?) + ¢

To find lower bounds for the variance of said parameters first the Fisher information matrix, com-
monly denoted by I(0), must be found. The variance of an estimator 6; of parameter 8 is then bounded

by
var(d;) > [I71(0)] , (3.15)

where [-];; denotes the ii’th element of the matrix and the I71(8) is the inverse of that Fisher infor-
mation matrix.

For the case of a complex signal in complex Gaussian noise a useful representation for I(0) is as
follows [22, pp. 525]:

_ oc(o) 0C(0) out(0) ou(0)
1(0)|.. = ! 1 2 1 . A
[(0)]” tr[CT7(0) 20, Cc—(0) 20, + 2R 96, C(0) a0, (3.16)
where C(0) is the covariance matrix of u as a function of 8. Note that in our case the covariance
matrix is equal to oI (i.e. white noise) and does not depend on 6. This means the first term of (3.16)
vanishes.
Working out the partial derivatives in (3.16) using (3.14) leads to the following expression for I(0)

N 0 0 0
16) = 2 |0 Z272A N(N +1)(2N +1) 1m2A’N%(N +1)? TA2N(N +1)
T 020 1m2A2N?(N +1)? wHT2AIN(N +1)(2N +1)(3N? + 3N — 1) twA N(N +1)(2N + 1)
0 TA?N(N +1) FmAEN(N +1)(2N + 1) NA?
(3.17)

This matrix is hard to invert by hand so for the calculation of the lower bound the inverse is calculated
using Matlab. The result of this can be seen for a as the CRLB line in figure 3.4a.

Since the CRLB gives the lowest possible variation on any estimator for the given parameter, it is a
solid metric to validate estimators against.

3.3. Estimation algorithms from literature

With the ultimate goal in mind of being able to filter out chirp signals, the idea is to first estimate the signal
parameters as well as possible. The more accurately the interfering signal is known, the better it can be
filtered out. A number of techniques from literature have been analysed. All the relevant techniques will
be discussed below. All of those techniques stem from signal processing papers, mostly only loosely
tied to specific applications. The most prevalent applications mentioned are radar and sonar.

3.3.1. Cubic Phase function

In 2002 O’Shea proposed to use the cubic phase function to find the chirp rate [23]. It assumes a signal
model very similar to (3.9), but the indices n are chosen differently. In this paper » is chosen such that
n = 0 is at the centre of the data, i.e. n = —%, oo, =101, .. % The discrete cubic phase
function is then defined as
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CP(n,Q) = E z[n + mlz[n — mleI™ (3.18)
m=0

and it is maximal for 2 equal to the chirp rate. It is also shown to be asymptotically optimal at the
centre of the data record, so that our interest is only at n = 0 (the centre of the data). Figure 3.3a
shows that the choice of n does not matter much, so n = 0 is fine. The chirp rate is then found from

& = argm&xCP(O,Q). (3.19)

The paper states that the algorithm works from about -4dB SNR for a 515-point signal. This is com-
parable with the results obtained in this thesis, which are plotted in figure 3.4a (denoted by O’Shea).
Upon testing the algorithm, it turned out the number of samples used has great impact on the perfor-
mance of the estimator. If too few or too many samples are used, the performance degrades rapidly.
In fact it appeared that the number of samples required depends on the chirp rate. In order to find out if
that was the case and what the optimal number of samples would be, some simulations were run. For
a fixed SNR of 10dB, 2000 Monte Carlo simulations were run where the number of samples fed to the
algorithm was proportional to the chirp period. This proportion was then varied from 0.1 to 5 periods.
The results are plotted in figure 3.3b. The horizontal axis shows the proportion and the vertical axis
shows the mean square error (as defined in (3.24)) of the estimator on a dB scale. It can be seen that
the estimator actually performs best when it receives around 0.7 chirp periods.

This algorithm also works on real chirps as long as the number of samples used is chosen properly.
This requires knowing the chirp period beforehand, meaning that an additional algorithm is needed
to provide this period. The O’Shea algorithm only finds the chirp rate, so no information about initial
frequency, phase or the bandwidth and centre frequency are obtained.

3.3.2. (modified) Discrete Chirp Fourier Transform

A rather straightforward approach to finding the initial frequency and chirp rate is the so called Dis-
crete Chirp Fourier Transform (DCFT), which is in fact just a matched filter. This method correlates
the received signal x with chirps for varying initial frequency and chirp rate. It basically works like a
Discrete Cosine Transform, but extended with a chirp rate. The parameters are found by maximising
the correlation for the unknowns, f, and « [22, 24, 25]:

N-1

(6%
a a e —j2 + —n?)]|. 3.20
rgmax ;m[n] xp [ = j2m(fon+ 5n°)] (3.20)
In theory the matched filter, which this is, is optimal for a single signal in white noise [26]. [25] claims
to attain the CRLB for around 15dB SNR and [24] requires around 0dB SNR to use this technique
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properly. This does require the number of samples to be chosen as a prime number [24], however this
problem can be overcome by using a slightly modified version: the mDCFT [27]. It is also shown by
[28] that the technique can be combined with a compressed sensing technique obtaining proper results
down to around -7dB SNR.

Another problem with the DCFT is that it requires a search over two dimensions to find the global
maximum. This makes it a computationally demanding task. It is however possible to speed up these
computations by employing an algorithm like Newton’s method.

This algorithm estimates both the initial frequency and the chirp rate. When applied to a band-
limited chirp, the accuracy (MSE) is far worse in most cases than when applied to a full-band chirp
(remember section 3.1.2). This is due to the fact that the chirp used in the correlation in (3.20) is also
a full-band chirp. A way to overcome this problem is to apply the DCFT to carefully selected window
of the original signal. This window should be exactly one chirp period long and aligned in such a way
that the chirp does not wrap around within the window. This will however require additional algorithms
to find the chirp period and also when the chirp wraps back around.

3.3.3. Phase unwrapping

In 1989 Lang and Musicus [29] and in 1990 Djuri¢ and Kay [30] proposed similar methods to find the
chirp rate. They assume that the SNR is sufficiently high so that the additive noise may be approximated
by phase noise. They then rely on the fact that the phase is the integral of the frequency or the double
integral of the chirp rate. This relation can be expressed as

111
12 4y

p=Go=|1 3 91 5. (3.21)
- |l
1 N N?

Here ¢ is the vector containing the phase of each sample of x. This phase is unbounded, i.e. it does
not wrap. The parameters ¢, fy and « are the initial phase, initial frequency and chirp rate respectively.
Because the phases of the samples of x are bounded on the interval [—7 /2, 7/2) they first need to
be unwrapped. In [30] this is achieved by first taking the second derivative and then integrating twice.
The estimates for the parameters can then be found from (3.21) as

6=(GTG)'GT¢ (3.22)

where 6 contains the estimates of the parameters.

This method works relatively well for SNR larger than around 8 dB. For SNRs from 12 dB the algo-
rithm actually attains the CRLB, as can be seen in figure 3.4a (denoted Djuric). Because the estimator
only works for SNRs >8 dB it is not very suitable in this thesis.

3.3.4. Hankel Rank Reduction

DiMonte and Arun proposed a Hankel Rank Reduction method in 1990 [31] to find the instantaneous
frequency of a signal at different time instants. It creates a Hankel matrix from the data with ¢ columns,
where c is chosen to be on the order of three times the number of real sinusoids in the signal. The
frequencies are found only from the principal singular vectors and values.

Contrary to most other algorithms, this method does not assume a constant chirp rate for the whole
signal, but rather estimates the instantaneous frequency over time. This gives fuzzy results and does
not directly give an estimate of the chirp rate. It is however possible to fit a sawtooth function to the
estimated instantaneous frequencies and find the chirp rate from the slope of the sawtooth. This means
an additional and computationally burdensome step, making the algorithm less suited for estimating
chirps with constant chirp rate. If however, nonlinear chirps needed to be estimated, this could be an
interesting approach.

Another approach is given by Voicker and Ottersten in 1998 [32] and 2001 [33]. They are not
after the chirp rate or initial frequency, but rather after the bandwidth and centre frequency. These are
found by again constructing a Hankel matrix from the signal and from this get a covariance matrix. By
applying root-MUSIC or a similar algorithm to the covariance matrix to estimate two frequencies. The
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centre frequency and bandwidth are then found from those frequencies. According to some Matlab
simulations, the algorithm works from around 10 dB SNR.

A similar method can be applied to a tensor of order 3, which is constructed in a similar way as a
Hankel matrix. The decomposition into subspaces is then performed by Tucker’s decomposition and it
the algorithm works fairly the same as the previous methods. The results appear to be slightly better
according to [34].

3.3.5. Radon transform of Ambiguity Function
Wang et al. presents a totally different approach in 1998 [35]. This approach applies the ambiguity
function to the received signal. In the continuous-time domain this function is

AP, (,0) = / 2t +7)2)2" (¢ — 7/2)e Tt dt. (3.23)
Discrete implementations exist, such as Matlab’s ambgfun?. After applying this function, the chirp is
transformed into a line that passes through the origin and the slope of the line is proportional to the chirp
rate. To find the slope of the line, the Radon transform is applied. The Radon transform is maximal for
the angle that corresponds with the slope of the line and so the chirp rate is found. The accuracy of
this transform is outstanding, yielding very accurate estimates at SNR as low as -12dB. The algorithm
however only provides the chirp rate, not the initial frequency, initial phase or bandwidth and centre
frequency. Another drawback of the algorithm is that it is extremely computationally demanding, as
can be seen in figure 3.4b (denoted Wang).

3.3.6. Fractional Fourier Transform

Song et al. [36] suggest using the Fractional Fourier Transform (FrFT) to estimate the chirp parameters.
The FrFT effectively rotates the time-frequency plane over a certain rotation angle. There will be a
maximum for a certain rotation and offset in the transformed domain. These values are proportional
to the initial phase, initial frequency, chirp rate and amplitude of the chirp. This algorithm has high
accuracy from roughly —9dB SNR, as can be seen in figure 3.4a. The algorithm however takes a long
time to compute, which can be seen in figure 3.4b. This transform might be useful in filtering, because
it can transfer the signal into a domain where the chirp is sparse. This has not been tested in this thesis
however.

3.3.7. Conclusion on estimators
A number of different estimators have been presented that work based on different principles. Table
3.1 summarises the list and shows which parameters are estimated.

The estimators have been implemented in Matlab to verify their accuracy and complexity. Not all
algorithms find the same set of parameters of the chirp, however most of them find at least the chirp
rate. For this reason a more thorough comparison of the chirp rate estimation performance has been
made.

Each of the estimators has been tested using 1000 Monte Carlo simulations. For each Monte
Carlo simulation a new chirp of 1000 samples was generated with a random chirp rate. This chirp
rate was uniformly distributed between 0.54 MHz/ps and 10.8 MHz/ps, with a sampling frequency of
fs = 52MS/s. Furthermore, each chirp had a full band or B = f; and the initial frequency and initial
phase were chosen randomly. For each simulation also a new noise signal was generated consisting
of unit variance complex Gaussian noise. The chirp was then multiplied by an amplitude A and added

to the noise. The amplitude A was calculated from the desired SNRas A = V 10°%°, where SNR is in
dB.

For each of the Monte Carlo runs the difference between the estimated chirp rate and the actual
chirp rate was calculated and used to determine the root mean squared error (RMSE), which is defined
as

RMSE(a, &) = J D (a—a;)? (3.24)

2https://nl.mathworks.com/help/phased/ref/ambgfun.html
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Estimator Papers Parameters

Cubic Phase functi
Hpie Fase HNETON . o'shea (2002) 23] + Frequency rate

DCFT

Abatzoglou (1986) [25]

Irkhis and Shaw (2019) [28]

+ Pingyi Fan and Xiang-Gen Xia (2000)
[27]

Xiang-Gen Xia (2000) [24]

Frequency
Frequency rate

Phase unwrapping

Lang and Musicus (1989) [29] » Phase
Djuri¢ and Kay (1990) [30] Frequency
Frequency rate

Hankel reduction
uet » DiMonte and Arun (1990) [31] Instantaneous

* VoIcker and Ottersten (1998 [32], frequency
2001 [33]) Centre frequency
Ge et al. (2014) [34] Bandwidth

Radon TF of AF

Minsheng Wang et al. (1998) [35] Frequency rate

FrFT

Song et al. (2013) [36] » Phase
Frequency
Frequency rate
Amplitude

Table 3.1: Overview of different estimation algorithms.

where « are the actual chirp rates and & is the vector containing the estimates for all monte carlo
runs. The results have been plotted in figure 3.4a on a logarithmic scale for better visibility. Since this
is a metric for the error, a lower RMSE value means a better estimate. An upper and lower bound have
also been plotted. The lower bound is the CRLB as discussed in section 3.2. The upper bound is a
random estimator. The random estimator does not take into account any signal, but just chooses an
estimated chirp rate at random (again within 0.54 MHz/ps and 10.8 MHz/us). Anything above that line
clearly has no meaning and only when an estimator gets below that line it starts to add information.

The consumed CPU time for the different estimators is plotted in figure 3.4b. This was run on a
consumer grade laptop. Note that the absolute time obviously depends on used hardware, so only the
difference between the estimators is of interest.

Looking at both figures a few conclusions can be drawn. With respect to compution time, Wang
and Song are orders of magnitude slower than the other three. This renders them impractical. Turning
now to the accuracy, it turns out Djuric is the only one that attains the CRLB. This, however, happens
only for SNRs higher than around 12 dB. Below that the accuracy gets worse very rapidly. An overall
performer is the DCFT, which has the best overall accuracy even for low SNRs and requires moderate
CPU time.

3.4. Proposed estimation algorithm

In the previous sections some estimators have been discussed that provide estimates for different
parameters. They however do not provide the total estimate of an arbitrary chirp, i.e. for a signal that
has multiple chirp periods and is band-limited. In order to find all necessary parameters of such a
signal with sufficient accuracy a combination is needed. In this section the proposed algorithm to find
all parameters is presented.
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Figure 3.5 shows schematically how all the pieces work together in this algorithm. The algorithm
takes only the input signal x as input and outputs estimates for the chirp rate, bandwidth, initial fre-
quency, centre frequency and amplitude. Signal x consists of noise (w) and the chirp (u), only the chirp
is of interest. The general idea of the algorithm will be discussed first and then the details about each
block in figure 3.5 will be investigated.

The algorithm consists of two main steps. In the first step the signal is windowed on a rough chirp
period estimate and from these windows the chirp rate and bandwidth are found. In the second step,
the error in the chirp period estimation is corrected and the windows are aligned in such a way that the
chirp does not wrap around within the windows. The chirp rate estimate and bandwidth estimate are
then improved using the new windows. The estimation of the centre frequency is performed over the
entire input signal x, so this happens in parallel to the two-step approach. The amplitude is estimated
last, because it requires the other estimated parameters.

Coarse period estimation In this step a coarse estimate is found for the chirp period. This is done
using the autocorrelation of x, which is found as

rz[n] = x[n] x x*[—n] (3.25)

where z*[—n] is the complex conjugate of the time reverse of x and x denotes the convolution
operator.

The autocorrelation typically looks like the one in figure 3.6. In this figure a very low number of
samples is used to get a clearer plot. The chirp period corresponds with the distance between the high
peaks that can be seen in the figure. Especially for low SNRs and for long data records, the peaks are
far more prominent at the centre of the autocorrelation. Therefore only the middle 80 % of the data is
used.

The peaks are found using Matlab’s findpeaks function. It is important to find the right peaks, i.e.
the ones corresponding to the chirp period and not accidental peaks which are part of the noise. This
can be achieved by constraining findpeaks to only find peaks above a certain threshold. Choosing
the threshold is difficult however, because the peaks get lower further away from the centre of the
autocorrelation. To overcome this, the autocorrelation is split into windows of 5001 samples (the whole
signal is assumed to be at least 100 000 samples). The sample length is chosen such that a chirp
period of 2500 samples (which corresponds to the slowest assumed chirp period) has two peaks within
each window. In each of these windows the threshold can be set to 0.7 times the magnitude of the
second highest peak. The second highest is chosen instead of the highest because the peak at zero
lag is so much higher than the other peaks, that this would be a bad reference point. For the other
windows it does not matter much if the highest or second highest is chosen.

For each window the time difference (in samples) between the peaks is found and they are stacked
in a list. The final decision on the chirp period is then found from the mode of the time differences and
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will be referred to as 7”. The mode is chosen, because the estimates are all integer and there can be
some serious outliers. The mode is robust against these problems.

Windowing using coarse period Having found the coarse period, which is an integer number of
samples, the signal x can be divided into windows of 1 period length, the number of windows will be
called M. One window is then simply defined as

z[iT"]
x[il” 4 1]
X; = _ , i=1,...,M (3.26)

z[(i + 1)T" — 1]

and contains 7" samples. Please note that due to the rounding of the chirp period and thus the
window length, there will be a certain drift in the windowing. This is illustrated in figure 3.7, it can be
seen that window 1 is very different from window 4 for example. This problem is solved in step two of
the algorithm.

Find coarse chirp rate Based on the conclusion drawn in section 3.3.7, the DCFT is used as an
estimator for the chirp rate. This estimator is applied to each window and then the mean over all the
estimates is taken as the final estimate for the chirp rate.

Please note that since the windowing here is coarse and the windows are not aligned with the
beginning of each chirp, the DCFT does not perform at its best. The reason is that a wrapping may
occur within the window, which is not taken into account by the DCFT. Therefore this is only the coarse
chirp rate estimate, denoted by &'.

Find coarse bandwidth Although Vdélcker and Ottersten’s algorithm ([32], [33]) theoretically also
provides an estimate of the bandwidth, this estimator has proven to work poorly, based on Matlab
simulations. Therefore an alternative approach is taken.

The assumption is made that the chirp falls entirely within the receiver bandwidth and there are no
pauses between chirps. This means that the chirp wraps around immediately from its highest to its
lowest frequency (or the other way around). If this assumption holds, then the chirp rate, chirp period
and bandwidth are related and the bandwidth can be found as

B =T'd'. (3.27)

Since the bandwidth is based on the coarse estimates, it is itself also a coarse estimate, hence the
prime.
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Centre frequency Referring back to table 3.1 the options for centre frequency estimation are limited
and thus the algorithm by Vélcker and Ottersten is implemented. The estimator is performed over the
entire signal x as opposed to the windows.

Coarse replica Using the found coarse parameters B’ and &’ and the centre frequency estimate fc
a replica of the chirp can be generated by filling in these parameters in the chirp model of section 3.1.2.
This replica will be called 1 as it is a replica of the chirp only and not the noise. The same windowing
is applied to this replica as was applied to the original signal x.

Improving T and finding fo As mentioned before, the coarse period estimation leads to drift in the
windows. Now that a replica is built, this drift can very precisely be determined and corrected for, while
at the same time finding the sample offset of the replica with the original signal x. This step marks the
beginning of step 2 of the algorithm.

For each window, the replica and original are cross correlated to find the offset in samples between
them. Because of the drift, this offset increases or decreases linearly for increasing window index.
This is plotted with the solid line in figure 3.8. It can happen that the offset wraps around, which
needs to be unwrapped. This is shown by the dashed line in figure 3.8. A linear function of the form
An/(i) = di + An can be fitted against the unwrapped offset. An’(i) denotes the offset in samples
as function of the window index, i denotes the window index and d and An are the parameters of the
function. The slope d of the function gives the drift in the chirp period estimate and the intercept of the
function An gives the offset in samples of the chirp in z.

The chirp period is corrected as

T=T +d. (3.28)

The sample offset An will later be useful for finding the initial frequency f, as well as for aligning
the windows such that no wrapping occurs within them.

Windowing using new period Similarly as before, the original signal x is windowed. This time how-
ever, the fine chirp period estimate is used. Also, the windows are aligned this time so that the chirps
start at the start of each window. Since the estimate 7" this time is not an integer, some rounding off
has to be done. In order to not drift like earlier, some overlap between windows is allowed as well as
samples being left out. The windows are defined as
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X; =

_:L[L(i ~O)T) +|T| - 1]

Find fine chirp rate The DCFT is again applied to the windows, exactly the same as before. The
estimate is expected to work better this time since the windows are aligned with the chirp. This produces
an estimate &

Find fine bandwidth and initial frequency The bandwidth can be found the same way as before,
but this time from the fine estimates, i.e.
B =Ta. (3.30)

The initial frequency can now also be found from An as mentioned before:
fo=aAn (3.31)

Amplitude estimation It seems that it would be easy to find the amplitude of the chirp, since all its
other parameters is known. This could be achieved by correlating x with i as A = x7u(u”u)~!. Itturns
out, however, that in practice this estimate produces very poor results if the estimates of the parameters
are only slightly off. Therefore another method was chosen.

The amplitude of the chirp is found from its power. Since the chirp, noise and satellite signals are
uncorrelated, the following holds:

P, =P, + P, + P, (3.32)

Due to the low SNR for the satellites and the way the signal looks and since only the power of the
chirp needs to be known, the signal and noise power are combined as
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P, = Py + P,. (3.33)

This allows to find P, from finding P, and P,.. P, is readily found as the sample variance of the
signal x, i.e.

N
_ 1 )
Py = N_1 ;:1 |z[1] — zI7, (3.34)

where 7 is the sample mean.

If it is assumed that the noise is white, its power will be evenly distributed over the spectrum. Also,
if it is assumed to be wide-sense stationary (WSS), then it will not change over time. In this scenario
looking only at a part of the spectrum of the noise will give information on the noise everywhere else.
This property can be leveraged to find the noise power from the spectrum of z by finding the parts
where there is only noise.

Looking at figure 3.9, there is always a large part of the spectrogram that is not occupied by the
chirp. Because the chirp parameters are known from the other estimators, its instantaneous frequency
is also known at any given moment. This allows to carefully determine which pixels of the spectrogram
belong to the noise. This is done per column. It can be seen from the figure that there is some bleeding
around the chirp, i.e. its power is not confined to a single pixel per column. As stated earlier, only a part
of the noise spectrum is needed to find the noise power. Therefore some more pixels above and below
the chirp centre are regarded as part of the chirp. The spectrogram is created without overlapping
windows and without zero padding in the FFTs so no extra smoothing/bleeding is introduced. Figure
3.9 shows that the shaded area is the part of that specific column that is regarded as noise. This is
done for each column.

The associated power densities for the selected pixels are then averaged to get the estimated noise
power density. Multiplying by the sampling frequency gives the total noise power.

Now the jammer power is simply found from (3.33). The amplitude is then found from the power as

A=1/B,. (3.35)

In practice, it might be the case that the noise is not white. This will have some effect on the
estimation performance. Within the band that the chirp is in, there are less pixels that contribute to the
estimate. This means that this frequency band has less effect on the average than the part outside this
band. To illustrate: assume the noise has more power in the same band as where the chirp is. This
part has less influence on the average, so the estimated noise power would be too low. In this case
the resulting estimated chirp power would be too high.

This problem could be mitigated by at least two ways. The first way would be to weigh the average
in such a way that counteracts the bias that is introduced. This could be done by assigning weights to
each row in the spectrogram for example. It is known how many of the pixels are removed for each
row. If more pixels are removed, it should receive a higher weight so eventually all rows contribute the
same amount.

Another approach would be to apply a whitening filter to the signal first. This however requires
knowing the noise shape beforehand, which might not always be available.

For this thesis the noise is assumed to be approximately white, so that the effect of the estimator
bias is minimal.

3.4.1. Measurement setup

In order to assess the accuracy of the estimator, it has been tested on simulated data using 1000
Monte Carlo simulations for different jammer-to-noise-ratios. For each simulation a chirp with random
parameters is generated. These random parameters are generated with uniform probability within their
allowed bounds. These bounds are shown in table 3.2. There is quite some coupling between the
parameters, making the bounds not very straightforward. For example the chirp rate together with
the bandwidth determine the period of the chirp. Similarly the bounds of the centre frequency depend
on the bandwidth of the chirp. Also, the amplitude is not chosen randomly as it is determined by the
jammer-to-noise-ratio.
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Parameter Lower bound Upper bound

Chirp rate («) 0.54 MHz /ps 10 MHz/ps

Bandwidth (B) 10.4 MHz and resulting period >2.9us  31.2 MHz and resulting period <48 ys
Centre frequency (f.) Such that the chirp lies entirely within the receiver bandwidth

Initial frequency (/o) 0 B

Initial phase (¢q) 0 27

Table 3.2: The allowed bounds for the different parameters, assuming a sampling frequency of fs = 52MS/s

Estimated instantaneous frequency
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Figure 3.10: Chirp spectrogram and estimated instantaneous frequency for a chirp with an SNR of 0 dB

For the randomly chosen parameters and the set jammer-to-noise-ratio a chirp is generated as well
as complex white Gaussian noise. The two are superimposed and then fed to the proposed estimator.
For each Monte Carlo simulation then the difference between the estimated parameters and the actual
parameters is calculated to find the RMSE of the estimator.

3.4.2. Results
The proposed estimator has been implemented in Matlab and is indeed able to estimate all the param-
eters. An example is shown in figure 3.10.

The results are shown in figures 3.12a-3.12d for the different parameters. The random estima-
tor, which has been described in section 3.3.7 has also been plotted. It means that if the proposed
estimator’s error is above the error of the random estimator it does not give any information at all.

The performance of the chirp rate estimator has also been plotted in figure 3.4a to compare it to
the chirp rate estimators from literature. It can be seen that it has roughly the same shape as that of
the DCFT, which is to be expected as the proposed estimator relies on the DCFT for the chirp rate
estimation. The exact parameters used for the DCFT in the proposed estimator were slightly different
than those from the DCFT itself which was used in figure 3.4a. This explains why they are not exactly
the same. Also, in the proposed estimator, the DCFT is applied to aligned windows instead of the whole
signal at once. This might explain why it performs better for low JNRs.

Although most of the parameters are estimated better for increasing JNR, the amplitude estimation
has an optimum around —10dB JNR. After this point the estimates get worse. This might be because
if the amplitude gets higher it tends to pollute the noise a bit. This can be seen for extreme cases as
shown in figure 3.11. In this figure the noise for both cases have unit variance, however due to the
very strong chirp in the right hand plot the noise level appears much higher. This effect might cause a
decrease in estimation accuracy for higher JNRs.

The bottleneck of the proposed estimator is clearly the bandwidth estimation. This needs around
—9dB JNR to start functioning properly.
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Figure 3.11: Effect of very strong chirp on surrounding noise. In both cases the noise has variance 1.
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3.5. Conclusion

In this chapter many different chirp estimators from literature have been investigated and compared with
respect to computation time and estimation accuracy. It turned out however that no single estimator
from literature estimated all required parameters. This led to the proposal of a new chirp estimation
algorithm. This new algorithm incorporates the DCFT and Hankel reduction methods from literature and
is able to estimate all required parameters of a chirp, namely centre frequency, chirp rate, amplitude,
bandwidth and centre frequency.

It works well for jammer-to-noise-ratios as low as —9 dB. Below that the bandwidth estimation fails
first. Since the bandwidth is estimated from the chirp rate and chirp period combined and since the
chirp rate estimation does work for lower JNRs, it seems that it is in fact the period estimation that fails.






Filtering chirp interference

The goal of this chapter is to define a filter that can be used to remove chirp type RF interference
such that the reception of GNSS signals can be improved. First three different filtering techniques from
literature are reviewed. Then a new filtering technique is proposed and implemented that makes use
of the earlier proposed estimator. At the end of the chapter the performance of the proposed filter is
tested on simulations, these are then compared to other filtering techniques.

4 1. Filters from literature

A number of different filtering techniques have been proposed in literature for filtering chirp interference
in GNSS applications. In this section three of those techniques are briefly introduced to give an idea
of the possible directions. In this thesis a different method is investigated, which will be introduced
afterwards in section 4.2.

4.1.1. Filter bank pulse blanking

Rugamer [37] proposed a very simple technique to filter chirp interference. It makes use of a tech-
nique called pulse blanking and combines it with a filter bank. Pulse blanking is a time-domain filtering
technique where the signal is blanked, i.e. made zero, when interference is detected. This can be a
useful technique for mitigating against pulsed interference. During the pulses the signal is blanked and
the rest of the time the signal is clean. This in itself however does not help mitigating against chirp
interference, especially if the chirp bandwidth is smaller than the receiver bandwidth. In this case the
interference is always present and it is clearly not useful to blank the whole signal all the time.

To overcome this problem the paper proposes to split the signal up into three bands using a filter
bank. Each of these bands can be blanked when the chirp passes through that specific band. This
way at most one third of the total receiver bandwidth is blanked at any given moment. This filter is able
to improve the C'/ N, ratio by about 10dB for a J/N ratio of 15dB.

4.1.2. Transform domain processing

Another way of filtering chirp interference from GNSS signals is by transforming the received signal
to a transform domain, such techniques are proposed in for example [38, 39]. This transform domain
should be chosen in such a way that in that domain the chirp interference has a sparse representation.
It is also important that the transform can be inverted so that it is possible to transform back to the time
domain. An example could be the Short Time Fourier Transform domain.

In the transform domain the chirp can then be removed by getting rid of its sparse non-zero values
after which the signal is transformed back to the time domain. It is important to make sure that the
underlying GNSS signals do not suffer from the transformations, otherwise the filtering has no beneficial
effect.

This technique works quite well according to the literature, for example [38] reports about 5dB
increase in C/Ny ata J/N of 6.5dB.

35
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4.1.3. Adaptive Notch Filter
A third way of filtering proposed in literature such as [40] uses an adaptive notch filter to filter out chirp
interference. This requires continuously estimating the instantaneous frequency and updating the filter
coefficients of the notch filter so that it tracks the chirp. The difficulties are especially in the frequency
discontinuities, when the filter has to instantly change. The notch filter also introduces a delay in the
reception, but this does not pose problems as researched in [41].

The notch filter appears to work well and can increase the correlation by up to 20dB for a J/N of
18.2dB according to [40].

4.2. Proposed filter
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Figure 4.1: Overview of the filtering algorithm

The previous section showed different methods that can be used to filter chirp interference. How-
ever, none of the mentioned estimators really use the fundamental mathematical structure of a chirp.
Because an estimator has been proposed in this thesis that is capable of finding very accurately the
parameters that constitute the chirp, this opens up the possibility to leverage that information. Theo-
retically if the interfering signal was known exactly and the interfering signal is strictly additive (i.e. a
superposition) then it would be possible to remove it without changing the rest of the signal at all. In
this thesis, this idea is pursued by making use of the proposed estimator.
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A method is proposed that filters in the time-domain, taking full advantage of the chirp estimator.
The filter is composed of a few different blocks. At the core of the algorithm is a subtraction of a replica
in the time domain. The filter is schematically shown in figure 4.1.

The idea of the filter is to perform a subtraction in the time domain. The received signal is a super-
position of the satellite signals, noise and the unwanted chirp, i.e. x = s+ u+ w (see section 3.1). This
means that if u was known exactly, it could be subtracted from x to received at x’ = x+u+w—u = x+w.
However, u is not known exactly and needs to be estimated. The better the estimate, the better the
chirp can be removed from x.

For this reason, the signal x is first fed to the chirp parameter estimator as proposed in chapter 3.
This will give estimates for the chirp rate, bandwidth, initial frequency, centre frequency and amplitude
or &, B, fo, f. and A respectively.

Using these parameters, a replica of the chirp is constructed using the chirp definition from section
3.1.2. This replica will be called u.

If the replica was accurate enough, it would be possible to simply subtract it at this point. However,
the phase of @ needs to be correct at all times. Subtraction is essentially adding with a phase shift
of 180°. It is easy to see that if i is 180° out of phase, its amplitude is effectively doubled instead of
removed.

Having a perfect estimate with perfect phase is however infeasible in practice. Any small errors
in the estimation of the instantaneous frequency are accumulated to large errors in the phase. This
accumulation stems from the fact that the phase is the integral of the instantaneous frequency, therefore
the errors continue to add up. To illustrate this, imagine that the frequency estimate is off by 10 kHz. In
this case every 50 ps the real chirp and its replica are 180° out of phase. Since one period of the L1
C/A signal from GPS is 1 ms, this happens 20 times per period. This example shows how quickly the
mismatch occurs, confirming that the problem must be addressed. Figure 4.2 shows the effect for two
sinusoids that are 10 kHz apart. This effect is also known as beat.

of dif two si
with 10kHz frequency deviation
T T T
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Figure 4.2: lllustration of how subtracting one unit amplitude sinusoid from another with frequencies 10 kHz apart leads to a
beating pattern.

Although the illustration is with sinusoids, the same holds for chirps as they are essentially sinusoids
with linearly changing frequency. The effect can however be even worse, since frequency errors can
stem from errors in the chirp rate estimate. In the same way as the phase, the frequency is in turn
the integral of the chirp rate, so errors here also add up. Fortunately, due to the construction of the
proposed estimator, this problem is somewhat limited. Because the chirp period is estimated quite
accurately, the chirp will start from the bottom again each period. Because of this the chirp rate error
can only induce cumulative frequency errors within one chirp period.

Because the phase drifts so drastically, it is not possible to subtract the replica of the chirp from the
received signal in one operation. Instead, both the original and the replica are sliced up into short win-
dows (e.g. 20 samples per window) and operations are performed on those windows. For each window
it is possible to vary the phase of the replica. For each phase shift the energy of the signal after sub-
traction is calculated. Then the phase shift for which the energy is minimal is chosen. Mathematically
this is represented as

o; = argn;)inE[xi — ﬁiej‘bi}, (4.1)

where E[-] denotes the energy of the signal.
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Because it can happen that the resulting energy for each phase shift is actually higher than the
energy of x; itself, this is first verified before the subtraction is done. Only when it is lower the subtraction
is done:

X{L« _ X; — ﬁiejcbi E[XL — 1:116]4)1] < E[Xi] - (42)
X; E[xi — uiemi] > E[xl]

After these operations have been performed on all windows, the windows are recombined. No
overlap is used in the windows, so the recombining is as simple as stacking them together.

4.3. Simulations

The described filter has been implemented in Matlab. In order to quantify its performance a number of
simulations have been run using the filter to see how it performs in various situations and with various
parameters. The following section describes how the performance is measured and after that the
results are presented.

4.3.1. Measuring performance

Measuring the performance of the filter is not as straightforward as measuring how much of the chirp
is removed. The ultimate goal is not to remove the chirp, but to arrive at a better GNSS receiving
performance. This is assumed to be improved if the chirp is removed, but it is important that the
underlying satellite signals are not distorted. If they would be distorted by the filtering operation, this
might actually reduce the performance. It is therefore important to measure the performance in terms
of GNSS reception.

To this end the simulations are performed on signals that contain GPS L1 satellite signals as well
as white Gaussian noise and a chirp. L1 signals use 1023 bit gold codes to spread the signal over
the spectrum. This happens at a bit rate of 1.023 Mbit/s, so one code (or one period) takes exactly
1ms. These gold codes are chosen in such a way that they appear random and cross correlation
between codes of different satellites is minimal, i.e. they are approximately orthogonal. Each satellite
is assigned such a Pseudorandom Noise (PRN) code and they are numbered 1 to 32. The satellites
themselves are often referred to as SV xx, where xx is the PRN number. During the acquisition stage,
GPS receivers lock on to the signals of the various satellites by correlating with those PRN codes. If
the SNR is sufficient the receiver is able to do so for a number of satellites and can start calculating its
position.

The correlation needs to be performed for a range of frequencies due to Doppler shift of the signal.
Since the satellites travel at great velocity, with in most cases at least some component away from or
towards the receiver, a Doppler shift is introduced. Furthermore the receiver itself may be attached to
a moving object, also introducing a Doppler shift. The correlation itself is a function of time. These two
variables, namely time and frequency, form a plane in which a correlation peak is found if the satellite is
within range. This correlation in the time-delay/doppler-shift plane is referred to as the Cross Ambiguity
Function (CAF).

Due to the low SNR that is typical for the satellite signals, multiple periods of this 1023 bit code might
be needed to get a clear correlation peak. These correlations then coherently sum up so that as more
periods are added, the peak becomes more prominent. This is illustrated in figure 4.3. In this figure the
effect of using multiple periods in the correlation is shown. The figure also shows the delay-Doppler
plane.

For each frequency within the range of Doppler frequencies, the correlation is calculated. This gives
a matrix of correlation values for the different frequencies and delays. This matrix will be called R; for
the 7'th period with a total number of periods M. R; has dimensions L x N,, where L is the number
of samples in one period, which is f;/1000 and N, is the number of Doppler shifts that are evaluated.
The element [R;];x then gives the the correlation for a delay of j samples and £’th index of the Doppler
shifts.

The values of the matrices for the different periods are squared and multiplied, so the final autocor-
relation matrix has values [R];x = >, [Ri]%,.

Let 7* and k* denote the indices for which the autocorrelation is maximum, i.e. the peak. Then the
correlation strength of the peak is defined as the ratio between the peak itself and the average of the
non-peak values:
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Figure 4.3: Correlation peak for a specific satellite using one PRN period and 30 periods. In this simulation C /Ny = 40dB — Hz
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This metric should be used with care. It is inherently biased since it will always be greater than one.
Even if cross ambiguity function is only noise, there will always be one value that is highest. So even
in the noise only case, the correlation strength will be greater than one. It is therefore best to compare
the values for different satellites to see which ones stand out.

This correlation strength can then be computed for a number of satellites that are known to be within
range. The correlation strength is lower if a chirp is applied to the received signal, this corresponds
with a GPS receiver having difficulty locking to the satellites if chirp interference is present. The goal
is then that after applying the proposed filter to the received signal with chirp, the correlation strength
goes up. The results will be shown next.

(4.3)

corrstr =

4.3.2. Results

The proposed filter has been simulated for different values for the SNR and JNR as well as for different
window lengths. The simulations use a predefined signal that contains the contributions of the simulated
satellites and adds white noise and a chirp with randomly chosen parameters. The simulations are
performed similar to the ones as described in section 3.4.1. For each setting multiple Monte Carlo
simulations are performed. Each Monte Carlo simulation has a random chirp and newly generated
white noise. This means that the performance seen in this section is for a wide variety of possible
chirps.

Figure 4.4 shows the correlation performance for 5 selected satellites. The SNR in this case was
—20dB. Figure 4.4a shows the increase in correlation performance after filtering for different values
of the JNR. It can be seen that especially for certain satellites the gain can be as much as 3 to 4 dB.
Another thing to be seen is that there appears to be an optimum for which JNR the gain is best. In this
scenario this is around 10 dB of JNR. The rising part from 0dB to 10dB might be because for lower
JNRs the estimation of the chirp is more erroneous, leading to poorer replicas and thus poorer filtering.
As the JNR goes up the estimates improve and hence the filtering works better. Then beyond 10 dB
the amplitude estimation starts to become worse, which was seen in figure 3.12e. This effect might
take over here reducing the effectiveness of the filter. It could also be due to other effects. Remember
from (4.2) that a subtraction is only performed if the energy is reduced. Because the estimate can be
somewhat off in some cases, every now and then a window remains unfiltered. If the JNR is much
higher, the effect of the little bits of chirp left in those windows might contribute more, worsening the
performance of the filter.

The effect of the filter is further illustrated in figure 4.4b. This figure shows the correlation strength for
the same SNR and for the optimal JNR, which is 10 dB. In this plot the effect of the different stages can
be seen. Note that with noise only, the correlation levels differ. This is because the satellite simulations
take into account an assumed antenna radiation pattern, which attenuates satellites depending on their
position in the sky. The first thing to observe in the plot is that adding a chirp to the signal severely
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degrades the correlation performance. Then the second thing to observe is that in some cases, the
filtering brings back a lot of the performance. However, the effect is not the same for all satellites.
Some are barely recovered, while others are recovered greatly. Another thing to notice is that the
filtering brings the performance back to some extent, but not all the way back up to the level it was
before the chirp was added.
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Figure 4.4: Gain in correlation peak for SNR = —20dB

Figure 4.5 shows similar plots, but for an SNR of 0dB. In this scenario the performance of the
filter appears to be better. First of all, all satellites benefit from the filter as opposed to the previous
scenario where the gain was only for a few satellites. Additionally, the gains can be much higher, up
to 7dB. Another observation is that the JNR values for which the filter works best have shifted up, to
somewhere between 20 and 35 dB depending on the satellite. This behaviour is somewhat unexpected.
The JNR does not depend on the SNR, so the amount of chirp filtered for higher SNR should be the
same. Nonetheless, the increase in performance here is higher. It could be that the relation between
the correlation strength and the SNR is nonlinear in such a way that the correlator suffers more if the
SNR is high. This does correspond with the effect seen in figure 4.5. The satellites for which the initial
correlation strength was higher (see figure 4.5b) profit more from the filtering. It is also seen that as the
initial correlation strength was higher, the optimum for the JNR is also higher. This also corresponds
with the fact that the optimal JNRs here are higher than in figure 4.4 for an SNR of —20dB.

Figure 4.5b was added here again to show the gain for a particular JNR value.
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Figure 4.5: Gain in correlation peak for SNR = 0dB

The previous results were obtained using windows of 20 samples. It was stated in section 4.2 that
the subtraction needs to be done in windows. Each of these windows uses a phase shift that works
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best for that window. Figure plot 4.6 shows the phase shift applied to each window in a simulation, its
resolution is dictated by the window size. It can be seen that over the course of 200 ys the phase shifts
vary greatly. There is also a clear periodicity in the shifts. This corresponds with the smaller period of
roughly 4 ys that can be observed. This periodicity can be attributed to the period of the chirp. The
large periodicity of around 25 us is only due to the phase wrapping around 360° to get a more practical
graph, it carries no physical meaning. This result should justify the windowing to some extent.
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Figure 4.6: Phase shift required for proper filtering, using 20 sample windows

In order to justify the window size of 20 samples, it is necessary to examine the effect of the window
size on the filter performance. Figure 4.7a shows the effect of the window on the filter performance.
It can be seen that around 20 samples gives the best performance of filtering. The small window size
comes at a cost. This is because for each window the optimal phase shift needs to be found by trying
all possible phase shifts. The CPU time required to do the filtering in Matlab is plotted in figure 4.7b 1.

Depending on the implementation that is desired, a trade off between correlation gain and CPU time
has to be made.

. Gain in correlation after filtering, SNR = 0, JNR = 30 50 CPU time consumed for 500000
——PRN2
5 T PRN 6
S —-—-PRN 25 300
e - - PRN29

)
s

—+—PRN 32

Average gain [dB]

©

0 20 40 60 80 100 120 140 160 180 200 0 20 40 60 80 100 120 140 160 180 200
Windowsize Windowsize [samples]

(a) The gain for 5 different satellites in range as a function of the (b) The CPU times needed to filter 500 000 samples using different
window size used for filtering window sizes.

Figure 4.7: The effect of the window size on the filter

4.4. Conclusion

In this section chirp interference filters from literature have been reviewed. Then another type of filter
has been proposed by leveraging the mathematical model of a chirp combined with the estimator that

Simulations were run on an Intel Core i7 920 (from 2008) using only a single core.
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was proposed earlier in this thesis. This is in contrast to the filters from literature that do not take this
model into account.

It has been shown that the proposed filter works on simulations. It is able to improve the GNSS
correlation by removing the chirp from a signal. The amount by which the filter improves the correlation
strength depends on the SNR and the JNR and was at best around 7 dB.

If this value is compared to the values from literature as reported in section 4.1 it is not the highest,
some report improvements up to 20dB! It should be concluded that the proposed filtering method
performs worse than those proposed in literature. Nonetheless an attempt will be made in the next
chapter to apply the filter to real signals to see how it performs in application.



Application

In this chapter, the proposed estimator and filter are applied to actual recorded signals. These are sig-
nals that have been captured at the NLR monitoring station (sec. 2.3.4). First an overview is presented
of the different types of chirp signals that have been observed. Then the proposed estimation algorithm
as well as the proposed filter are applied to actual recorded chirps, to see how well they work and how
that compares to the simulations.

5.1. Types of chirps
As already mentioned in section 2.1.4 chirps come in many different shapes. They are all in some
way frequency modulated signals, i.e. they are sinusoids with frequency that changes over time. In
this section an overview is given of actual chirp signals that can be found and can be attributed to
jammers. An overview of received signals and their relative occurrence at the monitoring station at
NLR Amsterdam is presented.

5.1.1. From the NLR monitoring

The monitoring station at NLR Amsterdam (see section 2.3.4) does some automatic classification. The
dataset used for the following overview consists of all the interferers measured by the system and
classified as chirp. This totals to 349 signals. They have then been further inspected manually to
classify them further into eight different classes.

High chirp rate, wide-band - fig. 5.1a This class is distinguished by the very high chirp rate, on the
order of 3us. The signal sweeps most of the L1/E1 band.

High chirp rate, side-band - fig. 5.1b This class also has a high chirp rate, but the chirp is confined
only to a small side band. This band is often around 15 MHz offset from the L1 centre frequency.

Medium chirp rate - fig. 5.1c These signals usually span a good portion of the L1 band. In some
cases they exceed the sampling band of 52MHz on one side or both sides. The chirp period is typically
on the order of 10us.

Slow chirp rate - fig. 5.1d Like the medium chirp ones, these also mostly span a good portion of the
bandwidth. The period is on the order of 40us.

Triangular - fig. 5.1e These signals have a triangular shape in the time-frequency domain instead
of a sawtooth. They mostly span the lower half of the sampling band and fall just outside of it. Their
period is usually on the order of 20us, making their slope comparable to that of the slow chirps.

Pulsed - fig. 5.1f This type of signal is quite rare. It is a pulsed chirp with relatively low duty cycle
and a narrow band around the L1 centre frequency.
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Strange pulses - fig. 5.1d These signals are quite strange. They exhibit some pulses at very long
intervals. Sometimes they appear in groups, spaced around 5ms apart and then it is silent for 25ms.
At this point the source of these signals is unknown, but they have been reported very frequently.

Miscellaneous Apart from the signals that are easily categorised, there are also a number of signals
that do not represent anything recognisable. It is unknown what the sources of such signals are.

Relative occurrence

The relative occurrence of the aforementioned signals is plotted in figure 5.2. Note that the high chirp
rate, both wide-band and side-band, medium chirp rate and low chirp rate are all essentially the same
signal type with different parameters and they account for 64% of the chirps. This makes these type of
signals a good place to start working on estimation and filtering techniques.

5.2. Parameter estimation on real data

Validating the accuracy of the estimator on real signals is a difficult tasks. Two options are possible,
both with their limitations.

» The first option is to use the signals recorded by the detector at the NLR. This gives real-world
examples of noisy measurements of chirps. The problem with using these signals is that there is
no knowledge of the ground truth. In other words, the real parameters of the chirp are unknown.
This makes it difficult to quantify the accuracy of the estimator. An attempt will be made in the
next paragraph however.

» The second option would be to acquire a number of jammers and make measurements with those
jammers. In order to get meaningful results however, it is necessary to have a wide variety of
jammers. If not, the test only focuses on a few types and it is easy to overfit based on those
jammers and be incorrectly tricked into thinking the accuracy is very high. It is also more difficult
to get real-world noise scenarios.

In order to get the most realistic signals it was decided to select the first option.

From the recorded chirps at the NLR 57 were found to meet the requirement for the estimator. This
requirement is that the chirp lies entirely within the receiver bandwidth. For all of these signals, the
parameters have been estimated by visual inspection. Then for the same signals the estimator has
attempted to estimate the parameters and the parameters were compared afterwards. Please note
that the human error in visually finding the parameters must be taken into account.

Figure 5.3 shows the errors that are made by the estimator for four of the parameters. The amplitude
has not been tested because visually determining the amplitude is infeasible. The errors are taken
with respect to the values from visual inspection. The plots in figure 5.3 show that at times there is
considerable error. The root mean square error has been plotted as well. It was mentioned in the
previous paragraph that there is human error in the visual inspection. In order to quantify this error,
the parameters of one signal have been estimated by hand for 20 different segments. The standard
deviation of the results are shown with the dotted line. The signal used here was a reasonably easy
signal to estimate by hand, some other signals were more difficult to estimate.

The plots from figure 5.3 do not tell the whole story however. After visually comparing the estimates
by hand to the estimator estimates, by looking at both overlayed on the spectrogram, 38 out of 57 times
(66.7 %) the proposed estimator did as well or better than by hand. Six examples are shown in figure
5.4. One particularly interesting example is the one from figure 5.4d. In this example the bandwidth
and centre frequency estimates are off. However, the chirp rate is still very well estimated and the
chirp is also properly aligned. With the goal in mind of filtering the chirp through subtraction, this will
work properly in the part where the estimate overlaps with the actual chirp. Due to the way the filter is
constructed, i.e. it only performs a subtraction if the energy is reduced by it, the part where the estimate
extends beyond the actual chirp should not lead to significant problems.

5.3. Filtering on real data

Using recordings of real interference events, it is possible to try out the proposed filter and examine
the results. Because there is no knowledge of the ground truth in the recorded data, a quantitative
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Figure 5.1: Received chirp-like interference signals.
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Figure 5.2: Relative occurrence of the different chirp types.
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Instantenous frequency estimate, visual vs estimator

5.3. Filtering on real data
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Figure 5.5: Filtering results for fast chirp

evaluation is somewhat difficult. Nonetheless an attempt is made, but first a qualitative examination is
presented in the following subsection.

5.3.1. Qualitative results

In this section the filter is applied to a few selected recordings from the detector at the NLR. These
show what the filter does and how the GNSS reception is improved. It does not however quantify how
well the increase is overall. First three examples are shown where the filter works well. Then some
examples are shown where the filter fails. The goal is to get an understanding of what determines when
the filter does or does not work properly.

The first example is a chirp from the fast category. It has a chirp period of 3.2 ys, a bandwidth of
34 MHz centered around —5.6 MHz. The spectrogram before filtering is shown in figure 5.5b. Using
20 periods of the L1 signal, there is hardly any correlation with any satellite as can be seen by the
dark bars in figure 5.5a. Only the satellites that were in view at that moment are shown. This chirp is
neat in the sense that it appears to be linear and its power is distributed more or less evenly across
its spectrum. The spectrogram of this signal after filtering is shown in figure 5.5c. It can be seen that
there is still some of the chirp left, primarily at the points where it wraps around. In the linear part of
the chirp, there is barely any chirp energy left however. Returning now to the correlation performance
in figure 5.5a, it can be seen from the light bars that 6 satellites have risen from the noise of which 5
with great performance, about 2dB to 3 dB.

The second chirp is one with medium speed. It has a period of 9.2 us and a bandwidth of 14 MHz
centered around 0.0 MHz. Compared to the previous example, it is much slower and also has a much
narrower band. Like the previous one, this chirp is very linear and has an even power distribution. It is
plotted in figure 5.6b. The filtered result is plotted in figure 5.6¢. It can be seen that the chirp is almost
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Figure 5.6: Filtering results for medium chirp

completely removed. There is only a few artifacts left that stem from the chirp. This performance is
again reflected in the correlation performances before and after filtering as is plotted in figure 5.6a. For
6 of the satellites there is an increase in correlation of about 2.5 dB.

The third chirp is of the slow category. It has a period of 37 ys and a bandwidth of 36 MHz centered
around 5.0 MHz and shown in figure 5.7b. It can be seen that the chirp is not exactly linear, but has a
slight curve. This makes it more difficult for the filter to remove the chirp completely. It can be seen in
figure 5.7¢ that indeed a part of the chirp is missed in the removal. Fortunately, the majority of the chirp
was removed. This leads to some increase in the correlation performance, but the effect is not as big
as in the previous examples.

In some cases, the filter fails to properly remove the chirp. This is most likely due to the chirp
varying too much with time, not being linear enough or because the energy is not spread evenly over
the spectrum. The following example shows that in some cases filtering does not increase performance,
but in fact decreases performance.

A slow chirp is plotted in figure 5.8b. The time axis in this plot spans a longer period than in the
previous examples. A few things must be noticed from the chirp. First of all the chirp is again not very
linear, but slightly curved. Additionally, there is either a reflection or there was another chirp present
during recording with a negative chirp rate. This chirp is clearly far from a clean chirp. Consequently,
the filter achieves a poorer result as can be seen from figure 5.8c. In the low frequency region of the
chirp, it is hardly removed. This leaves quite a bit of the chirp energy in the signal. Looking now at
figure 5.8a it can be seen that the correlation performance is in fact lower after filtering.

It must be stressed that any chirp that is highly nonlinear, pulsed or not contained within the receiver
bandwidth will not work. Chirps with such properties are not shown in this section. This and other
shortcomings of the filter will be discussed later in section 6.2.1.
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Figure 5.7: Filtering results for slow chirp
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Category Performance increase Performance decrease Total

Fast 23 20 43
Medium 2 9 1
Slow 1 2 3

Total 26 31 57

Table 5.1: This table lists for how many signals the correlation performance was increased by applying the filter.

5.3.2. Quantitative results
The previous section provided some visually appealing results, but was unable to address the question:
how well does the filter work? This section discusses results from more recordings.

After carefully choosing the chirps that meet the requirement of having a smaller bandwidth than
the receiver bandwidth, 57 chirps were left. Most of the chirps were from the fast category, a few
from medium and only 3 from slow. For all of these signals first the correlation with respect to all 32
possible PRNs was calculated over 20 L1 periods. Then the filter was applied and afterwards the
correlations were calculated again. For all PRNs that had a correlation significantly higher than the
noise level, the ratio between the correlation after filtering and before filtering was taken. Per signal,
the gain in correlation ratio has been averaged. After these operations, it turns out that for some signals
the correlation had increased on average and for some it had decreased. Table 5.1 shows how many
signals had benefited from the filter and how many had not.

Unfortunately the results are not very striking. In many cases the performance gets worse after
applying the filter. For the medium and slow categories that even happens much more often than
improving the performance. Over all the chirps there are also more signals that had decreased corre-
lation performance. Some more detailed insights can be drawn from figure 5.9. It can be seen from
figure 5.9d that although there are more signals with decreased performance, the amount by which it
decreases is less than in the cases where the performance is increased. In fact the overall mean gain
is just above unity at 1.1297. This is mainly due to the contribution of the fast chirps, which can be seen
from the similarity with figure 5.9a. The medium and slow chirps on average do not benefit from the
filter unfortunately as can be seen from figures 5.9b and 5.9c respectively. This is probably because
the slower the chirps, the more they tend to become nonlinear. This leads to inaccuracies because the
estimator attempts to estimate a linear chirp and the filter also subtracts a linear chirp.

For the cases the filter did increase performance, it did so by approximately 1.5dB on average.



5.3. Filtering on real data

53

Distribution of correlation gain
Fast chirps

830
c

-2 -1 0 1 2 3 4 5
Gain [dB]

(a) Distribution of amount of gain was achieved for all fast chirps. Overall
mean is 0.78 dB

Distribution of correlation gain
Slow chirps

Occurrence
IS o

w

N

Gain [dB]

(c) Distribution of amount of gain was achieved for all slow chirps. Over-

all mean is —0.61dB

Figure 5.9: Filtering results for slow chirp

Distribution of correlation gain
Medium chirps

'S
o

n w W
o o (5]

Occurrence
n
o

15
10
5
0
-3 -2 -1 0 1 2 3 4
Gain [dB]

(b) Distribution of amount of gain was achieved for all medium chirps.
Overall mean is —0.22dB

Distribution of correlation gain
All chirps

80— T T T

70

(42 D
o o

Occurrence
Ny
o

-3 -2 -1 0 1 2 3 4 5
Gain [dB]
(d) Distribution of amount of gain was achieved for all chirps. Overall
mean is 0.53dB






Conclusion

The goal of this thesis was to study ways to effectively estimate and filter out chirp interference from
GNSS frequency bands. This research question consists of two important parts. The first part con-
cerning the estimation and the second one concerning filtering. These two parts have been addressed
in this thesis and will now be concluded upon.

6.1. Estimation

For the estimator a variety of options from literature have been researched. They have been imple-
mented in Matlab to test their capabilities with respect to estimation accuracy as well as computation
time. It was concluded that the estimators from literature were incapable of estimating all required
parameters and so a new estimator had to be designed.

The proposed estimator uses the DCFT and Hankel reduction methods from literature, but adds
functionality to find all required parameters. This estimator has been extensively tested on simulated
chirps in different noise levels using 1000 Monte Carlo simulations for each noise setting. It was shown
that the estimator performs well for chirps with JNR of —9dB or higher. Visual inspection of the esti-
mates also show that the chirp is indeed tracked correctly by the estimator.

The proposed estimator has also been tested on real chirps that have been recorded by the detector
at the NLR. The results for the estimation of real chirps were slightly worse than the simulations. It
was difficult however to get accurate metrics of its performance, because the ground truth of the chirp
parameters were unknown and had to be estimated by hand. After visually comparing the results of the
estimator with estimates done by hand 38 out of 57 times the proposed estimator did a better job than
was done by hand. The estimator worked particularly well for fast chirps with chirp period of around
3 s.

This novel chirp estimator is capable of accurately finding the parameters that constitute a chirp in
noisy conditions. This can be used for classification or identification of chirps, but also for filtering as
was shown in the filtering part of this thesis.

6.2. Filtering

The second part of this thesis concerned filtering. The goal here was to design a filter to remove chirp
interference from the GNSS frequency band in such a way that the underlying satellite signals were
not distorted. The system was constrained to consist of only one antenna and it was assumed that the
raw IQ samples were available. No constraint was placed on the required time to process the filtering.

First three existing filtering techniques with GNSS applications from literature were reviewed. It was
concluded that they did not take into account the fundamental structure of a chirp. It was also argued
that in theory, if the exact interferer was known, it would be possible to remove it perfectly without any
distortion to the underlying signals. Because an estimator of the chirp interference was already built, it
was possible to investigate how well such a time-domain subtraction would work in practice.

To this end a filter was constructed which used the proposed estimator to create an accurate replica
of the chirp interference. The replica was then subtracted from the contaminated received signal. This
subtraction was performed in small windows of 20 samples to correct for phase drifts.
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The filter has been tested for a variety of SNR and JNR values. The best results were obtained
for an SNR of 0 dB and JNR between 25dB and 30dB. In this scenario the correlation of the received
signal with GPS satellites could be increased as much as 7 dB for some satellites.

The filter had later been tested on the same real chirps from the detector at the NLR that were used
to test the estimator. It worked best on fast chirps, for which the filter improved the correlation in 23 of
the 40 cases. For the medium and slow chirps the filter performed poorly and was only able to increase
performance in 3 of the 14 cases. It was seen however that for the cases that the filter did improve the
performance, it improved the performance by an average of 1.48dB

6.2.1. Filter limitations

This filter is limited in the sense that it only works for chirps that meet certain requirements. The chirp
has to lie entirely within the receiver bandwidth and it has to be linear. Both of these requirements are
often not met. Especially if receivers with smaller bandwidths are used, many jammers will emit chirps
that extend beyond this bandwidth. Also, especially slower chirps tend to exhibit nonlinear behaviour
which the filter is unable to deal with. The chirp also needs to have stationary or at least very slowly
changing parameters.

Another limitation is that the computation time required by the filter is very high. This was not a
problem in this thesis as no constraint was placed on the computation time of the filter. If it is desired,
however, to use this filter in a real-time scenario, it has to be sped up significantly.

6.2.2. Comparison

In chapter 4 different filtering techniques were mentioned. Making a proper quantitative comparison
with those filters is difficult, because the reported results are based on different experimental setups.
Roughly looking at the reported results however, it is clear that all of the mentioned filters in section 4.1
outperform the one proposed in this thesis by quite a bit. They report up to 20 dB increase in correlation
performance, whereas the filter proposed here achieves about 4 dB at best with real world signals and
up to 7dB in simulations.

The biggest drawback of the proposed filter compared to the ones from literature might be its lack
of robustness. The proposed filter in this thesis can work quite well under the right circumstances, but
if the chirp interference is slightly distorted the filter breaks down quite heavily. Although the filters from
literature do not report on this specifically, it seems they suffer less from this problem.

Lastly, at least some of the filters from literature can work in real-time, introducing only a slight delay
to the received signal. This could be advantageous, but has not been achieved with the filter from this
thesis.

Looking at these differences, it is safe to say that the proposed filter here is not a good contestant
with respect to the alternatives. There are many opportunities for improvement however, as will be
addressed in the next section. If these improvements are made, it might be a better competitor to the
alternative filters.

6.3. Future work

The proposed estimator and filter certainly work under circumstances, but there are ways to improve
both. The improvements can be roughly classified in three categories: non-linear chirps, out-of-band
chirps and computational complexity.

6.3.1. Non-linear chirps

It was seen both for the estimator and the filter that whenever the chirps became slightly curved, the
performance broke down significantly. This is not surprising as they both rely on a chirp model that does
not allow any curvature. It could be researched however if this problem can be solved by adding a term
in the polynomial of the chirp description. This allows for some curvature which could significantly
improve the performance of the filter for especially slower chirps, as they tend to be less linear. Adding
an extra variable to the chirp model of course increases its complexity and it might be more difficult to
fit the parameters.
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6.3.2. Out-of-band chirps

One of the biggest problems with the current estimator and filter is that they cannot cope with chirps
that extend beyond the receiver bandwidth. This problem should be addressed in a further research.
One approach might be to allow a chirp with pauses, because in essence that is what happens when
the chirp extends beyond the band. If a chirp with pauses can be estimated, this can be achieved.
Estimating where the pauses are should be relatively easy for chirps with high JNR since the overall
power of the signal will clearly show when the chirp is present. Then the parts where the chirp is not
present can be disregarded in the estimation process of the other parameters. It will be more difficult
for chirps with low JNR or for chirps that have bandwidths which are much wider than the receiver
bandwidth. In the last case the chirp reduces to vertical lines in the spectrogram, or just pulses which
span the full band. In this case it is probably wise to not treat them as chirps, but use a pulse blanking
technique instead of this filter.

6.3.3. Computational complexity

Although the estimator and filter do work, they need considerable processing time. This makes it
impossible to use them in a real-time application. This might be overcome by performing estimation
and filtering in parallel and updating the estimates as well. This might be achieved by using a Kalman
filtering approach or similar. This will also make the filter adapt to changes in the chirp over time, which
is currently not possible.

The process of finding the correct phase shift is currently also very time consuming and might be
improved by understanding better how the phase shifts are introduced. If these can be estimated or
predicted more quickly, the filter will be much faster. Even without understanding the nature of the
phase shift mismatch, finding the optimal one might be improved by employing a gradient descent-like
method.






Jammer measurements

During this thesis a question arose about the stability of GPS jammers. Most PPDs are bought cheaply,
sometimes for as little as $10. For these retail prices the electronics inside those jammers have to be
very simple. The simplicity can lead to poor stability of the chirp parameters such as centre frequency
and chirp rate. For the effectiveness as a jammer poor stability is not a problem. A certain randomness
in the output might even increase the jamming effectiveness. However, for the estimation and filtering
of these interferers the stability of the parameters can have a large impact. If chirp parameters are
estimated over the first 100 ms, and used for the next second, it is important to know that the parameters
do not change.

Another situation in which the stability is of importance can be fingerprinting devices. If at a certain
location chirp interference is measured at different times, for example different days, it might be tempting
to compare the chirp parameters. One might assume that if the parameters are the same, they might
come from the same physical jammer. This assumption only holds, however, if the parameters do not
change from one moment to the next.

Although there is literature on the signals of GPS jammers, such as [5, 6], they do not address this
question. The literature focuses on the types of signals as well as their powers, but not the stability of
their parameters. To address this question a typical PPD was characterised. '

The jammer that was bought is shown in figure A.1, the circuit board is shown in figure A.2. It cost
roughly $10 and is meant for use in a car. The jammer plugs in to the car’'s 12V power output and
is equipped with a dipole antenna to transmit the RF jamming signals. For the tests the antenna was
removed and the test equipment was connected to the SMA RF output connector.

The device without antenna measures around 80 x 20 x 20mm and the supplied antenna has a
length of 60 mm. The device has no buttons, but it as a green LED which is assumed to illuminate
when plugged in. It also has a glass fuse which can be replaced by unscrewing the tip of the 12V
connector. The rating of this fuse is unknown. Electrical specifications of the device are unknown as
they were not specified by the vendor.

A.1. First glance

Before conducting any tests it was important to get familiarised with the device and to see if it worked
at all. It was powered by a 12V laboratory power supply. The output of the jammer was connected via
a cable to a spectrum analyser. Upon turning the power on the jammer showed power in the L1 band
(around 1.575 GHz) and some harmonics above that, see figure A.3 for the main lobe and A.4 for the
harmonics. The RF output power in the L1 band was roughly 45 yW or —13.5dB mW.

Another observation was that the output of the jammer was a chirp. This was already assumed from
its PSD, but the spectrogram confirms it. It is shown in figure A.5. It has a period of roughly 2.5 ys and
spans approximately 49 MHz centered neatly around 1.575 GHz.

Furthermore it was noticed that the device is very sensitive to its surroundings. Placing your hand
in the vicinity of the device (< 10 cm) changes the output of the jammer a lot. The power will change,

"The jammer has only been switched on inside the anechoic chamber of the NLR EMC laboratory to avoid interference to any
GNSS receivers.
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Figure A.1: The jammer
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(a) Top view of the jammer circuit (b) Bottom view of the jammer circuit

Figure A.2: The circuit board of the jammer. On the right is the SMA connector that connects to the antenna.

but also the chirp parameters.

A.2. EM Leakage

Before conducting any tests it was interesting to know how well the power of the jammer is transmitted
through the SMA connector and how much of it radiates somewhere else from the electronics. If this
electromagnetic radiation leaks even if it is connected via a cable, the device cannot be tested like this
unless the environment is chosen carefully and no one will be harmed by the jamming signal. In order
to see if this was the case, the antenna was removed and a 50 Q2 load was connected to it. If the jammer
was carefully matched to 50 2 and properly shielded, no EM should leak.

The jammer along with its load was placed inside an anechoic chamber at the NLR premises. It
was powered with 12V and the electric field strength was measured at a distance of 1 m with a variety
of antennas, depending on the frequency. The results are plotted in figure A.6. It can be seen that
in the low frequency range, 25 MHz to just below 100 MHz there is a clear line pattern. The lines are
approximately 400 kHz apart. This frequency has turned out to correspond to the chirp period of the
jammer, i.e. 2.5 ps. Then the main lobe is seen at the L1 centre frequency along with its harmonics.

It must be stressed that the results from figure A.6 are with a 502 load and no antenna! It was
tried to swap the load for the antenna that came with the jammer and the difference was around 5 dB.
The conclusion that must be drawn from this experiment is that it is not safe to do any testing with the
device using a guided medium. A lot of EM will still be radiated by the device, so this must be taken
into account when choosing a suitable location for the tests.
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Figure A.5: The spectrogram of the output of the jammer,
it is a chirp.

A.3. Stability

As described, the real question was how stable the jammer is. To answer this question three tests have
been conducted. The first test investigates how the chirp parameters over prolonged periods of time.
The second test investigates the influence of the ambient temperature and the last test the influence
of the supply voltage and the last test

A.3.1. Long term

The first stability test considered the variation of parameters as a function of time. The jammer was
turned on and during 1 hour, a 10 ms 1Q recording of its output was saved 2. For each of the recordings
the parameters have been estimated and they are shown in figure A.7. It can be seen that all parameters
vary quite a bit over time. There is also a noticeable dip in the bandwidth and chirp rate while at the same
time a increase of the centre frequency between around 200 and 1300 s. Upon further inspection it was
seen that the lower bound of the chirp band moved up, therefore reducing the bandwidth, increasing
the centre frequency and decreasing the chirp rate (as the chirp period remained the same). The cause
of this clear dip is unknown.

A.3.2. Temperature dependence

Jammers like the one examined here are usually used from the car. The temperature inside a car can
differ greatly from day to day, so it was interesting to see what the effect of ambient temperature was
on this jammer. To find out, it was placed inside a temperature controlled room at the NLR. Here the
temperature was brought down to —10 °C and then increased in steps of 5 °C, with a 5 minute pause
after each increase to allow the jammer to settle to the new temperature.

2Used hardware was a Rohde & Schwarz FSV3030 spectrum analyser/IQ sampler, sampling at 128 MS /s with 32 bit per phase.
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Looking at the spectrogram for different temperatures, it turned out that for temperatures below
10 °C the chirp no longer looked like a chirp, but became severely distorted. The spectrogram is shown
in figure A.8.
The results of the test are shown in figure A.9. Note that due to the signal not being a chirp, there
are no estimates for its parameters below 10 °C. Only the power has been estimated, because it does
not require a chirp. It can be seen that there is a very clear dependence on the temperature. It can be
seen that the chirp rate goes down, as well as the centre frequency and the bandwidth goes up. Upon
closer inspection of the spectrograms it was seen that the lower bound of the chirp band became lower.
Another remark must be made with respect to figure A.9a as the power during this measurement
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was between 13 dB mW and 18 dB mW. Compared to all the other measurements this is insanely high.
In all the other measurements the power is around —15dB mW. No explanation has been found as to

why this was the case.
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A.3.3. Supply voltage dependence

The last stability test was with respect to the supply voltage. Here again it must be taken into account
that the jammers are usually powered by a cars battery, which can easily swing between 12V and 14 V.
To test the dependence, the jammer was connected to a laboratory power supply and the voltage was
varied between 11V and 14V with 0.2V increments. The test was conducted twice, first going up and
then going back down. During the first run, while going up, until 13.2V the jammer exhibited the same
behaviour as it did during the temperature test below 10 °C, i.e. it emitted a distorted signal.

The results of the test are shown in figure A.10. Run 1 is only shown for the part where the jammer
emitted a chirp. By carefully looking at the axes it can be seen that only the power changes significantly,
which goes up by around 1 dB. The other parameters change only barely and the data is not convincing
enough to make any assumption on the dependence.
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Figure A.10: Estimated parameters of the chirp for different supply voltages.

It was also tried to power the jammer with only 5V and, as expected, the jammer did no longer
produce a chirp. What was left of the signal is shown in figure A.11.

A.3.4. Conclusion
The main question in this research was how stable cheap jammers are and if they are dependent on
temperature and supply voltage. Before any of the tests were conducted, it was already clear that the
jammer was far from stable. Just waving your hand around the jammer affected its output greatly and
the power from the jammer fluctuated quite a bit. This observation was confirmed by the measurements.
Over the course of 1 hour, the parameters vary greatly. It also turned out that the temperature has a
direct influence on the parameters of the chirp.

It must be concluded that there is no guarantee that chirps from the same device recorded at different
instances are actually the same. It might thus happen that a single jammer is advertently registered as
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