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Chapter 1

Introduction

This chapter introduces the motivation for this thesis and formulates the research questions.

1.1 Motivation

Music streaming services are increasingly becoming music discovery services [Chodos
et al., 2019; Hosey et al., 2019]. Users discover new music either through algorithmic
recommendations, or via user-guided search and exploration. The latter has shown to result
in more diverse listening, which is considered a desirable metric in the music industry as it
is related to long-term user engagement [Anderson et al., 2020].

Despite the progress made in enhancing users’ navigation of music collections through
algorithmically enhanced search, most interfaces have yet to introduce innovative visual
cues. Icons for songs are - still - constrained to album art. For a user of music streaming
services, the only way to find out what a song is like, is to listen to it.

For example: Spotify creates personalised playlists for users, such as the ’Discover
weekly’ playlist that can be seen in Figure 1.1. Assuming this is indeed unseen music from
unknown artists, waiting to be discovered, the user cannot infer from artist names or album
art what kind of music it concerns, until listening.

Listening a song to identify what music it is, or if it matches some expectation, takes a
couple of seconds, at the very least. The hypothesis is that visualisation of characteristics
of a song (e.g. mode, tempo or mood) can improve user-guided search and exploration by
enabling visual search [Wolfe, 2015]. We further hypothesise that such visual search may
speed up search times when searching with an open or exploratory mindset [Hosey et al.,
2019]. Earlier work has demonstrated that visual identifiers speed up UI navigation [Lewis
et al., 2004].

1.2 Research questions

We formulate the main research question as follows:
How can a visual representation help speed up identification of a song with distinctive
characteristics?

1



1.2 Research questions Introduction

Figure 1.1: Spotify’s automatically generated playlist ’Discover Weekly’ shows little (vi-
sual) information that relates to the music content.

To answer the main research question, we address the following sub-questions:

1. What are distinctive characteristics of a song and which features can be used to rep-
resent those?

2. What role can latent variables play in the representation of characteristics of a song?

3. How can features be mapped to a visual representation?

2



Chapter 2

Related work

This chapter discusses technologies and academic literature related to music features, latent
representations for music, aspects of visualisation, custom icons and glyphs. It is structured
in four sections, which each explore the literature that relates to a sub-question.

2.1 Music Characteristics and Features

In this section, we review related work on music characteristics and feature extraction. This
section addresses in particular the first sub-question: What are distinctive characteristics
of a song and which features can be used to represent those?

To find an answer to this question, this literature review aims to provide a very high-
level overview of music characteristics and features that model those, as well as features
that more implicitly capture characteristics. By providing this context, we narrow down the
position of this work and clarify on what aspects of music we base our design.

2.1.1 Distinctive characteristics of music

The first question in our sub-question: What are distinctive characteristics of a song? may
invite a comprehensive study of music theory. Taking into account our main research ques-
tion, and keeping the scope of our answer contained, we will constrain ourselves to a com-
puter science perspective.

Perception of music and its characteristics are determined by properties of both the
music and whoever is listening to it [Schedl et al., 2013]. Although we do incorporate
the user in our evaluation, we focus our research on the music properties. In modelling
music features, we distinguish content- and context-based features. Content-based features
are derived from the music signal only, whereas context-based features are derived from
additional information, such as tags, lyrics, reviews and other cultural information. We
will focus on content-based features, which is often the only information available for new
unseen music [Chodos et al., 2019]. Since content-based features fall within the domain of
Music Information Retrieval (MIR), our focus will primarily be on this area of research.

3



2.1 Music Characteristics and Features Related work

2.1.2 Content-based Features

In music content’s extracted features, low-level, mid-level, and high-level features can be
discerned. Low-level features, such as a statistical summary of the signal, closely resemble
the original representation. Mid-level features are typically a combination or extension of
low-level features that integrate additional knowledge. High-level features are concepts as
humans understand it and they carry semantic meaning. The boundaries between the levels
are not strict but rather blurred [Knees and Schedl, 2016].

In MIR, the dominant approach to feature extraction used to be problem-specific mod-
elling, based on statistical analysis and algorithmic processing of the audio signal. Features
were explicitly modelled with extensive domain knowledge, a practice now somewhat deri-
sively referred to as ’hand-crafted features’. In recent years, however, the approach has been
more deep learning oriented. Deep learning models are used for modelling high-level fea-
tures but also for other MIR tasks [Müller et al., 2022]. Deep learning models for MIR rely
much less on feature modelling than previous approaches: they either learn in an end-to-end
fashion or from low-level features.

2.1.3 High-level features

High-level features are the most semantically meaningful and are also the concepts with
which end-users reason about music. Amongst high-level features, there is a hierarchy too:
from more atomic high-level features such as tempo, mode and key, more complex semantic
features can be determined, such as instrumentation, genre and emotion/mood. These types
of high-level features are very interesting, yet at the same time not well defined: there is
only 80% agreement amongst humans on genre classification [Schedl et al., 2014] and there
exist varying cultural interpretations on more complex emotions in music [Lee et al., 2021].

Up until recently, it was the standard approach to construct high-level features from mid-
and low-level features, by either algorithmic rules or machine learning algorithms [Müller
et al., 2022]. The dominant approach is turning towards end-to-end deep learning models
that extract features from a raw signal or from very low-level features.

2.1.4 Popular features in research

High-level features that are popular in research are available from the Million Song Dataset
(MSD) [Bertin-Mahieux et al., 2011] and the Spotify Web API. The MSD is a widely used
benchmark in MIR, providing both content and context based features. The MSD considers
itself a representative dataset of recent western commercial music [Bertin-Mahieux et al.,
2011].

The features of the MSD and the Spotify Web API overlap. This stems from their shared
origin in The Echo Nest, a music intelligence ’platform’. The documentation of MSD notes
that their features contain ”almost all the information available through The Echo Nest API
for one million popular tracks” [Bertin-Mahieux et al., 2011]. Spotify acquired The Echo
Nest in 2014. In 2016, The Echo Nest’s API was merged into the Spotify Web API [Skidén,
2016]. We still observe that many of the feature descriptions in the Spotify Web API are
literally the same as they were in The Echo Nest’s API.
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Related work 2.2 Latent variables and representation learning in MIR

A popular investigation in literature is the use of Spotify features to predict the success
of new products [Sciandra and Spera, 2022; Gulmatico et al., 2022; Nijkamp, 2018]. This is
an objective made rather easy by Spotify, as the Spotify Web API also presents a popularity
rating for each track. We observe that the literature focuses mainly on the very high-level
features that are available from the Spotify Web API, via the ’Audio Features’ API call,
rather than the slightly lower-level ’Audio Analysis’ API call.

Although we acknowledge that the Spotify Web API features are of high quality and
popular in research, we object against using private, closed source data. We have concerns
for reproducibility, explainability and open research, amongst others. Therefor we have
decided not to make use of the Spotify features directly, but we do use them in Section 3.3
as a benchmark to compare the performance of other features against.

2.2 Latent variables and representation learning in MIR

In this section, we review related work on latent-variable modelling for music. In particular,
this review addresses the second sub-question: What role can latent variables play in the
representation of characteristics of a song?

To find an answer to this question, we start with a definition of latent variable represen-
tations. We then investigate the use of latent variables in MIR and gloss over some popular
deep learning techniques.

2.2.1 Learning representations and features

Learning latent representations is a machine learning approach to infer latent variables from
observed events [Kopf and Claassen, 2021]. The goal of learning latent variable repre-
sentations is to obtain abstract and useful representations from raw data for tasks such as
classification and prediction [Latif et al., 2020].

It seems that the preferred terminology has moved from ’feature vector’ to ’represen-
tation’: at ISMIR 2021, 10 papers mentioned the word ’representation’ in their title, as
opposed to only 2 mentioning ’features’. In this document, we often omit the term ’latent’
and abbreviate to ’representation learning’, as in much of the literature on this topic, but
note that by this we refer to a latent-variable representation.

2.2.2 Representation learning in MIR

Although many music-related tasks are well understood, often even intuitively, it is difficult
to point out where relevant information is in the music data and how to describe this infor-
mation in a numeric representation [Kim et al., 2020]. This difficulty shows in the failure
of signal-processing based methods to represent all explanatory factors of variation behind
music data [Bengio et al., 2013]. The emerging idea is that latent variables make sense for
the representation of characteristics of a song, as they can learn more abstract features that
better represent the audio [Hamel and Eck, 2010].

No surprise then, that in MIR representation learning is a very active research topic.
Over 11.800 papers return from a Google Scholar search for ”’representation learning’

5



2.2 Latent variables and representation learning in MIR Related work

AND music”. Representation learning has, since decades, been investigated in MIR us-
ing machine learning models such as Hidden Markov Models and Support Vector Machines
[Hamel and Eck, 2010]. The deep learning paradigm brought large advances with the possi-
bilities of ’deep music representations’ [Bengio et al., 2013] and has become the dominant
approach [Müller et al., 2022].

A challenge of representation learning is the difficulty in establishing a clear objective
or target for training [Bengio et al., 2013]. We observe in the literature that often represen-
tations are trained for a particular downstream task and then their representations inspected.
In this sense, the latent representations are implicitly modelled 1 .

Downstream tasks in MIR representation learning are music generation [Dhariwal et al.,
2020; Roberts et al., 2018; Pati and Lerch, 2021], transcription [Boulanger-Lewandowski
et al., 2012], source separation [Chandna et al., 2017], various classification tasks [Han
et al., 2016; Jeong and Lee, 2016; Choi et al., 2016; Lee et al., 2017; Choi et al., 2017] and
recommendation [Van den Oord et al., 2013; Martı́n, 2017]. In addition, work is being done
on finding a more generalised approach that is suitable for multiple tasks [Kim et al., 2020;
Durand and Stoller, 2022].

Research has also been done on feature learning from content combined with meta-
data [Alonso-Jiménez et al., 2022; Park et al., 2017; Kim et al., 2018; Lee et al., 2019].
However, narrowing down our scope, we stick to a content-based approach, anticipating the
availability of only an audio signal at run-time.

2.2.3 Techniques for learning latent representations in MIR

Representation learning methods in MIR draw upon methods from image processing and
Natural Language Processing. What follows here is an outline of the three most prevalent
deep learning architectures and methodologies, which have achieved the state-of-the-art in
numerous MIR research domains [Müller et al., 2022]. For state-of-the-art models for each
of those approaches, we refer to Table B.1.

Convolution Neural Network (CNN)

CNNs are considered well-suited for representations as their intermediate feature repre-
sentations are shared and their hierarchical structure allows them to operate on multiple
timescales [Van den Oord et al., 2013]. Do note that when using only frames of the data,
the long-term dependencies of the music are lost [Martı́n, 2017]. It has been noted that
CNNs are biased toward texture [Luo et al., 2021; Geirhos et al., 2018]. In spectrograms,
the popular input for CNNs in MIR, texture is often interpreted as timbre of music [Won
et al., 2022].

Variational Autoencoder (VAE)

The VAE [Kingma and Welling, 2013] proposes an improvement over the autoencoder
(AE). Whereas the encoder of the AE outputs vectors in the latent space directly, the en-

1A notable exception is the seminal work of Van den Oord et al. [2013], who first modelled latent variables
with Weighted Matrix Factorisation and then used those as learning targets.
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Related work 2.3 Icons and Visualisation for music discovery

coder of the VAE outputs parameters of a pre-defined, constrained, distribution in the latent
space: the mean and standarddeviation of a Gaussians in each dimension. This constraint
ensures the latent space is regularised. The benefit of a regularised latent space is that the
whole latent space can be sampled and that latent variables are smoother. This is considered
beneficial for generation as well as for representation learning [Bengio et al., 2013].

Transformers

The Transformer architecture [Vaswani et al., 2017], is a representation model relying on an
attention mechanism to learn global dependencies between input and output. The attention
mechanism facilitates the model to relate pairs of positions in a sequence learn long-term
context by doing so. Transformers are a very popular approach to all kinds of sequential
data. The many applications of Transformers in MIR are described in Won et al. [2022].

2.3 Icons and Visualisation for music discovery

In this section, we review the literature on music visualisation. Together with Section 2.4,
this review addresses the third sub-question: How can features be mapped to a visual
representation? We first discuss the idea of custom icons, then introduce our main inspi-
ration Kolhoff et al. [2008] and subsequent works. We then discuss other work related to
visualisation of music for discovery and retrieval. Finally, we introduce a framework that
enables us to contextualise this work within the broader scope of visualisation research.

2.3.1 Custom icons

The concept of custom icons for files was popular for a couple of years after the publication
of Lewis et al. [2004] and Setlur et al. [2005]. The idea of speeding up visual search with
distinctive icons/glyphs originates from Lewis et al. [2004]. They propose ’VisualIDs’: au-
tomatically generated visually distinctive icons, based on the hashed filename. Examples of
the icons as generated by Lewis et al. [2004] can be seen in Figure 2.1. Setlur et al. [2005]
offered a content-based approach with ’Semanticons’, where the icons ought to reflect the
gist of contents of the file. Although VisualIDs do not reflect the contents of files, their ap-
proach is to generate similar-looking icons for files with highly similar names, recognising
the need for such a functionality.

Although some research has been done on the application of unique custom icons in
specialised fields, such as software programming [Strobelt et al., 2009; Maguire et al., 2012;
Stach et al., 2007], they have not gained widespread use in desktop applications, except for
the ’Identicon’. Identicons serve as unique profile pictures for online applications, and are
widely used in various online platforms, most notably Github.

Icons are frequently composed of glyphs, which are graphical representations of char-
acters or symbols. In Section 2.4, we provide a comprehensive discussion of glyphs, which
covers their exact definition and their place in visualisation research.
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Figure 2.1: VisualIDs as generated by Lewis et al. [2004].

2.3.2 MusicIcons

Kolhoff et al. [2008] introduced the concept of a content-based icon for music, which they
called ’MusicIcons’. They designed a parameterized ’flower-glyph’ assigned to music files
based on music features and user input, as shown in Figure 2.2. Their approach is strongly
content-oriented and makes the visual clustering one of the main goals. It even allows for
sorting based on the generated visualisation parameters.

Figure 2.2: Flower glyphs as generated by Kolhoff et al. [2008].

The framework proposed by Kolhoff et al. [2008] is illustrated in Figure 2.3. As fea-
tures, they used clustered MFCCs. To map features to glyph parameters, a neural network
was trained on a small number of user-provided samples. The network learned a mapping
from the clustered MFCCs to eight parameters. These parameters were used to generate
the glyphs: two parameters regulate the number and shape of petals and the remaining six
parameters are mapped to two sets of RGB colours, an inner colour and an outer colour.

To enable the user to explore music collections Kolhoff et al. [2008] also presents the
user with a novel interface: a 2D plot with the glyphs of the songs, where the position of
each glyph is determined by a 2D PCA projection of the feature vectors of the songs, as can
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Figure 2.3: System as proposed by Kolhoff et al. [2008].

be seen in Figure 2.4.

Figure 2.4: Plot of glyphs for music files, arranged according to the 2D PCA projection of
the glyphs parameters. Image from Kolhoff et al. [2008].

We identify this work as our main inspiration and build upon their approach to colour.
We propose significant changes to both the shape of the glyph and the feature selection
process as well as the user interface. Our proposed adaptations are explained in detail in
Chapter 3.

2.3.3 Work inspired by MusicIcons

The content- and music-oriented work by Kolhoff et al. [2008] seems to have sparked some
projects in the years after its publication: Kusama and Itoh [2011]; Machida and Itoh [2011];
Kim et al. [2009]; Chen and Klüber [2010]; Uota and Itoh [2014]; Oda and Itoh [2007].
These works focused on trying other ways to browse music visually or generate music
icons: tasks related to our research question. In addition, we have found work that does not
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cite Kolhoff et al. [2008] as previous work but we consider it very closely related, such as
Yoshii and Goto [2007] and Lima et al. [2019]. In this subsection, we will briefly highlight
the three works we consider most relevant for our project.

Kim et al. [2009]

Kim et al. [2009] presents a system that ’generates icons that reflects the emotion of music
for searching and finding music more efficiently’. The authors aim to use high-level features
by designing parameterised shapes whose parameters are mapped to a 2D arousal-valence
model [Thayer, 1990]. The icon for each song is then determined by the parameter settings
associated with their respective location in the arousal-valence plane. Examples of images
generated as by Kim et al. [2009] can be seen in Figure 2.5.

Figure 2.5: Affective music icons generated by Kim et al. [2009].

We find that their work is aesthetically pleasing and also employs a double colouring,
which we too take from Kolhoff et al. [2008]. We also share an interest in generating the
glyph with a parameterised shape. However, this shape is not very expressive and always
offers a variation of a planet with rings.

Chen and Klüber [2010]

Chen and Klüber [2010] aims to facilitate music browsing and searching with automatically
generated icons (’thumbnails’), much like our work. Their design, which can be inspected in
Figure 2.6, relies on colour coding for genre and symbolic notation for all other information.

We find this work interesting as we share a similar objective with the authors of the
paper. However, we find their method to be ineffective. Their approach employs textual
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Figure 2.6: Music summaries as designed by Chen and Klüber [2010].

and staff notation, which leads to an icon that requires a significant amount of time to
process. Moreover, their utilisation of binned categorical colours leaves little nuance for the
intricacies and blurred classifications we find in music.

Lima et al. [2019]

Lima et al. [2019] does not mention Kolhoff et al. [2008] as previous work, but we do
find that it functions very much in the same spirit of stimulating visual search for users,
as they mention their objective to ”aid users on tasks related to exploration/browsing of
music libraries and at queries for similar tracks based on visual characteristics”. To do so,
Lima et al. [2019] extracts high-level features on mood, danceability, tempo, music genre
and instrument, which are then mapped to a semantically meaningful visualisation. Their
overall design can be inspected in Figure 2.7.

(a) Prelude In G Minor by Chopin (b) Mama Mia by Abba

Figure 2.7: Results of Lima et al. [2019] for Chopin and Abba, respectively.

Despite their ambitious intentions, we found the overall design to be somewhat lacking
in effectiveness: the resulting image is made up of many components, of which some really
take a while to process, like the rabbit or the falling star. It seems to us not the best way to
facilitate visual search and suspect there must be better ways to do so.

2.3.4 Music visualisations for discovery and retrieval

Music visualisation techniques have been employed to facilitate search and discovery of
music. Such techniques include the use of audio feature visualisations and interactive visual
interfaces that allow users to explore music collections, like the 2D plot with song glyphs
as presented by Kolhoff et al. [2008].
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Visualisations for discovery and retrieval are often about how songs relate to each other
as well as their place in a global structure [Knees et al., 2020]. There have been more works
proposing some form of 2D embeddings of high-dimensional data for exploring and dis-
covering music: Donaldson [2007]; Sprague et al. [2008]; Muelder et al. [2010]; Paulovich
et al. [2011]. Self-organising maps were also popular to facilitate music discovery for a
while [Khulusi et al., 2020]. Most of these works were published around the time Kolhoff
et al. [2008] was published. Lately, the more effective t-SNE projection has been pro-
posed [Lionello et al., 2018; Atassi; Anderson et al., 2020; Schedl, 2017; Benjamin and
Altosaar, 2015; Shen et al., 2020]. However, such views have thus far never integrated in
consumer-grade UIs. This may be due to the amount of resources that would be required
for a large-scale t-SNE embedding.

Finally, also other novel ways for discovering music have been proposed, based more
on the users input. For example, Knees and Andersen [2016] proposes to do retrieval based
on sketches of timbre.

2.3.5 Formalising Visualisation Design

In this section we adopt a high-level approach to visualisation design and analysis. To
position this work in a larger body of visualisation research, we use Tamara Munzners
nested model [Munzner, 2009]. Munzners nested model provides a generic framework,
widely applicable to visualisation research that enables us to reason and contextualise this
work.

The model consists of four nested layers: domain, abstraction, idiom and algorithm.
Their composition relative to each other can be seen in Figure 2.8. Each layer can be
explained by the question(s) it poses:

• Domain: Who are the target users?

• Abstraction: What is shown? (data abstraction) & Why is a user looking at it? (task
abstraction)

• Idiom: How is it shown? (visual encoding (how to draw) & interaction (how to
manipulate))

• Algorithm: How to compute? (efficient computation)

We identify our work to be a problem driven work, which implies that our approach is to
work from the outer layer to the inside layer. Although shown with the arrows as a one-way
street, it is all too common to re-iterate many of the steps in the model [Munzner, 2014]. In
addition, most research works address a few, and not all, of the layers in the model within
one research carried out, some research just focuses on one layer exclusively. We further
formalise our work in terms posed by the nested model in Section 3.2.
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Figure 2.8: The four nested layers of Munzners visualisation model, from Munzner [2009].

2.4 Glyphs

In this section, we review the literature on one specific idiom in visualisation: glyphs. To-
gether with Section 2.3, this review addresses the third sub-question: How can features be
mapped to a visual representation?

We start with a definition of glyphs, then look at glyphs in visualisation research. We
will then focus on star glyphs, delve into visual channels, specifically the use of colour and
curvature, and explore data mapping. Finally, we will discuss the sorting of glyphs.

2.4.1 Definition

Although it is generally understood that glyphs are some graphical representation, the exact
definition of a glyph seems somewhat diffuse [Chen et al., 2022] and unsurprisingly then,
the term ’glyph’ is used ambiguously in visualisation literature [Munzner, 2014]. In fact
glyphs seem so hard to exactly define that Borgo et al. [2013] proposes two definitions. In a
recent survey of visualisation literature, Chen et al. [2022] notes that the definition of glyphs
is ”notoriously hard” but that, most commonly, glyphs have been defined as ”representations
of multi-variate data”.

Often, glyphs are composed of several geometric elements and visual channels, which
encode different data channels. This allows for glyphs to show multiple attributes at once
[Munzner, 2014] and makes them very suitable for high-dimensional data visualisation
[Kammer et al., 2020; Keck et al., 2017] and tabular data [Brehmer et al., 2021]. The
design space for glyphs is immense and far from fully explored [Borgo et al., 2013].

2.4.2 Glyphs in visualisation research

Glyphs have been an active topic of visualisation research since the 1970’s. Some classic,
well-known, well-established and well-researched glyphs are Chernoff faces, star glyphs
and stick figures. A specific type of glyphs that has received considerable attention is the
small versions of simple charts, such as bar charts [DuToit et al., 2012].

Recently more generalised frameworks to design semantically meaningful glyphs have
been published [Khawatmi et al., 2022; Ying et al., 2022] as well as frameworks for more
abstract glyphs [Ying et al., 2021; Jackson et al., 2018; Brehmer et al., 2021].

For an excellent review of glyphs in visualisation we refer the reader to the surveys of
Borgo et al. [2013] and Fuchs et al. [2016].
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2.4.3 Star glyphs

The star glyph is a well investigated glyph design that has been around for decades. Star
glyphs have been used often to enable visual data comparisons [Friendly, 1991] and are still
topic of active research (e.g. [Keck et al., 2017; Opach et al., 2018; Miller et al., 2019; Hu
et al., 2021; Keck and Engeln, 2022]).

In a star glyph, each data point is represented as a star-shaped figure, with one ray for
each variable. Up to 10 rays is common to find in the literature [Fuchs et al., 2014]. The
length of each ray is proportional to the size of the variable it maps to. Star glyph are
sometimes drawn with a contour outline that connects the ends of each ray. The version of
the star glyph without contours is also referred to as a whisker glyph or whisker plot [Ware,
2019]. In other versions of the star glyph, the rays are omitted and only the outline is drawn.
This is referred to as a ’contour plot’. These different versions of the star plot can be seen
in Figure 2.9.

Figure 2.9: Variations on the star glyph: a whisker plot, a star glyph with outline and a
contour plot respectively. Illustration based on Fuchs et al. [2014].

Task definition and measures of ’performance’ vary between studies, which hinders a
clear-cut comparison of the effectiveness of variations of the star glyph. For example: Fuchs
et al. [2014] found whisker plots to be more effective for the comparison of datapoints, but
Elder and Zucker [1993] notes that closed contour allows for faster recognition of a shape,
and thus that they could be more effective in visual search. That the variance in tasks and
measures for effectiveness pose obstacles for comparing visualisation approaches is a well
known problem in visualisation literature [Gleicher, 2017].

2.4.4 Visual channels

When it comes to visual channels to use in glyph design, there are well researched guide-
lines available: many attempts have been made to order and organise visual channels by
visualisation and perception researchers. Many categorisations exist, such as the seminal
Bertin [1983] and its extension by MacEachren [2004]. We will, however, mainly refer to
Munzner [2014], whose categorisation can be inspected in Figure 2.10. In addition, there is
common consensus about pop-out effects: colour < size < shape < orientation, in which
< means ’precedes’ [Maguire et al., 2012; Borgo et al., 2013].
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Figure 2.10: Visual channels ranked by effectiveness for ordered and categorical data, as
defined by Munzner [2014].

2.4.5 Colour

The use of colour in visualisation has been researched more than any other perceptual issue
in visualisation [Ware, 2019]. The general advice seems to be to be a reserved attitude
towards colour: ”Do no harm” [Tufte et al., 1990]. The literature is rife with rules on what
not to do with colour. The important lessons on what does work are relatively few and
described well by Munzner [2014]. We will discuss a few key aspects and concepts related
to colour in the remainder of this subsection.

Colour channels

Different channels of a colour value have different interpretations: hue is categorical, whereas
saturation and luminance are perceived as ordered information [Munzner, 2014]. Each of
these three channels influences each others perception. Whereas hue is extremely effective
to communicate categorical properties of data, the saturation and luminance as a means of
conveying information on magnitude are considered much less effective than other magni-
tude channels, as can also be seen in Figure 2.10.
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Colour spaces

Colour spaces in data visualisation are often mathematically structured colour systems
[Munzner, 2014], although they can also be arbitrarily structured [Rhyne, 2017]. An ex-
tensive overview of colour spaces, their derivations and perceptual uniformity can be found
in Kahu et al. [2019].

Colour maps

Colour palettes are well established in univariate and bivariate flavours [Munzner, 2014].
Trivariate palettes have been proposed too [Pham, 1990; Metternicht and Stott, 2003] and
more research is being done on mapping multidimensional data to colour [Cheng et al.,
2016; Ware et al., 2020]. In general however, the literature is not excited about multivariate
colourmaps [Ware, 2019; Stone, 2003; Munzner, 2014].

Semantics of colour

Colour mappings can be very arbitrary, and symbolism and meaning vary through time and
cultures [Morton, 1997; Ware, 2019]. On emotional interpretation the literature is inconsis-
tent [Kress and Van Leeuwen, 2020]. For an extensive semiotic and cultural analysis of the
use of colour we refer to Kress and Van Leeuwen [2020].

Colour for visual data mining

Colour has been investigated for ’visual data mining’ [De Oliveira and Levkowitz, 2003] and
clustering [De Runz et al., 2012; Ankerst, 2001; Ward, 2002] as well as providing insight in
large datasets [Healey and Enns, 1999] and high dimensional data [Blanchard et al., 2005].

2.4.6 Curvature

In this subsection, we review how curvature has been applied in glyph design and detail the
work on curvature as a visual channel.

Curvature in glyph design

Researchers have used curvature as a channel in glyph design from the 1970’s on. In Cher-
noff faces [Chernoff, 1973], the mouth is determined by the curvature of that line. We find
curvature glyphs in Weigle and Taylor [2005] and uses of curvature in flow visualisation
[De Leeuw and van Wijk, 1993; Post et al., 1995]. Barr [1981] introduces the use of su-
perquadrics in glyphs, an idea for geometric primitives of which, amongst other features, the
surface curvature is parameterised. We see this design re-occurring in the literature through
decades, recurring in for example: Post et al. [1995]; Shaw et al. [1998]; Cleary and Sawley
[2002]; Kindlmann and Westin [2006]; Ropinski et al. [2007]; Feng et al. [2009]; Schultz
and Kindlmann [2010a]; Zhong et al. [2016]; Gerrits et al. [2016], mostly in 3D glyphs, but
also in 2D.

16



Related work 2.4 Glyphs

Curvature as a visual channel

Curvature is considered a pre-attentive visual stimulus [Borgo et al., 2013; Shaw et al.,
1998]: a powerful way to represent data. However as a means of encoding magnitudes,
it is considered ineffective [Munzner, 2014]. This is due to the compound nature of the
curvature channel, which includes multiple factors such as angle, non-aligned lengths, and
direction, all of which are sub-optimal channels for magnitude perception [Reynolds, 2021].
These factors magnify the difficulty of perceiving magnitude from this channel.

For categorical data, shape is considered one of the main channels [Munzner, 2014]
and curvature as an attribute of shape has been applied throughout visualisation literature
[Brath, 2010]. Schultz and Kindlmann [2010b] notes that a curved surface allows for the
representation of three classes: convex, concave and saddles. These three classes can be
translated to 2D as convex, concave and flat. Forsell et al. [2005] argues that this can be
extended to five classes, as illustrated in Figure 2.11.

Figure 2.11: 5 classes that can be expressed with 2D curves according to Forsell et al.
[2005].

2.4.7 Mapping data to channels

A large decision in glyph design is how features are mapped to the visualisation parameters.
For example, the ideal mapping of data to star glyphs remains an open problem, for many
approaches have been proposed: from algorithmic orderings to create the most symmetric
and simple glyphs [Peng et al., 2004] to reinforcement learning approaches [Hu et al., 2021].
In this section, we briefly detail the different kinds of mappings and then elaborate the
properties of redundant encoding, or one-to-many mapping.

Mapping approaches

According to Ward [2008], there are three different mappings:

1. One-to-one A one-to-one mapping assigns every data variable to a different visual
channel.

2. One-to-many A one-to-many mapping uses redundancies by mapping one data vari-
able to multiple glyph channels. Such a mapping can encode important variables
multiple times and allow for importance-based mapping.
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3. Many-to-one A many-to-one mapping represents multiple data variables by the same
kind of visual channel, for example, the height of bars in a profile glyph.

Redundant encoding

Redundant coding, or one-to-many-mapping, is when each dimension in the data is repre-
sented by multiple of the visual channels of the glyph [Fuchs, 2015], or in other words that
search can be based on any or all of the properties. Ware [2019] cites Egeth and Pachella
[1969] and Eriksen and Hake [1955] to argue that, despite the fact that the amount of added
value varies, there is always added value in redundant encoding. This claim is backed up by
more recent studies [Nothelfer et al., 2016, 2017].

Despite Ware [2019] urging that ”to make symbols in a set maximally distinctive, use
redundant coding wherever possible”, there has been limited research focus on designing
data glyphs for one-to-many mappings [Fuchs, 2015]. And so, important questions remain
open, such as how to balance dominant channels (in particular colour) with other less per-
ceptually strong channels.

Klippel et al. [2009a] combined colour encoding with star glyphs, and observed that
the use of colour increased the speed with which the users could use the glyphs. They also
found that the use of colour balances out the most prominent shape features. When colour is
used, redundant encoding may also serve as a fallback for colourblind users [Brunner et al.,
2019; Franconeri et al., 2021].

2.4.8 Sorting Glyphs

Considering glyphs as representations of high-dimensional data, sorting glyphs is a vari-
ation of sorting high-dimensional data. Kolhoff et al. [2008] provides a sorting method
based on a 1D PCA projection of the feature vectors. Although Chen et al. [2014] argues
that ”glyph sorting would significantly enhance the usability of glyph-based visualisation”,
little research has been done on this topic.
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Chapter 3

Method

This chapter outlines the experimental design that we have developed for this project. We
begin with a brief overview of our approach, followed by a formalisation of our methodol-
ogy. We then delve into the key steps of our design process, including the feature represen-
tation selection, dimensionality reduction choices, and considerations that influenced our
glyph design. Additionally, we introduce a novel user interface that builds upon our glyph
design to enhance the music discovery experience. Finally, we discuss our implementation
choices.

3.1 Overview

In very broad terms, we present a modified version of the system developed by Kolhoff et al.
[2008]. The outline of system is depicted in Figure 3.1. While we share some similarities,
such as the use of colour, we differentiate ourselves by choosing different features, requiring
less user input, employing a distinct glyph design, and introducing a novel UI.

Figure 3.1: Proposed system

Building on the design of Kolhoff et al. [2008], we wanted a glyph design that would
be more expressive and also planned to provide another way of mapping the parameters
(Kolhoff et al. [2008] outsources that mainly to the user).

3.2 Formalisation of our design

In this section, we frame our work within a larger context of visualisation research. For this
we use Munzners nested mode, as introduced in Section 2.3. We identify our work to be
a problem driven work, which means that we work from the outer layer to the inside layer
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in Munzners Nested Model (see Figure 2.8). In the remainder of this section, we explain
our design in terms of the outer three layers of the nested model: domain, abstraction and
idiom.

3.2.1 Domain

Our target users are adult users of music streaming services. They discover new music
either through algorithmic recommendations, or via user-guided search and exploration.
In particular, we target the users who search with an open mindset, defined by Hosey et al.
[2019] as ”search with no specific thing in mind, but an idea of what one would like to listen
to”. Search with an open mindset often starts with a ’seed song’ for which similar music
is sought: music with particular distinctive characteristics, as per our research question.
Currently there are no visual cues for users to confirm similarity of music. Their only
means of verification is to listen to each song.

3.2.2 Data Abstraction

Although we start with a raw signal, the data we finally visualise consists of derived at-
tributes, computed from our original input signal data. The choices we make to derive the
attributes are explained in Section 3.3.

Our derived attributes are tabular data, in which each row is an item and each column
represents attributes. Independent attributes serve as keys, which in our case would be a
song id.

Although the attributes can be interpreted categorical (with help of a linear classifier as
per Spijkervet and Burgoyne [2021]), we treat them as quantitative data, normalised to a
range of 0-1.

3.2.3 Task Abstraction

We identify several tasks for our visualisation, of which the main task is search. A user
wants to find an unknown, or rather vaguely described, item: ’similar music’, or ’music with
particular distinctive characteristics’. We observe that this task overlaps with clustering of
’similar music’: localising music that sounds alike is also a form of clustering these songs.
Finally, we include browsing and exploring in the user’s tasks.

3.2.4 Idiom

Like Kolhoff et al. [2008], we work with the idiom of the glyph. Reasons for this are the
suitability of glyphs to tabular data and high dimensionality, and the fact that glyphs are
very suitable for use as icons, due to their ability to convey quite some information with
little pixel space available.

20



Method 3.3 Latent variable representation

3.3 Latent variable representation

In this section, we will elaborate on the process of selecting the music representation or fea-
tures for our experimental design. Then we describe how we explored various downstream
tasks that yield latent variables that are relevant to our project. Subsequently, we explain
how we selected a suitable model and describe how we validated it.

3.3.1 Downstream task

As we aim to use the representation for visualisation, we are foremost interested in the rep-
resentations themselves, rather than the downstream tasks they are developed on. However,
as models are first trained for a downstream task, we do have to take these into account. We
distinguish the following four categories of objective downstream-tasks in music represen-
tation learning that may be of use to us:

1. Generation Generating music is an active area of research. Generative models typi-
cally find powerful representations as reconstructing of the data requires an effective
encoding.

2. Classification We hypothesise classification tasks are useful to us as they often rely
on representations of other high-level concepts. In addition, they are well suited for
clustering and a very active area of research.

3. Recommendation We hypothesise that our task of retrieval/identification is related to
recommendation and that representations for recommendation capture characteristics
that may benefit our task.

4. Multi-task As with generative models, the aim here is to obtain a representation that
generalises to many tasks and captures semantically important factors [Kim et al.,
2020].

3.3.2 Model selection

Based on the categories defined above, we collected methods for content-based MIR repre-
sentation learning that may be suitable for our project. For this, we looked at the state of the
art research and reviewed the latest ISMIR papers. Given the difficulty of training (both in
obtaining data and resources required), we restricted our exploration to papers that provide
full code and trained weights.

We had an in-depth look at 23 papers, of which 10 provided pre-trained models. We
then looked at their respective downstream tasks and performance to order the models on
suitability. Although we intended to include a model for the downstream task of recom-
mendation in the list, we did not find one that fit our purposes: the recommendation-based
representation learning models we considered were either developed in a multi-modal fash-
ion [Martı́n, 2017; Chen et al., 2021] or do not provide code or weights [Saravanou et al.,
2021; Van den Oord et al., 2013]. The resulting list can be found in Table B.1 (Appendix
B).
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The model on top of the list was Spijkervet and Burgoyne [2021]: Contrastive Learn-
ing of Musical Representations (CLMR). The CLMR model is an adaptation of the very
effective SimCLR model [Chen et al., 2020], which was developed for contrastive learn-
ing of visual representations. Contrastive learning an unsupervised representation learning
technique for representation learning in which the objective is to maintain similarities and
dissimilarities between datapoints in the representation space. We considered CLMR a very
suitable model as it not only recently achieved state of the art in representation learning for
MIR, it is also well documented and lightweight to run. The network has learned a repre-
sentation of 512 dimensions over an input sample of about 2.6 seconds (59049 samples at
samplerate 22050). The model was trained for the downstream task of classification on the
MagnaTagATune dataset [Law et al., 2009]. We use the model and weights as provided by
the authors. Representations over longer segments (we use up to 30 second samples) are
averaged.

3.3.3 Verification of representation

In this section, we verify the effectiveness of the CLMR representations by examining fea-
ture clusters to genre classification on multiple datasets and comparing feature embeddings
to the Spotify features. Our results demonstrate the model’s strong performance across
various datasets and tasks, leading us to select it for use in our experimental design.

Comparing feature clusters with genre labels for 3 different datasets

First, we compared how the derived features behave for the same task of genre classifi-
cation on different datasets. The datasets we used for this are MagnaTagATune, GTZAN
[Tzanetakis and Cook, 2002] and a small custom dataset that we constructed for this test.
All three of these datasets provided genre labels as ground truth. We extracted the features
for samples of each of the datasets, embedded them in 2D space with the UMAP algorithm
and colour-coded the datapoints according to their genre labels. We find that clusters in the
UMAP embedding tend to correspond with clusters of genre labelling, which we interpret
as a clear indication that the feature space captures - in an abstract way - features that cor-
respond to meaningful high-level concepts. We note our findings on the different datasets
here and refer to Figure B.1 (Appendix B) for plots of the 2D embeddings.

• MagnaTagATune We extracted features for the MagnaTagATune test split as de-
fined by Spijkervet and Burgoyne [2021], to ensure this is indeed unseen data for
the model. We observe noticeable overlap between genres that also have similarities.
For example new age and ambient are both pretty slow electronic music with a lot of
synthesizers and few vocals. Rock and metal also overlap, both genres that are guitar
and drum heavy. See also Figure B.1a,

• GTZAN The GTZAN dataset provides 100 samples for 10 genres each. The clus-
tering was less well defined in 2D but there is a well defined distribution visible in
the 3D UMAP. GTZAN has noted flaws [Sturm, 2013] such as repetitions, mislabel-
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Method 3.4 Dimensionality reduction

ings, and distortions that may explain why it was a bit harder to find clusters in the
embedding. See also Figure B.1b.

• Custom dataset A small custom dataset was constructed from several albums that are
considered iconic for several genres, as listed in Table B.2 (Appendix B). Remarkably,
the small dataset of only 11 albums demonstrated noticeable clustering, as can be seen
in Figure B.1c.

Comparing feature clusters with Spotify features

In addition to their performance on genre classification, we wanted to see how the repre-
sentations perform in contrast to the Spotify features (see Section 2.1.4). For this purpose,
we constructed an additional dataset of 10.000 datapoints. To construct this dataset, 10.000
feature entries were randomly selected from the 1.2M+ Spotify Dataset by Figueroa [2020]
and 30 second mp3 samples for each corresponding song were scraped via the Spotify API.

We extracted features for all 10.000 samples with the CLMR model, embedded them
in 2D the UMAP algorithm and colour coded the datapoints according to the value of a
Spotify feature for that sample. We found that the representation clearly picked up rela-
tions that correlate with the Spotify features such as danceability, energy, valence, loudness,
acousticness and instrumentalness. This can also be seen in Figure B.2 (Appendix B).

3.4 Dimensionality reduction

In this section, we explain our decisions regarding dimensionality reduction. We provide
a comparative analysis of several methods and describe our selection process for the most
appropriate method.

The CLMR model provides a representation of 512 floating point values. In literature,
we observe consistently that a lower number of dimensions used in star glyphs, the more
effective they are for a variety of tasks, in terms of accuracy and time required [Fuchs et al.,
2014; Dy et al., 2021; Hou et al., 2022]. As we wanted to both preserve the richness of the
embedding we settled on a 8 dimensions, which also works well with the axis arrangement
we chose (see Section 3.5.4).

We were particularly interested in a dimensionality reduction method that preserves
clusters. Therefor, we evaluated how 5 algorithms preserved the similarity between data
points: PCA [Pearson, 1901], t-SNE [Van der Maaten and Hinton, 2008] and UMAP [McInnes
et al., 2018] and two algorithms that propose improvements upon the latest achievements of
t-SNE and UMAP: TriMap [Amid and Warmuth, 2019] and PaCMAP [Wang et al., 2021].
We used default settings for all algorithms in this first search.

To compare how the similarity between vectors in the 512 dimensional space were pre-
served in 8d space, we calculated the cosine similarity matrix for both the 512 dimensional
representations, and the 8d embeddings. We interpret the rows in both matrices as ’similar-
ity vectors’ for each datapoint, expressing similarity with all other vectors. To investigate
this, we calculated the pairwise cosine similarities between the row entries in the similarity
matrices. The resulting statistics can be found in Table C.1 (Appendix C).
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3.5 Glyph design Method

We found that UMAP is, statistically, competitive with PCA. As PCA is a linear trans-
formation and the other algorithms do not preserve linearity, it is not surprising that it per-
forms well. However, the clustering effects of PCA dimensionality reduction are limited.
As both TriMap and PaCMAP performed rather poor (despite their boasting about the little
parameter tuning required), we decided not to investigate them further. However, we found
ourselves surprised by the bad performance of t-SNE as well as curious for the effects of hy-
perparameters with UMAP. Therefor we conducted a hyperparameter search for both t-SNE
and UMAP.

For t-SNE, we explored the settings of the ’perplexity’ hyperparameter for values be-
tween 5 and 50, as recommended by Van der Maaten and Hinton [2008], and also included
larger as the documentation of open t-SNE recommended higher values for larger (10.000
datapoints) datasets [Poličar, 2020]. All calculations were done on a 50D PCA projection
of the original data. The statistical results can be found in Table C.2 (Appendix C). We ob-
serve consistent poor relations between the similarity vectors as constructed by the t-SNE
projections. The explanation is most likely to be found in the implementation and the fact
that t-SNE is by no means optimised for 8d projections: t-SNE is usually optimised for 2
or 3 dimensions [van de Ruit et al., 2021]. To achieve better results, the algorithm would
likely have to run for days.

For UMAP, we explored the settings of the min dist and the nearest neighbours param-
eter settings. The results can be seen in Figure C.3 (Appendix C). We observe that the
algorithm seems remarkably robust to hyperparameter settings. The UMAP algorithm also
does not need the kind of optimisation t-SNE requires at all, which makes it more suitable
for this kind of dimensionality reduction. So due to the high preservation of similarity be-
tween datapoints, its relative fast calculation times and clustering capabilities, we decide to
keep using the UMAP embedding technique. For the applications in this work, we used a
nearest neighbours setting of 15 and minimum distance of 0.2. The embeddings obtained
after the UMAP transformation are normalised to a 0-1 range.

3.5 Glyph design

In this section, we present our novel glyph design which aims to enhance the expressiveness
of music representation and provide an alternative means of mapping parameters compared
to the approach adopted by Kolhoff et al. [2008]. Our design incorporates several features,
including the use of colour, redundant encoding, dimension ordering, and curvature, all of
which we will detail in this section.

3.5.1 Star Glyph

For our glyph design, we first consulted the literature (see also Section 2.4). Few guidelines
are available on what glyph design works best for visual search [Fuchs, 2015]. Eventually,
our eyes landed on the star glyph: the star glyph has proven a popular method to enable
visual data comparisons, it is simple yet versatile and capable of expressing a wide range of
shapes.
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Method 3.5 Glyph design

After much deliberation, we decided to work with the contour plot variant of the star
glyph for its superior expressiveness, as opposed to the less expressive whisker plot. We
also recognised the significance of shape as a feature, as demonstrated by Palmer [1999].
The inclusion of a contour improved the expressiveness of the icon, while we chose to omit
the rays to achieve a simpler design.

We further adjusted our contour plot to use dual colouring by adding an ’inner’ and an
’outer’ colour to an ’inner’ and an ’outer’ shape, as explained in Section 3.5.2. We also
added curvature to the line segments, as explained in Section 3.5.5.

3.5.2 Dual colour

In visual search, we want to take advantage of the strong visual channel that is colour.
After all, Ware [2019] urges to ”use strong pre-attentive cues before weak ones where ease
of search is critical”. Having dutifully observed that the use of colour is usually reserved
for categorical data [Munzner, 2014], we choose to follow Kolhoff et al. [2008] in their
automatic mapping of colours: they mapped 6 of their features to 2 RGB colours: an inner
and an outer colour. As the shape of their icon was not very expressive (always circular
and symmetric), we suspect that the clustering properties they found for their icon depend
largely on the colouring approach they used.

After ordering the dimensions according to their variance, we map the first six of our
channels to RGB colour space. The two resulting RGB colours are used as an inner and an
outer colour in our icon. The gradual changes that are allowed for by the dual colour, allow
in our opinion for a suitable overlap between music categories; after all, these rarely have
strict boundaries. To illustrate this, we have plotted the top 10 predicted labels of the dataset
against the a circular display of our colours in Figure D.1 (Appendix D). We observe that
similar clusters emerge.

To be able to use the ’inner’ and ’outer’ colour, we work with an ’inner’ and ’outer’
shape, which ideally should be balanced in area. As we want the glyph to be clear, both
shapes should be pronounced. We considered several methods to construct the outer shape
based on the inner shape, amongst which distance fields, but found those to distort the
shape too much. Eventually we settled on a fairly straightforward method: we first draw the
’inner’ shape based on the feature vector, then extend 0.5 along each axis and re-scale all
lengths by 0.8 to slightly reduce their range (and so to balance the area of the outer shape).
These values are used to draw the outer shape. The scaling values were mostly determined
empirically and could possibly benefit from a more algorithmic approach.

3.5.3 Redundant encoding

In the literature review on glyph design (Section 2.4.7), we have outlined the potential ad-
vantages of redundant encoding. These benefits include increased expressiveness, improved
distinctiveness, enhanced visual search capabilities, and greater resilience to colour blind-
ness. To this end, we have proposed a variable mapping scheme that encodes each variable
twice: not only as a parameter of shape in the contour plot, but also influencing colour
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or curvature of the shape. To which degree the expectation of a colour blind-proof design
turned out correct is evaluated in Section 5.4.

Our proposed parameter mapping can be seen in Figure 3.2. To demonstrate the influ-
ence of each parameter, we refer to Figure D.2 (Appendix D), where we set all parameter
values to 0.5, and vary one parameter at the time.

Figure 3.2: Proposed variable mapping along the axis of the star glyph.

3.5.4 Dimension ordering

The order in which variables are mapped to the axes of the star glyph have a big influence
on the resulting shapes. The same data-point, when mapped in different orders, can be
displayed as very different shapes, as is illustrated in Figure 3.3. The ideal order is con-
sidered an unsolved problem, and may depend on the task at hand, but we take an interest
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in the work of Klippel et al. [2009b], which investigated the ordering of star glyphs and
the mapping of their most varying dimensions. They found that the most ’salient’ shapes
were faster to detect. They thus recommend to arrange the rays such that the main variation
occurs along the main axes, in the case of eight variables.

Figure 3.3: The same data mapped to a star glyph in different orders. Image from Klippel
et al. [2009b].

When trying this out, the results were more than interesting: it seems that per genre,
more variance is visible in both shape and colour, especially within genres. See Figures
3.4 and 3.5 for a comparison of the ordering of the dimensions. We can observe how local
contrasts are much more clearly distinguished. In the sorted version, more variance in shape
and colour can be seen, especially within genres.

In Figure 3.4a, we see the icons for seven rap songs without sorting the axis. They
all have a similar shape and the same inner colour. In Figure 3.4b, after sorting the axis
as proposed by Klippel et al. [2009b], we observe much larger variance in both shape and
colour. In Figure 3.5a, we see the icons for seven heavy metal songs without sorting the
axis. It is very hard to detect differences between them. In Figure 3.5b, after sorting the
axis, we can detect small differences between the icons.

(a) Subset of icons from test set, based on 8 dimensions, unsorted

(b) Subset of icons from test set, based on 8 dimensions sorted on variance and aligned to
x-y axis

Figure 3.4: Effect of sorting the axes of a our glyph on variance
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(a) Subset of icons from test set, based on 8 dimensions, unsorted

(b) Subset of icons from test set, based on 8 dimensions, sorted on variance and aligned to
x-y axis

Figure 3.5: Effect of sorting the axes of our glyph on variance.

3.5.5 Curvature

We consider the powerful pre-attentive properties of curvature to be a compelling reason to
work with it. We expect it to broaden the range of possible shapes and therefor to increase
the expressiveness of the icon. Klippel et al. [2009b] has observed however that ’salient
shape characteristics’ increase the classification speed, but also warns that salient shapes
can introduce a perceptual similarity so strong that it overrides assumed similarities in data.
We speculate that curvature of the outlines of the shape of our glyph may provide balance
for the strong channel of colour.

Using the first six channels for colour, we mapped the 7th and 8th dimension to the
curvature channel in the following way: The 7th dimension, the axis with the 4th largest
variance, is set to determine the direction and strength of the curvature. The 8th dimension,
the axis with the least variance, is set to determine the distance of the control points from
the endpoints of the line segments. An illustration of the influence of these two parameters
on a curve can be seen in Figure D.3 (Appendix D).

The clear drawback of this method is that the eighth dimension is not visible when the
seventh is (close to) zero and in such cases, its overall impact may not be very clear. As the
eight dimension is the dimension with the least variance, and it is still encoded in the overall
shape, we consider this an acceptable choice. An illustration of this singularity can be seen
in Figure D.4 (Appendix D), where the effect of the curvature settings can be viewed on an
8D star shape.

We restricted the range for the direction and strength of the curvature to [-0.3, 0.3] and
the distance of the control points between [0.2, 0.6]. We chose not to make the angular curve
type too edgy, or any resulting shape may be mistaken to consist of more line segments than
it actually does. To prevent unwieldy intersecting curves, we apply an intersection detection
method. When two segments intersect, we iteratively loosen the strength of the curvature
until they no longer intersect.
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3.6 UI

In this section, we introduce a new search interface based on our method, a method to
enhance contrast between icons and a sorting mechanism that can make the use of our icons
in a playlist more effective.

The UI components have been implemented in a web app and can be tried at musicons.
io, which we strongly recommend.

3.6.1 Search-by-icon

We propose a novel search method, in which the user can adjust the icon to the kind of
music they are looking for. This is much like a reverse search proposal and is conceptually
related to Knees and Andersen [2016], who proposed audio search by drawing the mental
images of sound.

The user is presented with 8 sliders: one for each parameter of the icon. The icon
is real-time updated when dragging the sliders, giving the user opportunity to explore the
possibilities of the icon and what music it represents.

The search is implemented by finding the icons that have largest cosine similarity. A
comparison of the vector based on the slider values with all datapoints in a dataset of 10.000
songs is done each time a user is done dragging a slider. The resulting top 10 songs are
displayed to the user.

We have also tried doing search based on the position of the datapoints in a 1D UMAP
embedding of the 8D space. However, the available JavaScript implementation of UMAP
is resource intensive and the random seed for the projection of new datapoints cannot be
fixed. This means that even though the larger 1D embedding can be pre-calculated and the
results of this approach do yield a high average cosine similarity, the same target embedding
will yield different results each time, which vary much too widely and make for a confusing
and unsatisfactory experience as it is impossible to retrieve earlier results. Therefor, we
have decided to stick to cosine similarity, as that yields consistent results for the same icon,
makes perceptually more sense and can be calculated very fast too.

3.6.2 Enhancing contrast

The embedding used was generated over 10.000 samples, across many genres. This makes
differences between genres in the colouring larger, but differences in between (sub-)classes
smaller. To maximise local differences, we implemented a means of re-scaling the pa-
rameters of a set of icons (for example a playlist). For this we used the min-max scaling
approach, and re-normalises the features of the selected set to the 0-1 range. In addition,
we provide the user with the possibility to linearly interpolate between the embeddings and
their re-normalised versions. This allows for a gradually increasing contrast.

We expect this to be useful when looking at playlists with music that is very similar.
The results of this implementation are discussed in Section 4.6.
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3.6.3 Sorting

Two sorting methods, 1D and 2D, are provided by Kolhoff et al. [2008], both based on
a PCA of the icon parameters. We tried several approaches on the dataset, and found that
UMAP embeddings once again outperformed PCA, as is illustrated in Figure D.5 (Appendix
D). Moreover, on initial examination, UMAP embeddings on icon parameters seemed to
work better than on the 512 dimensional space, which is in line with Kolhoff et al. [2008]’s
approach, but using more advanced methods than PCA. We also implemented UMAP sort-
ing in the user interface, and it worked best when applied to the 8D embeddings of the
playlist, rather than using the entire 1D embedding of the dataset and selecting the closest
ones. We believe this sorting approach can make the use of our icon in a playlist setting
more effective.

3.7 Implementation

The development of the icon design was first done in python for its suitability to working
with high dimensional data, dimensionality reduction and the possibilities it offers for rapid
prototyping. In our python implementation, we used the following libraries:

• Sklearn for PCA, t-SNE and k-means clustering

• UMAP-learn for UMAP (random seed: 1989)

• CLMR codebase by Spijkervet and Burgoyne [2021]

• Matplotlib for plotting the glyphs, with own bezier curve intersection detection

We calculated the UMAP embedding based on the features we extracted for the 10.000
song Spotify dataset (the dataset we described in Section 3.3.3). The resulting dimension-
ality reduction model, which we used to transform all the features into 8D space. Any
additional songs that were included later for user testing purposes were also transformed
using the UMAP model that had been fit to this dataset.

Throughout Chapter 4, Chapter 5, and our online demo, we consistently employed the
same UMAP model fitted to the representations extracted from the 10.000 song Spotify
dataset. Due to the stochastic nature of the UMAP algorithm, we acknowledge that to
some extent these resulting icons are arbitrarily assigned: for any other initialisation (a
different random seed), we would have obtained different results as the orientation could
have ended up totally different. However, we maintain that analysing such results would,
despite different appearance, still yield similar clusters and properties.

After finalising the icon design, we rewrote the rendering in JavaScript so the icon could
be easily integrated in an interactive UI. We wrote the UI in a web app to facilitate remote
user testing. The web app loaded the 8D feature vectors that were calculated in python
previously and stored in JSON files.

Once the icon design was finalized, we proceeded to rewrite the rendering process in
JavaScript, making it easier to integrate the icon into an interactive user interface (UI). To
facilitate remote user testing, we developed the UI as a web application. This web app was
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designed to load the pre-calculated 8D feature vectors, which had been previously computed
in Python and stored as JSON files

For the web app, we used the following libraries:

• React for state management and flow

• Canvas Web API for drawing

• PaperJS for bezier curve intersection detection

• UMAPJS for 1D sorting

• Bjorn Lu’s ’Colorblind’ for the colour blindness simulation

Our web implementation allows for real-time search in a database of 10.000 songs. We
have taken a brute-force approach in the search-by-icon method and not tested for an upper
bound on the possible number of songs. We suspect, that the number of songs can be much
higher, especially with optimised implementation.
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Chapter 4

Visualisation results

In this chapter, we will highlight some of our observations on the results of our method: First
we have a look at the results of our icon design, then go over its clustering effects, followed
by the possibilities of outlier icons. We then have a look at our novel Search-by-icon UI,
playlist sorting and finally: increased contrast.

These results can also be seen in the online web application that was made for this
project, where you can listen to the matching audio too. We strongly encourage you to
inspect the results there for yourself: musicons.io. In Chapter 5, we evaluate our design
with a user study.

Figure 4.1: 40 randomly selected icons from the results
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4.1 Icon Visualisation results

4.1 Icon

For a first impression, we randomly selected 40 icons from the results in Figure 4.1. We
observe that the icon is, as intended, very expressive and covers a broad range of shapes and
colouring. We observe that the colours are rarely very saturated. This may be a result of
the features being re-scaled to the 0-1 range, which might makes the number of points that
have very high values for colour channels a small minority.

The icons in Figure 4.1 are set against a white background, but as the icons were de-
veloped to use in a dark Spotify-like environment, the screenshots in the remainder of this
chapter will show them against a dark background.

4.2 Clustering effects

What we were hoping for, and had suspected based on the clustering in 2D embeddings,
namely similar icons for similar music, seems to happen at a first glance. In Figures 4.2,
we show some screenshots from playlists that were comprised of multiple genres. When
inspecting the playlists, we found some very neatly clustered icons, as seen in the screen-
shots.

(a) EDM (b) Gospel (c) Indie rock

Figure 4.2: Icons for songs of different genres seem to cluster well.

We observe that some clusters seem more ’finegrained’ than others. Whereas the songs
in Figure 4.2 all very much resemble the songs of the same genre, we observe something
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else in classical music: In Figure 4.3, we see icons generated for a playlist of calm classical
music. We observe, in the colouring, strong distinctions between both shape and colour of
songs that contain piano or violin instruments. Violin music seems associated with green
icons, with one prominent spike on the diagonal toward the top-left. Piano music, on the
other hand, is characterised by blue icons that are more pointy. It seems that the features
are rather sensitive to the timbre difference between the two. Most interesting is the last
song (number 12), which contains both violin and piano partitions, and it is also visually in
between the ’piano’ and ’violin’ icons.

Figure 4.3: Icons for ’calm’ classical
music with violins and piano partitions.

Figure 4.4: Outlier icon between EDM
songs (song 20).

4.3 Outliers

We also find apparent outliers. Sometimes this is because the sample is cut from an unfor-
tunate part of a song, or because the song itself not what we had expected it to be. However,
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sometimes we find that a song sounds rather similar to other but still deviates visually. For
example, in Fig 5.16: while most song in this list of Electronic Dance Music (EDM) songs
are characterised by a pinkish outer colour and a green inner colour, song 20 looks rather
different. With its dark purple inner colour it seems more reminiscent of one of the gospel
songs in 4.2. If we were to classify the song however, we would assign it to EDM but we do
note that song 20 does sound different from the songs with the bright pink/green icons that
surround it, as the base of the other songs is much much heavier than the bass of song 20.
In addition, song 20 also has more ’classical’ instruments integrated such as guitar and even
a little bit of bagpipes. It may very well be that the model is responding to these different
timbres.

4.4 Search-by-icon

The UI for Search-by-icon can be seen in Figure 4.5. The icon parameters are indicated with
a dotted line and the icon is updated real-time when the parameters are changed with the
sliders. While the users drags the slider, the most similar songs are immediately updated.
We find that the icon does not have to be a perfect imitation to retrieve music that seems
rather agreeable with the icon.

Figure 4.5: UI for Search-by-icon.
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4.5 Playlist sorting

In Figure 4.6 an example of the effect of playlist sorting can be seen on a rather diverse
playlist. We observe that each sorting will yield a different order and that it may not be
perfect, but perceptually close items seem to be positioned withing close proximity of each
other.

(a) Before sorting

(b) After sorting

Figure 4.6: Effect of sorting on playlist, order: left to right, top to bottom.
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4.6 Playlist contrast

The result of increasing contrast by min-max scaling the features of a subset of the icons
can be seen in Figure 4.7. In this Figure, we observe find a small sets of datapoints that are
rather similar: all jazz songs with a sort of green-ish icon. By increasing the contrast we
can more easily find which icons are most similar to each other, such as song 0 and 4, or
song 1 and 6.

(a) Contrast:
0%

(b) Contrast:
25%

(c) Contrast:
50%

(d) Contrast:
75%

(e) Contrast:
100%

Figure 4.7: Rendering icons for a small playlist with jazz music with increasing local con-
trast.
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Chapter 5

Evaluation

Due to the subjective nature of visualisation and perception of music, we evaluate our hy-
pothesis and the consequential experimental design with user tests. To verify to what degree
our solution is an answer to the main research question, we have performed five user tests.
This chapter explains the overall setup of the user study and then details per test its ob-
jectives, the selection and presentation of stimuli, an analysis and an interpretation of their
results. For a detailed and in-depth discussion of our findings, please refer to Chapter 6.

5.1 Study setup

In this section we outline the general setup of the user study: its outline, setting, instruction
and panel composition.

For a full evaluation, we designed five tests that allow for the evaluation for different
parts: from the effectiveness of the icon to a larger system-evaluation. Although we have
addressed all three sub-questions in this thesis project, the first two have been answered
largely with literature reviews and experimental validation of existing models. The novelty
in our work lies in designing a new icon and mapping it to latent variables, rather than a
new feature extraction method for music. Therefore, the emphasis of this evaluation will be
on the icon design and its utility in a system, rather than its features’ mapping to music.

We specify the design of our user study according to Munzners nested model, in par-
ticular addressing the ’idiom’ and ’abstraction’, as illustrated in Figure 5.1. The first three
tests are concerned with idiom, the last two with abstraction.

5.1.1 Outline

The user study consists of five tests, each of them based on tasks as described by Cunning-
ham and Wallraven [2011]:

1. Test 1: Clustering (free-grouping task)

2. Test 2: Outlier Detection (5-alternative forced-choice task)
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Figure 5.1: Munzners Nested Model, listing validation methods per layer. Image from
Munzner [2014]

3. Test 3: Generalisation, Contrast and Colourblind Robustness (matching-to-sample
task)

4. Test 4: Search-by-icon (real-world task)

5. Test 5: Search-in-playlist (real-world task)

Note that the first three tests are testing the properties of the icon, our chosen idiom. These
tests resemble tests that might be performed in a lab study. Both test 4 and 5 are concerned
with tasks that a participant might encounter outside of a lab study: using our novel search
method and the application of the icon and its sorting properties in a playlist-setting.

Test 1 and 2 are, together, a replication of one of the experiments in Kolhoff et al. [2008].
We consider these useful tests in themselves, and also think the possibility to compare our
project to its predecessor has merit.

5.1.2 Stimulus selection

To minimise bias in the design of the tests, we selected the stimuli used in the test algorith-
mically from the 10.000 Spotify song dataset. We partitioned the dataset into clusters by
applying the k-means clustering algorithm on the 8D feature vectors of the songs, using 10
and 40 as values for k, respectively.
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We found that for k = 10, the clusters are clearly partitioning the icons into groups but
that there is still a large variety within these groups. For k = 40 we find that the groups are,
as expected, much more fine-grained and sometimes even surprisingly homogeneous. Some
of the resulting clusters for both values of k can be seen in Figures E.1 and E.2 (Appendix
E).

Per task, we then randomly sampled from the clusters. This enabled us to ensure di-
versity in the selection, or similarity, when necessary. For tests where a diverse selection
was important, for example to set up a diverse playlist, we would sample from each the k
= 10 clusters. That would yield us confidence that we had sampled from large parts of the
latent space. For tests where similar datapoints were required, for example in a matching-
to-sample task test, we sampled from the clusters we found with k = 40.

5.1.3 Order

To mitigate the influence of order effects in this study, we have implemented randomisation
where possible. By doing so, we aim to exclude the possibility that the participants’ re-
sponses we observe are affected by the order of conditions to which they were exposed. We
have randomised the presentation order of stimuli, rendering modes, the selection of targets
and the sequence of tests where possible.

5.1.4 Participants

We define the population as ”non-experts, but people who are in general computer-literate”
adults [Cunningham and Wallraven, 2011]. In selection, we aimed to be diverse in terms
of gender and age. We aimed for a roughly equal amount of men and women and an equal
distribution of ages in 20-29, 30-39, 40-49, 50-59, 60-69 and ¿70. Participation was fully
anonymous to minimise response bias.

The size of the panel was calculated with an a-priori sample size calculator [Dhand and
Singh]. Anticipating a medium effect (d = 0.5), we find that we require least 27 participants
to maintain a power level of 0.8 and probability level 0.05, on the premise that we validate
our significance with a paired samples t-test (as is the case for Task 3 and Task 4B).

Aiming for at least 27, we collected 38 responses. The distributions for their respective
age, gender and experience with the Spotify streaming service can be seen in Figure E.3.

5.1.5 Instructions

As per the recommendation of Cunningham and Wallraven [2011], participants were pro-
vided written instructions to the participants for each task, which they could retrieve from
the menu bar at any time.

5.1.6 Setting

To perform the study, we developed a web app that presents the user with the instructions,
facilitates the flow and timing, randomises orders and collects the data. The app was ac-
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cessed remote: we were not to present when participants did the user study, to minimise
response bias as per the recommendation of [Cunningham and Wallraven, 2011].

The obvious drawback of the remote setup is the lack of understanding of what hap-
pened during a test, for example if a participant had been disturbed or taken a break. There-
for the web app logged the actions of users, such as clicks and other interactions with the
elements of the web app. This helped us explain large aberrations in results. For example
we could explain very long in time-on-task, when it turned out a participant had taken an
hour long break. Or in another setting, we could check if participants had understood the
task by verifying if a participant had even listened to all a song before labelling it as ’most
dissimilar’.

In the remainder of this chapter, we will go over each of the tests in detail, explain their
goal, stimuli selection and presentation and analyse and interpret their results.

5.2 Test 1: Clustering

This is the first test that is performed the study in Kolhoff et al. [2008], we discuss the
second test in subsection 5.3. It is a classic ’free-grouping’ or ’free-sorting’ task, used a lot
in the discipline of psychology [Blanchard and Banerji, 2016].

5.2.1 Goal

The goal of this test was to evaluate how well the icons capture the ’similarity’ of their
features and how much users agree on this.

5.2.2 Description

Participants were asked to visually form clusters from a set of 60 icons, without knowing
song titles or other information. Participants could use any number of clusters and were
allowed to leave a set of spare icons that did not fit to anything else.

5.2.3 Stimulus selection and presentation

For the stimuli, we sampled randomly from the clusters mentioned in Section 5.1.2. To
ensure that there is a diversity in the selection yet still the possibility to make clusters, we
sampled 10 datapoints from 6 of the clusters that were found for k = 10. Participants were
thus presented with the icons for 60, which is close to the number Kolhoff et al. [2008] used.

A screenshot of the stimulus presentation as was shown to participants can be seen in
Figure 5.2. Each participant worked with the same set of icons but their presentation was
random order.
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Figure 5.2: Stimulus presentation for Test 1

5.2.4 Results

To see how users agree on the clustering, we calculated a co-occurrence matrix of the clus-
ters made by participants and a cosine similarity matrix of the feature vectors. The resulting
matrices can be seen in Figure 5.3.

We observe that the users clearly agree on the clusters. At a first glance, the co-
occurrence matrix also looks rather similar to the similarity matrix. To verify that rela-
tionship, we calculated a the pairwise Pearson correlation coefficient. We find it to be 0.6,
which is considered a ’moderate’ linear correlation.

(a) Co-occurrence matrix of the clusters
made by the users

(b) Pairwise similarity matrix of the feature
vectors.

Figure 5.3: Co-occurrence matrix of the clusters made by participants and a cosine similar-
ity matrix of the feature vectors.
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5.2.5 Interpretation

The correlation matrix shows a notable level of agreement among users. We note that the 0.6
correlation value we have reported might be a conservative estimate of this agreement. This
is because the comparison between the correlation and the similarity matrix is not entirely
fair: the similarity matrix contains more nuanced information than what participants were
able to express through their selections.

Upon closer examination, we observe that certain clusters in the similarity matrix ex-
hibit a higher degree of ambiguity compared to others. In contrast, on some of the icons
users seem to almost completely agree, as for example the first 17 items in the co-occurrence
matrix. However, there are regions within the matrix where users seem to diverge in their
opinions, particularly in the middle section (approximately entries 23 to 46). It is plausible
that some users have grouped their selections coarsely, while others have adopted a more
fine-grained approach.

When designing this test, we had hoped for a direct comparison of our method to Kol-
hoff et al. [2008]. The original authors kindly provided us with the playlist of songs used.
However, somewhere in the past 17 years, the resulting clusters had gone missing. Many of
the songs they had used were unavailable through the Spotify API, and a few songs could
not be retrieved at all. Consequently, despite their enthusiastic cooperation, replicating their
experiment or conducting a comprehensive comparison proved challenging. Fortunately,
we were make, in part, a comparison for the second part of this test, as detailed in Section
5.3.

5.3 Test 2: Outlier Detection

This is the second test that was performed in the user study by Kolhoff et al. [2008]. This
test builds upon Test 1 (see Section 5.2), by using the cluster data the participants provided
themselves. It is in essence a 5-alternative forced-choice task [Cunningham and Wallraven,
2011].

5.3.1 Goal

The goal of this test is to see how well the icons represent similar music and if the clustering
allows users to spot outlier songs easily.

5.3.2 Description

This task builds upon the clusters made by the participants in the task described in Section
5.2. For each user, we selected four songs from one cluster at random and add one song
from another cluster at random and offer these songs to the user in a random sequence. Then
asked the participant to spot the song that sounds different from the others. We repeated this
3 times for each participant.
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5.3.3 Stimulus selection and presentation

We worked with the cluster data the participant had created in Test 1 (see Section 5.2).
We selected all clusters that consisted of four or more songs. Then for each repetition, we
randomly selected four songs from one of these clusters, and a song from any of the clusters,
which we expected to be selected as the outlier. A screenshot of the stimulus presentation
as was shown to participants can be seen in Figure 5.4.

Figure 5.4: Stimulus presentation for Test 2

Figure 5.5: Recognition rates obtained for outlier detection in Test 2

45



5.4 Test 3: Generalisation, Contrast and Colour Blindness Robustness Evaluation

Mean Median Mode Std Variance
0.7451 0.66667 0.66667 0.2295 0.05267

Table 5.1: Descriptive statistics of the data as displayed in Figure 5.5.

5.3.4 Results

The outlier recognition rates achieved by the participants can be seen in Figure 5.5 and the
descriptive statistics of the results can be found in Table 5.1.

The expected recognition rate when of random guessing would be 0.2. It seems rather
likely that our results with a mean recognition rate of 0.7451 is a considerable improvement.
We observe that p = 0.000000000000002 (one sample one-tailed t-test), finding an effect
size of 2.3751 (Cohen’s d).

5.3.5 Interpretation

With this test, we are able to directly compare our results with the recognition rates reported
by Kolhoff et al. [2008]. They reported a mean recognition rate of 0.695 with a standard
deviation of 0.171. In a direct comparison of their results with ours, we used an indepen-
dent one-tailed t-test, and found a small effect size 0.220 (Cohen’s d), but fail to establish
statistical significance for p = 0.310.

It is worth noting that their study included only 6 participants, while our study had a
sample size approximately six times larger, which means that the comparison between the
two studies is somewhat skewed. To gain further insights into the significance of our com-
parison, we estimated the posterior power of both results using an online calculator [Kane,
2018]. The results indicate that our test has 100% power, while Kolhoff et al. [2008] has
81.1% power, suggesting that both studies are likely to detect the indicated effect (although
our setup is more likely to do so). However, when it comes to comparing the samples
directly, the power is only 9.3%, which can be attributed to the substantial difference in
sample sizes. It is important to consider these factors when interpreting and comparing the
results of the two studies.

We can confidently conclude that there is a strong relationship between the clusters cre-
ated by participants and the songs they represent, as evidenced by participants’ ability to
detect approximately 75% of outliers. Although we did not observe a significant improve-
ment upon Kolhoff et al. [2008], our method performs at least as well, and we believe our
evaluation is more robust, has higher statistical power, and is easier to reproduce. Therefore,
we can assert that our results provide a solid basis for evaluating the effectiveness of our
approach in comparison to previous work.

5.4 Test 3: Generalisation, Contrast and Colour Blindness
Robustness

This test is set up as a matching-to-sample task in the same manner as Fuchs et al. [2014].
Note that this is a specific version of the n-alternative forced-choice task (n=8) [Cunningham
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and Wallraven, 2011].

5.4.1 Goal

The goal of this test was threefold:

1. Evaluate if the ’most similar’ icon aligns with the data point having the highest cosine
similarity. In other words: if the icon is generally meaningful for representing high-
dimensional data.

2. Evaluate if the contrast enhanced version of the icon improves performance in terms
of time-on-task and accuracy for finding the most similar icon.

3. Evaluate the robustness of the icon design against colour blindness by testing the
time-on-task and accuracy with a colour blind-simulated version of the icon.

5.4.2 Description

We presented the user with 9 icons that are all rather similar. One of the icons was the target
icon. We asked participants to select the icon most similar to the target icon.

We performed this test for three different ’rendering modes’:

• ’default’, as the icon was designed and explained in Chapter 3

• ’contrast’, with 100% increase of contrast between the 9 icons, as explained in Section
3.6.2

• ’colour blind’, with colour blindness simulated on the colour rendering, more specif-
ically deuteranomaly - the most common form of colour blindness

We repeated the task 9 times for each participant: 3 times for each rendering mode.

5.4.3 Stimulus selection and presentation

For this test, we wanted icons that were rather similar. Therefore, we sampled randomly
from the clusters mentioned in Section 5.1.2 for k = 40. We sampled 9 clusters for 9 data
points, in total 81. Among the 9 samples that were sampled from each cluster, we selected
the two icons with the closest cosine similarity, randomly selected one as target and the
other one as ’match’.

As for the presentation, the target icon was placed in the centre and the remaining 8
icons were arranged around the target, such that the distance between the target and the
other samples is equal [Fuchs et al., 2014]. A screenshot of the stimulus presentation as
was shown to participants can be seen in Figure 5.6.

To avoid order effects, we randomised the order in which the icons were presented on
screen, the order in which the different rendering modes were applied and the order in which
the different sets were presented.
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Figure 5.6: Stimulus presentation for Test 3

Figure 5.7: Recognition rates obtained for matching-to-sample with our icon Test 3.

Mean Median Mode Std Variance
0.70602 0.75 1.0 0.27672 0.07658

Table 5.2: Descriptive statistics of the data displayed in Figure 5.7.
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5.4.4 Results

We will discuss the results for each of the goals we set out in Section 5.4.1: an evaluation
of the icon as a means of representing data, an evaluation of the high-contrast version and
the performance of the icon under colour blindness.

Recognition rate ’default’ icon

Figure 5.7 shows the recognition rates for our icon, and Table 5.2 provides the descriptive
statistics for the data. The expected recognition rate for random guessing would be 0.125.
It seems rather likely that our results with an mean recognition rates of 0.70602 is a consid-
erable improvement, allowing the user to find the icon that represents the closest point in
the 8D space. To confirm we do a one sample one-tailed t-test and find that p is effectively
0 and the effect size 2.0996 (Cohen’s d).

High Contrast

We are foremost interested in a comparison of the high-contrast version of the icon with the
’default’ icon, to see if the contrast mode increases the performance of the icon in terms of
recognition rate and time-on-task.

Figure 5.8 and Table 5.3 present a comparison of recognition rates between the high
contrast and ’default’ rendering of the icon. Similarly, Figure 5.9 and Table 5.4 display a
comparison of time-on-task between the high contrast and ’default’ rendering of the icon.

Figure 5.8: Comparison of recognition rates obtained for matching-to-sample with the ’de-
fault’ and ’contrast’ version of the icon.

Rendering mode Mean Median Mode Std Variance
Default 0.70602 0.75 1.0 0.27672 0.07658
Contrast 0.78472 1.0 1.0 0.27101 0.07345

Table 5.3: Descriptive statistics of the data as displayed in Figure 5.8.
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Figure 5.9: Comparison of the time-on-task for matching-to-sample with the ’default’ and
’contrast’ version of the icon.

Rendering mode Mean Median Mode Std
Default 10.8617 9.7415 5.44593 29.65817
Contrast 9.75386 7.812 5.38508 28.99909

Table 5.4: Descriptive statistics of the data as displayed in Figure 5.9.

We had expected the high contrast version to yield higher recognition rates than the
default version. Inspecting the plots and the statistical descriptions, this seems to be the
case: From Table 5.3, we notice that for high-contrast rendering, the mean recognition rate
is higher than for the ’default’ version of icon and indeed we see the distribution in Figure
5.8 shift a bit to the right. However, for a statistical analysis, we find a medium-sized effect
size of 0.283 (Cohen’s d), meaning that but fail to determine statistical significance (p =
0.103 for a one-tailed paired-samples t-test).

In terms of time-on-task, we had expected the high contrast icon to allow for faster
selection than the default icon and that seems to be indeed the case. As with the recogni-
tion rates, we find a medium-sized effect of 0.202 (Cohen’s d) but fail to establish strong
significance: p=0.084 (one-tailed paired-samples t-test).

Colour Blindness

We are interested in a comparison of a colour-blind simulated version of the icon with the
’default’ icon, to see if the redundant encoding in our icon indeed makes the icon more
robust to colour blindness. Therefor we compare the recognition rates we found in the sam-
ple matching for the ’default’ and ’colour blind’ rendering modes. In Figure 5.10, we can
compare the distribution of the recognition rates participants achieved for the high contrast
version of the icon with the default rendering of the icon, Table 5.5 provides the descriptive
statistics for the data.
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Figure 5.10: Comparison of recognition rates obtained for matching-to-sample with the
’default’ and ’colour blind’ version of the icon.

Rendering mode Mean Median Mode Std Variance
Default 0.70602 0.75 1.0 0.27672 0.07658
Colour blind 0.74074 0.66667 0.66667 0.23055 0.05316

Table 5.5: Descriptive statistics of the data as displayed in Figure 5.8.

Up front, we hypothesised that the colour-blind version would under-perform slightly
in comparison with the default version of the icon. There seems to be a change in the
distribution, where the median value does shift from 0.75 to 0.66667 (Table 5.5. However,
much to our surprise, we find that the mean recognition is a bit higher.

But we can (once again) not confirm any statistical significance between these distribu-
tions: a two-tailed paired-samples t-test yields a p value of 0.7146.

5.4.5 Interpretation

Overall, we find that the icon performs well in the matching-to-sample task. We suspect
that our icon might generalise well to various types of high-dimensional data. To further
investigate this hypothesis, we conducted a comparison with the star glyph experiments
conducted in Fuchs et al. [2014]. In their study, they extensively tested various variants
of the star glyph using a matching-to-sample approach. They assessed the impact of the
number of dimensions and found that the recognition rate for the 10-dimensional glyph
was, on average, 0.406, while for the 3-dimensional glyph it was 0.767. It is important to
note that the data points used in their study were much more divergent than the ones in our
study. Therefore, drawing strong conclusions is challenging. Nevertheless, we are pleased
that our method demonstrates a high recognition rate on the matching-to-sample task with
a high-dimensional icon, when compared to other research findings.

As for the high contrast icon, we speculate that in some cases the contrast might have
been too strong. The contrast calculation was calculated by min-max scaling the 8D features
of only 9 samples. It is possible that this process resulted in all 9 icons becoming so distinct
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from each other that it became challenging to identify any similarity. It would be worthwhile
to conduct further experiments using different levels of contrast, such as 50% or 75%, to
explore the impact on icon perception and recognition.

As for the colour blind approach: in our analysis, we found no significant differences
between the ’default’ rendering of the icon and the colour-blind version. Additionally, we
conducted a one-way ANOVA test on all three rendering modes, which resulted in a p-value
of 0.450. This suggests that the different rendering modes do not have a substantial effect on
the matching-to-sample task, indicating that each rendering mode of the icon performs sim-
ilarly well. Based on these findings, we conclude that our icon is robust to colour blindness,
and the redundant encoding approach we employed is effective in facilitating recognition
and matching of samples.

5.5 Test 4: Search-by-icon

This test is comprised of a ’real-world task’, a high-level task that a participant might en-
counter outside of a lab study. Most high-level tasks can be dissected such that we find the
basic tasks as described in Cunningham and Wallraven [2011], which facilitates an easier
analysis of the results.

5.5.1 Goal

The goal here was to evaluate how meaningful our ’search-by-icon’ approach is for users.
We distinguish three sub-goals in this test:

• Evaluate how close the user can imitate an icon.

• Evaluate how well the user can retrieve ’similar’ music with this tool.

• Evaluate the willingness of users to adopt this tool.

5.5.2 Description

The user was presented a target song with custom icon was presented, and the search-by-
icon interface (as introduced in Section 3.6.1). The participant was asked to use the tool
to find the 3 most similar songs to the target song. At the end of the test, the user was
asked to fill in the System Usability Scale [Brooke et al., 1996] on their experience with
this interface. The System Usability Scale, or SUS, is a popular tool in usability research,
which allows researchers to get an estimate of the usability of their system with a concise
10-question survey.

We identify in this real-world task two basic tasks:

• A very peculiar variant of the n-alternative forced-choice task (n = 9999).

• The task to select the parameter settings, which can be seen as an 8-fold matching-to-
sample task.
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Figure 5.11: Stimulus presentation for Test 4

5.5.3 Stimulus selection and presentation

For the stimuli, we sampled randomly from the clusters mentioned in Section 5.1.2. To
ensure participants were not testing the same icon, we obtained 10 icons by sampling 1
random sample from each of the clusters that were found for k = 10. This yielded us 10
distinctive data points.

A screenshot of the stimulus presentation as was shown to participants can be seen in
Figure 5.11. Participants were presented with a randomly chosen icon from the selected 10
datapoints.

5.5.4 Results

We evaluate this novel method by evaluating the different sub-tasks we distinguished: how
close the user can imitate an icon, how well the user can retrieve ’similar’ music with this
tool, and the willingness of users to adopt this tool with the System Usability Scale.

Imitation of icon

The cosine similarities between the vector of the icon as imitated by the user and vector the
target icon are presented in Figure 5.12, while Table 5.6 provides the descriptive statistics
related to those rates. We observe a high mean (0.98885) and median (0.9929) and conclude
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that almost all users manage to create an icon with a vector that has a cosine similarity with
the target icon vector over 0.975.

Figure 5.12: Cosine similarities between
the vector of the icon as imitated by the
user and the target icon.

Figure 5.13: Average cosine similarities
between the vector of represented by the
target icon and the top 3 selected songs.

Mean Median Std Variance
0.98885 0.9929 0.01676 0.00028

Table 5.6: Descriptive statistics of the data as displayed in Figure 5.12.

Mean Median Std Variance
0.99087 0.99507 0.01684 0.00028

Table 5.7: Descriptive statistics of the data as displayed in Figure 5.13.

Retrieved songs

Average cosine similarities between the vector of represented by the target icon and the top
3 selected songs can be found in Figure 5.13, the accompanying descriptive statistics can be
found in Table 5.7. We find that these results reflect the close imitations that were achieved
of the target icons.

System Usability Scale (SUS)

The SUS consists of the ten questions:

1. I think I would like to use this product frequently.

2. I found it unnecessarily complicated.

3. I found the product easy to use.

4. I think I need technical support to use the product.
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5. I found the different functions of the product well integrated with each other.

6. I felt there were too many contradictions in the product.

7. I can imagine that most people can quickly get to grips with the product.

8. I found the product cumbersome to use.

9. I felt confident while using the product.

10. I had to learn a lot about the product before I could use it properly.

Each of these statements was ranked with the Likert Scale anchored with 1 for ’fully dis-
agree’ and 5 for ’fully agree’. The answers that were given in response to each of the
questions in the SUS can be seen in Figures E.4 and E.5.

Calculating the SUS score involves three steps:

1. Calculate the score for odd-numbered questions by subtracting 1 from the number of
points earned

2. Calculating the score for even-numbered questions by subtracting the number of
points earned from 5

3. Sum the scores from steps 1 and 2 and multiply the total by 2.5 to obtain the SUS
score

The results can be interpreted based on the range of scores obtained, with scores above 80.3
indicating a top 10% ranking, scores above 68 indicating a top 30% ranking, and scores
above 68 indicating a top 50% ranking. A score above 80.3 is interpreted as ’excellent’,
scores between 68 and 80.3 as ’good’, scores between 50 and 68 ’mediocre’, and anything
below 50 ’bad’, as illustrated in Figure 5.14.

Figure 5.14: An interpretation of the SUS score ranges.

In Figure 5.15, we can see the resulting SUS scores from the participants. Mapping
these results as per Figure 5.14, we find the distribution in Figure 5.16, where we count 13
’bad’ results, 7 ’mediocre’, 11 ’good’ and 6 ’excellent’. We realise that flattening the user
experience into such a score is a gross simplification. Nevertheless are excited to see that
25 of 38 participants seem willing to accept our model.
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Figure 5.15: SUS Scores for the UI
used in Test 4.

Figure 5.16: Interpretation of the SUS
Scores for the UI used in Test 4.

5.5.5 Interpretation

We find that users were able to work with our tool at a much higher level of proficiency
than we had anticipated. The positive response from participants, as indicated by the SUS
scores, exceeded our expectations, finding more participants willing to accept than reject it.
While it is important to note that the SUS is an oversimplified measure of user experience,
this result indicates a promising potential of our tool.

We believe that this tool has interesting potential for user-guided search and exploration,
particularly in scenarios where users have an open mindset and aim to discover music sim-
ilar to a ’seed’ song, as that is almost literally what this tool does.

Due to the novelty of our approach, making direct comparisons with other work chal-
lenging. We do maintain that our results bring other innovative approaches, such as the
search for audio based on a mental image of the desired sound [Knees and Andersen, 2016]
another step closer.

5.6 Test 5: Search-in-playlist

This test is comprised of a ’real-world task’, a high-level task that a participant might en-
counter outside of a lab study: finding music in a playlist that is similar to a target song.
In our approach, we mainly focus on the time-on-task and the number of steps (number of
songs played) taken to complete the task.

5.6.1 Goal

The goal of this test was to evaluate the effectiveness of the icon and its sorting properties in
a playlist-setting, and compare it to what is currently most common in streaming services:
a presentation with album art.
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5.6.2 Description

Participants were asked to select their top 3 songs from playlists with both album art as our
custom design. Both were repeated one time.

Figure 5.17: Stimulus presentation for Test 5

5.6.3 Stimulus selection and presentation

For the stimuli, we sampled randomly from the clusters mentioned in Section 5.1.2. To
ensure that there is a diversity in the selection yet still the possibility to make clusters, we
sampled 10 datapoints from each of the 10 clusters that were found for k = 10. From these
data points, we made a playlist of the resulting 100 datapoints. With this process we created
two playlists. The target songs were also obtained by sampling from the k = 10 clusters:
from each of the 10 clusters we randomly sampled 1 song, yielding 10 possible ’target’
songs.

A screenshot of the stimulus presentation as was shown to participants can be seen
in Figure 5.17. To prevent order effect, the target song was selected randomly from the
selection of possible target songs, the playlist order was randomised for each participant, as
was the order in which they were presented with custom icon and album art icons.
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5.6.4 Results

We evaluate the similarity of the top 3 compared to the target vector, the Time-on-task and
plays per task, as well as a couple of open questions.

Retrieved songs

Average cosine similarities between the vector of represented by the target icon and the top
3 selected songs can be found in Figure 5.18, the accompanying descriptive statistics can
be found in Table 5.8. We find that both methods span the same range of cosine similarities
but that the icon method enables users to retrieve songs with slightly higher similarity (one-
tailed paired-samples t-test: p = 0.03, Cohen’s d: 0.4688). This seems to make sense as this
is the similarity the icon is oriented towards.

(a) Album art icons (b) Custom icon

Figure 5.18: Average cosine similarities between the vector of represented by the target
icon and the top 3 selected songs as obtained in Test 5.

Icon Mean Median Std Variance Min Max
Custom 0.93805 0.94513 0.03614 0.00131 0.85134 0.99336
Album Art 0.95459 0.96721 0.03327 0.00111 0.85754 0.99093

Table 5.8: Descriptive statistics of the data as displayed in Figure 5.18.

Time-on-task

The time-on-task per participant for both album art and custom icon can be found in Figure
5.19, with descriptive statistics in Table 5.9. We observe a strong speedup of the mean time-
on-task: well over a minute. We confirm the results with a left-tailed paired t-test and find
p: 0.00201 and effect size: 0.47292 (Cohen’s d).
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(a) Time-on-task when using album art icons (b) Time-on-task when using the custom icon

Figure 5.19: Time-on-task for album art and custom icons respectively.

Icon Mean Median Std Min Max
Album Art 6:25 4:49 3:45 1:08 14:12
Custom 4:44 3:54 3:11 0:39 12:14

Table 5.9: Descriptive statistics of the data as displayed in Figure 5.19, formatted as mm:ss.

Plays per task

The plays per task per participant for both album art and the custom icon can be seen in
Figure 5.20, with descriptive statistics in Table 5.10. We observe that the ranges of both are
about the same but observe a much smaller mean and median number of plays when using
the custom icon. A paired t-test confirms, p: 0.00001, effect size: 0.93089 (Cohen’s d).

(a) Songs played per task when using album
art icons

(b) Songs played per task when using the cus-
tom icon

Figure 5.20: Songs played per task for album art and custom icons respectively.
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Icon variant Mean Median Std Variance Min Max
Album Art 103.912 113.5 55.867 3121.139 10 222
Custom 57.735 40.0 42.389 1796.842 7 192

Table 5.10: Descriptive statistics of the data as displayed in Figure 5.20.

5.6.5 Open Questions

At the end of the study, participants were asked three open questions about their experience
with the playlist task. We summarise and highlight the responses here.

In addition, have incorporated the feedback from the participants into our suggestions
and recommendations for future work, as outlined in Chapter 7.

Q1: How did you experience using the custom icon differ from the regular setting?

To this first, question 23 participants mentioned a positive experience. 14 mentioned ex-
plicitly that they experienced that it made their task of music selection easier. 3 participants
mentioned that they considered the album art icon more fit for the task, of which 2 explicitly
mentioned that they found the album art to give more information about the song than the
custom icon.

Q2: Was there anything surprising or unexpected?

To this second question, 5 participants mentioned that they were surprised how well the
icon had supported their task. In contrast 5 participants mentioned they had noticed outliers,
which made them doubt how well the icon really reflected the music content.

Q3: What could be done to improve the icon?

To the third and final question we got some very concrete feedback from participants: 4
participants mentioned that they would like the icon to be more expressive, in terms of
shape and colour. In particular, 3 mentioned the colours as a bit bland. In addition, 12
participants expressed a longing for a better understanding of the parameters of the icons:
something more semantic or a more elaborate explanation, several of them mentioned a
desire for genres mapped to axis or colours.

5.6.6 Interpretation

For this task, we obtained strong quantitative results that demonstrate the effectiveness of
our tool. We observed a significant speedup in the mean time-on-task, with participants
completing their tasks well over a minute faster, compared to a presentation with album art.
Additionally, participants listened to almost 50% fewer songs before finding a satisfactory
selection.

Comparing the selections participants made when using the icon or album art, we find
that when using our icon, participants selected songs with with similar or slightly higher
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cosine similarity to the target song. The visual cues provided by our icon may have influ-
enced participants’ selection process, leading not only to faster decision-making, but also
to different choices.

We found that many participants expressed a strong appreciation for our icon and its
ability to convey similarity. However, we also acknowledge the viewpoint of some partic-
ipants who preferred album art icons, as they provide contextual information that allows
users to infer cultural details about the music. While we recognise the value of album art
in certain contexts, we maintain that our icon offers a valuable improvement, especially
considering the significant variation that can exist among songs within an album.
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Chapter 6

Discussion

In this chapter, we provide a discussion of the interpretation of the results obtained from
our method. We delve into the visual clustering properties, generalisation capabilities, ro-
bustness to colour blindness, contrast enhancement features, the application in playlists and
the search-by-icon functionality. Then, we compare our work with our main inspiration
Kolhoff et al. [2008] and finally, we critically reflect upon the broader implications of this
work, considering its potential impact and significance beyond the immediate scope of our
study.

6.1 Visual clustering

We are pleased with the visualisation results, particularly the robust clustering capabilities,
as qualitatively assessed in Chapter 4 and quantitatively evaluated in Chapter 5. With a free-
grouping task (as described in Section 5.2), we found that users strongly agree on the visual
clusters, and the clusters created by users are linearly correlated to the cosine similarity of
the underlying feature representations.

However, we observed in Section 4.2 that our results strongly differentiate between
classical music containing violins and classical music with piano. The CLMR model we
employ for feature extraction is a CNN, a type of network that tends to have a bias towards
texture/timbre. We suspect that our model also exhibits a predisposition towards timbre,
which is reflected in the clustering outcomes. This could also explain the outlier mentioned
in Section 4.3, where a song with a visually distinct icon seemed to fit well with the EDM
genre of its surrounding icons. However, the song featured distinctly different instruments
such as a guitar. It is plausible that such specific sensitivities of the model are influenced by
the downstream task for which it was trained. It might be worthwhile to explore the visual
clusters that our method could produce by employing a different model.

In addition, we noted that due to the stochastic nature of the UMAP algorithm, our
dimensionality reduction leads to, in part, an arbitrary mapping. Employing a different
random seed would have resulted in completely different icons for the same music, and
possibly a report with entirely distinct figures. However, as demonstrated in the conver-
gence experiments outlined in Section 3.4, the UMAP algorithm effectively preserves the
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(dis)similarities between the data points. Therefore, we assert that while a different initial-
isation would have generated different icons, the findings from our tests provide valuable
insights not only for the specific random seed 1989 but also for our overall methodology.

6.2 Generalisation

We have quantitatively investigated the possibilities of using the icon in a more generic
sense as a representation of any high dimensional data for a matching-to-sample task, as
described in Section 5.4. Our findings indicate that the icon enabled participants to success-
fully identify close points within high-dimensional space.

We hypothesise that our icon has useful properties that may generalise for visual search
and comparison tasks involving diverse data sets with diffuse class boundaries, much like
our music dataset. To validate this assertion, a comparison with other glyphs is necessary.
It is important to note that visual search and similarity identification are tasks that are dis-
tinctly different from the reading of values from a datapoint, for which sometimes glyphs
are also employed. We think that our icon is not well-suited for the latter task.

In Section 5.4.4, we have already speculated on a comparison of our method with the
star glyph experiments as per Fuchs et al. [2014], after which we have modelled this ex-
periment. Our similar setup and strong results leads us to suspect that our icon performs
well as a more general representation of high-dimensional data. However, we are hesitant to
draw all too bold conclusions, as our study employed a different number of dimensions and
the diversity of data points in their tasks was significantly greater than ours. Additionally,
while we used cosine similarity to determine the closest point, Fuchs et al. [2014] employed
Manhattan distance and included scaled versions of data points as stimuli. Consequently,
employing our cosine similarity metric would have resulted in the selection of a different
’correct’ icon. Here we are confronted once again with the observation that the variance in
tasks and measures for effectiveness pose obstacles for comparing visualisation approaches
[Gleicher, 2017].

6.3 Colour Blindness Robustness

We have quantitatively investigated the possibilities of generalisation of the icon and its ro-
bustness to colour blindness in our user study with an matching-to-sample task, as described
in Section 5.4

We also had participants do the same matching-to-sample task with simulated deuter-
anopia, the most common form of colour blindness. While such simulated distortion of
the colours does seem to influence the performance of the participants a bit, we find that
there is no statistically significant deterioration in performance. This observation suggests
robustness to colour vision deficiencies, which we attribute to the redundant encoding of
variables within the icon.

While colour blindness is mentioned in the more recent literature on the use of colour
and visualisation, we have not encountered work in our literature review on glyphs and
music visualisation that specifically tested their icon for robustness against colour blindness
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or even made recommendations for this. We are thus not aware of other work that proposed
a glyph design incorporated colour yet is proven to be robust to colour blindness.

6.4 Contrast enhancement

The first visualisation results of our contrast enhancement approach seemed promising in
Section 4.6. However, we were unable to validate its effectiveness quantitatively in Section
5.4.4. It seems premature to conclude that this feature does not work at all.

We think that this feature is most suitable for detecting similarities in icons that are
relatively similar, similar to our matching-to-sample task. In our test setup, however, the
contrast may have been too high. The contrast enhancement is based on min-max scaling
of a subset. The subset contained in this case only 9 datapoints. It is plausible that all
9 icons became so distinct that is was challenging to identify any similarity. In playlists
with already high diversity, this does not happen. There, in fact, the contrast enhancement
sometimes makes little difference (depending on the diversity).

There may very well exist an optimal range of contrast, which likely depends on the
diversity of datapoints as well as the number of datapoints. Finding this range requires
additional experiments to determine the parameters for the right amount of contrast for a
given level of diversity and number of datapoints.

6.5 Use in playlist

In Section 5.6, we evaluated the use of the icon in a real-world playlist setting. Participants
were asked to select the songs from a playlist that were most similar to a target song, once
using our icon and once with album art icons, which is a presentation commonly employed
by streaming services. Assessing the performance of participants on this high-level task,
we found that using the icons largely and significantly decreases both time-one-task and the
amount of steps required to find similar music in a playlist. Compared to a presentation
with album art, we achieved a time savings of over a minute and nearly 50% fewer songs
listened to before participants were satisfied with their selection. These results present a
direct answer to our main research question.

When presented with album art, participants listened to each song in the playlist before
being confident in their selection, using our icon they listened to only half of them. This
is an indication they trusted our design. Participants confirmed their trust in the icon when
filling in the questionnaire afterwards, where 14 participants mentioned spontaneously that
they experienced the icon had made their task of music selection easier and 5 participants
explicitly mentioned that they were surprised how well the icon had supported their task.

To asses whether that trust was rightful, we compared the songs participants had selected
as ’most similar’ to the target song for the album art presentation and our icon design.
When presented with our icon, users selected songs whose latent vectors exhibited similar
or slightly higher cosine similarity to the latent vector of the target song than they did when
presented with album art. As our icon provides visual cues based on these latent vectors, we
hypothesise that it may have influenced the selection process, resulting in users choosing
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different songs compared to alternative approaches. This suggests that the icon not only
facilitated faster decision-making but also guided users towards distinct song choices.

6.6 Search-by-icon

We evaluated this novel interface for music discovery through reverse search in Section 5.5
with a real-world task. We had anticipated that participants would experience difficulties in
imitating an icon using this novel interface. The redundant mapping of each parameter to
two visual channels made it not straightforward to understand the impact of adjusting each
slider and the lack of semantic meaning in the features themselves did not seem helpful
either. However, we found that users were able to create icons with parameter settings
that exhibited a remarkably high cosine similarity. In addition, they successfully retrieved
music with a high cosine similarity to the target song, which follows logically from the
highly similar vector they reconstructed and our use of cosine similarity as search metric.

Contrary to our expectations of participants encountering difficulties and experiencing
frustration, in the SUS questionnaire more than half of the respondents agreed or strongly
agreed to the statement ”I found the product easy to use”. Aggregating the survey responses
into a single SUS score, we the number of participants that indicate a ’good’ to ’excellent’
score outnumber the participants that did not find the product usable enough to accept it. We
reiterate that while the SUS provides a clear and popular measure of user experience, it is
a gross oversimplification and acknowledge that the obtained ratings by no means captures
the full and nuanced user experience. However, we still embrace the results obtained from
the SUS questionnaire, as a useful indicator of the overall usability of the tool that helps us
see its potential and in what direction it could be developed further.

Even though this novel tool turned out to be more usable than we initially anticipated,
it is important to note that participants in the user study still expressed a strong desire
to understand the meaning of the icon’s parameters. This is a very valid concern, as the
effective use of the icon, both in the context of this tool and in playlists, relies on an some
understanding of the icon. At the bare minimum the use of the icon relies on a learned
interpretation, and in a more ideal case, an understanding of the parameters. Introducing
parameters with more semantic meaning would facilitate such understanding, potentially
enhancing the usability of the tool and benefiting a larger user base. Suggestions on how to
achieve this are made in Section 7.3. The search-by-icon interface itself is well-suited as a
tool for learning the mapping between the parameters and their visual representation.

6.7 Comparison with Kolhoff et al. [2008]

We based this project on the pioneering work of Kolhoff et al. [2008], which introduced the
concept of creating custom content-based music icons. For this reason, we were eager to
compare our work with the study conducted by Kolhoff et al. [2008]. We attempted to repli-
cate one of their experiments, which consisted of two consecutive tasks. We encountered
difficulties in reproducing the first task due to the unavailability of the music they used
(as described in Section 5.2). The second part of the experiment involved a 5-alternative
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forced-choice task (as described in Section 5.3). Initially, we expected comparison to this
task to be very feasible as Kolhoff et al. [2008] provided a clear metric: recognition rates
for auditive outlier detection. We were able to make a superficial comparison but found that
power of a direct comparison was low: the wildly different sample sizes hindered a robust
benchmark comparison. This highlights the complexities of visualisation research.

Despite these challenges, we are confident in making a statement that our method is at
least as effective as the approach presented by Kolhoff et al. [2008]. It is important to note
that our work benefits from the advancements made in the field of deep learning, which have
occurred in the 17 years since the publication of Kolhoff et al. [2008]. These advancements
have significantly improved the quality of available features, and we specifically leverage
the advancements in the field of representation learning.

Furthermore, we believe our method has undergone more comprehensive testing and is
easier to reproduce and compare. And while we built upon their concept of dual colouring,
we have enhanced the method by incorporating more expressive glyphs that redundantly
encode all input. This additional redundancy improves the robustness of our method, par-
ticularly in addressing colour blindness, which was a limitation of the previous approach.
Moreover, we have extended the range of possible applications of the icon by introducing
reverse search functionality.

6.8 Critical Reflection

In this section, we provide a critical reflection on some aspects of this project, in particular
how it is susceptible to bias and vulnerable to the whims of privatised data.

6.8.1 Bias

This work contains a strong bias towards western music. That bias stems from the fact that
the model we work with has been trained to on a dataset of western music, as are most MIR
models. Hidden bias is a well-known problem with deep learning models. The model we
employ may very well be biased in instrumental, cultural [Holzapfel et al., 2018], sexist
[Shakespeare et al., 2020; Melchiorre et al., 2021] or other ways [Youngblood et al., 2021]
that we are currently unaware of. This has consequences for the application of this work.
Applying this visualisation without critical thought will amplify bias: it will make some
artists overlooked and render some music styles invisible. Technological products establish
structures that influence the way people live their lives and determine the range of social
opportunities available. Who knows what masterpieces might stay hidden, how listening
habits may be guided, moods manipulated and personal identities shaped differently when
deploying one model versus another [Chodos et al., 2019].

6.8.2 Privatised data and reproducibility

In this work, we have objected against using private, closed source data, such as the pop-
ular and high quality Spotify API features. This was due to concerns for reproducibility,
explainability and open research, amongst others.
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Despite our objections, we have not been able to circumvent the use of closed-source
API’s: the large majority of music produced on this planet is property of one of three major
record companies. To obtain music data to extract features from, we have succumbed to
using the Spotify API to retrieve 30 second preview samples.

During developing this project we have seen a confirmation of our concerns. In a de-
velopment project with the span of a few months, we have already struggled with the rapid
changes in what songs are available from the Spotify API due to ever changing contracts
with music labels. This is an ongoing problem in music research and reason why the music
data that underlies benchmark datasets like the MSD, are only available through secretive
and informal channels.
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Chapter 7

Conclusions and future work

This chapter gives an overview of the project’s contributions and draw our conclusions.
Finally, some ideas for future work will be discussed.

7.1 Contributions

The main contributions of this work are: a new icon design that can be used to represent
latent features of music files, and a novel interface for music discovery. In this section, we
will summarise these contributions.

7.1.1 Icon

We propose a new content-based icon for music files. The icon builds conceptually on the
star glyph and relies heavily on redundant encoding of latent variables. The icon is more
expressive than previous work and seems robust to colour blindness. We also contribute a
means of sorting the icons and the possibility of increasing contrast in a subset.

We find that users strongly agree on the visual clustering properties and that they can
audibly identify songs from a different visual cluster with a mean recognition rate of 0.7451,
whereas random guessing would have yielded a mean of 0.2. We interpret this as a confir-
mation of not only the visual clustering properties, but also an indication that the represen-
tations used capture some characteristic properties of different types of music.

The icon allows users to accurately identify 75% of close points in high dimensional
space in a matching-to-sample task. Most interesting, for this task the icon does not per-
form significantly worse when deuteranopia colour blindness is simulated. This suggests
robustness for colour vision deficiency. We suspect that our icon has useful properties for
visual search and comparison tasks for other data too.

Finally, using the icon in a real-world playlist setting significantly decreases both time-
one-task and the amount of steps required to find similar music in a playlist. Comparing to a
presentation with album art, as is common in streaming services, we have observed a speed
up of over a minute and almost 50% less songs were listened to before the participants were
content with their selection.
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7.1.2 Search-by-icon: a novel interface for music discovery

Our second main contribution is a new interface for search and exploring: the possibility to
create an icon and retrieve music whose content is related to such an icon. Both the icon and
the resulting list of most similar songs are updated real-time. We find that the icon does not
have to be a perfect imitation to retrieve music that seems rather agreeable with the icon.

We found that the icons users created an icon whose parameter settings have a very high
cosine similarity with the latent vector of the target song. Users also retrieved music with
high cosine similarity, which logically follows from the highly similar vector they were able
to reconstruct. Despite the fact that we had expected participants to experience difficulty
using this novel tool, more than half of the respondents agreed or strongly agreed that they
found the product easy to use.

7.2 Conclusions

We started this thesis project with the hypothesis that that visualisation of characteristics
of a song can improve user-guided search and exploration by enabling visual search. From
this, we formulated our main research question: How can a visual representation help
speed up identification of a song with distinctive characteristics?

We first conducted an extensive literature review, addressing the literature related to
each of the three sub-questions:

1. What are distinctive characteristics of a song and which features can be used to repre-
sent those? For which we conducted a literature review of the broad range of features
used in Music Information Retrieval (MIR).

2. What role can latent variables play in the representation of characteristics of a song?
For which we conducted a literature review of the work on representation learning in
MIR.

3. How can features be mapped to a visual representation? For which we conducted a
literature review on music visualisation and glyphs.

Then, to formulate an answer to the main research question, we proposed a possible
solution that may help speed up identification of a song with distinctive characteristics. In
the preceding chapters, we have detailed our experimental design: a new content-based icon
for music songs, based on a latent feature representation, that allows for faster identification
of music with similar properties. In addition, we propose a novel Search-by-icon UI that
exploits the possibilities of our parameterised icon and enables a reverse search-by-image
approach.

To verify to what degree our experimental design is an answer to the main research
question, we have performed a user study that tested 5 different aspects of our icon and
proposed interface. We found that users agree on visual clustering, that it allows for outlier
detection and the identification of items of high similarity in the latent space. In addition,
our tests indicate robustness to colourblindness. When searching for music similar to a
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target song, we find that users are faster and have to listen to less songs to complete their
selection, when presented with our icon than with a regular album art presentation. As for
the Search-by-icon approach, we find that users are able to closely imitate the icon of a
target songs and retrieve songs that are very close in the latent space.

We conclude that our icon design successfully represents characteristics of songs and
enables the user to faster identify songs with certain properties. This new method also
allows for new ways of exploring music.

7.3 Future work

In this section, we discuss potential areas for further investigation and make recommenda-
tions on how to proceed. In particular, we see fruitful directions for further improving the
icon itself, as well as the UI and our evaluation methods.

7.3.1 Improvements on the icon

We see fruitful direction for further improvement in the areas that were identified in the user
feedback: more expressive colours and shapes as well as more semantically meaningful
features.

Expressiveness and colour

Although we consider our icon design to be much more expressive than our starting point
Kolhoff et al. [2008], we see there remains room for improvement in the expressiveness of
the glyph. In particular in the area of colour. Several participants of the user study men-
tioned that the colours were often a bit bland and it would be interesting and worthwhile
to investigate how the colours can be more distinguished. One direction could be to not
align more dominant colour channels with the most variant axes, another direction to in-
vestigate could be to find out how the embedding could be spread out better over the latent
space, of which now entire regions remain unused. The challenge would be to also maintain
clustering properties.

In addition, the shape and curvature may be improved further. Currently the ’curve-
shape’ parameter has no effect if the ’strength’ of the curvature is zero or close to zero.
Alleviating this singularity point would further benefit the expressiveness of the shape.

Semantic features

We find that users yearn for semantically meaningful parameters, as became very clear
from the user study. Despite their many strengths, the latent features are too abstract for
any user that is not used to working with abstract data. Perhaps they are too abstract also
for users that are used to working with abstract data. In any case, a next step may be an
additional mapping of the latent features to more semantically meaningful ones. A possible
way to achieve this would be to add one more layer to the CLMR model and fine-tune it
on a dataset that provides the parameters we would like to estimate, effectively providing
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an extra (non-linear) mapping. Depending on the preferred features, such a dataset may
already exist, for example or can be constructed or crowd-sourced (like Ellis et al. [2002]).

7.3.2 Improvement on the UI

We see directions for further work on the UI in particular in the novel Search-by-icon inter-
face and in the implementation.

Search-by-icon

Dragging the parameters in the drawing of the icon itself may be a good upgrade for the
Search-by-icon UI. More semantically meaningful features will directly improve the user
experience in the Search-by-icon interface. We also see that despite the strengths of the
redundant mapping, it may be confusing for users that one slider changes multiple properties
of the icon. In the user test, one user expressed a wish for more simplicity, suggesting that
perhaps less properties could be modified by the user, or less sliders used.

Implementation

The current implementation leaves plenty of room for algorithmic optimisation. However,
we see the most interesting directions for this project in adding the CLMR model to run
on a background server, so songs can be added to a collection dynamically. Currently, we
work with a fixed dataset, but a more flexible approach would be required for this products
acceptance to a larger audience.

7.3.3 Evaluation

A more qualitative evaluation, which could be in the form of interviews with participants.
We expect that will yield a deeper understanding of the target users and fruitful directions
for a next design iteration.

Second, we recommend more investigation of the interplay of colour and shape. In
the literature review, we have seen that there is a lot to be still researched. In this work we
have worked with the few guidelines available but acknowledge that a more sturdy scientific
foundation can only improve our method and the work that follows. For an evaluation of
these relationships we recommending further experimenting with forced-choice tasks.

Finally, it would be interesting to see how our icon performs when compared directly
to a star glyph. Test 3 was set up in a fashion much like Fuchs et al. [2014], but we did not
follow their experiments closely enough to confidently compare to their work. We consider
testing both the star glyph and our icon with the same distribution of data and number of
dimensions ’extremely interesting’.

7.3.4 Summary icons for playlists

We have proposed new icons to use in playlist, however the cover images of the playlists
have remained unchanged and predominantly unrelated to the musical content they repre-
sent. Currently, the images representing personalised playlists are composed of one album
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from one artist that is in the playlist, as illustrated in Figure 7.1. Exploring the possibilities
of an icon that captures characteristics of the music within the playlist would be a logical
next step. The objective would be to design an icon that provides a succinct visual summary
of the playlist’s musical characteristics, offering users a visual cue of the music contained
within.

Figure 7.1: The icons for Spotify’s automatically generated mixes contain little meaningful
visual representation of the music in the playlist.
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Appendix A

Terminology

Bias

Bias is a statistical term to describe statistics that fail to offer an accurate portrayal of the
population.

Dimensionality Reduction

Dimensionality reduction is a transformation of data from a high-dimensional space into
a lower-dimensional space. The objective is for the lower-dimensional representation to
maintain as much properties of the original data as possible.

Downstream Task

A downstream task is a task that relies on the output of a preceding task or process.

Features

In computer science and multimedia analysis, music characteristics are modelled as ’fea-
tures’. In this document, we refer to all information extracted from a raw signal as features.
Any feature may serve as input for other (machine learning) algorithms.

International Society for Music Information Retrieval (ISMIR)

The International Society for Music Information Retrieval (ISMIR) serves as an interna-
tional platform for research related to the organisation of music-related data.
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Terminology

Latent variables

Latent variables are (random) variables which are not directly observed or cannot be mea-
sured, sometimes also referred to as hidden variables. Latent variables are often inferred
from the observed variables.

Latent variable models

A latent variable model is a statistical model that contains latent variables [Cai, 2012].
Examples of models that explicitly model latent variables are Hidden Markov Models and
neural networks. As deep learning models have a lot of unobserved variables, we consider
them latent variable models as well.

Music Information Retrieval (MIR)

MIR is the research field concerned with the extraction and inference of meaningful features
from music.

Pre-attentive properties

Pre-attentive properties are visual characteristics that are processed without requiring con-
scious effort, prior to the conscious mind’s engagement.
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Model selection

Model selection

Name Authors Year Model
type

Framework Task

Contrastive learning
of musical representa-
tions

Spijkervet
et al

2021 CNN Pytorch classification

Neural Audio Syn-
thesis of Musical
Notes with WaveNet
Autoencoders

Engel et
al

2017 CNN Magenta generation

Vector-quantized tim-
bre representation

Bitton et
al

2020 VQ-VAE Pytorch timbre mod-
eling

Semi-supervised
music tagging trans-
former

Won et
al

2021 Transformer
& CNN

Pytorch classification

One deep music repre-
sentation to rule them
all?

Kim et al 2020 CNN Pytorch multitask /
generalisa-
tion

MusiCNN Pons et
al

2019 CNN Tensorflow classification

Transfer learning for
music classification
and regression tasks

Choi et
al

2017 CNN Theano &
Keras

classification
/ regression

Automatic Tagging
Using Deep Con-
volutional Neural
Networks

Choi et
al

2016 CNN Tensorflow
& Keras

classification

Toward interpretable
music tagging with
self-attention.

Won et
al

2019 Transformer Pytorch classification

Jukebox Dhariwal
et al

2020 Transformer Pytorch generation

Table B.1: List of suitable models for our visualisation task.
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Model selection

Genre Artist Album name
classic Bach A Musical Genius
classic Vivalidi The Four Seasons
rap Eminem The Eminem Show
rap Nas Illmatic
rock/metal Nirvana Nevermind
rock/metal Slipknot Iowa
techno Paul Kalkbrenner Berlin Calling
techno Vitalic Rave Age
country Waylon Jennings Dreaming My Dreams
country Willie Nelson Red Headed Stranger

Table B.2: Composition of custom test dataset: 2 iconic albums for each genre.
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Model selection

(a) Spotify Danceability Features (b) Spotify Energy Features

(c) Spotify Valence Features (d) Spotify Loudness Features

(e) Spotify Acousticness Features (f) Spotify Instrumentalness Features

Figure B.2: 2D UMAP embeddings of features extracted from Spijkervet and Burgoyne
[2021] for different features of the custom Spotify dataset based on Figueroa [2020].
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Model selection

(a) MagnaTagATune dataset

(b) GTZAN dataset

(c) Custom dataset

Figure B.1: UMAP embeddings of features extracted from Spijkervet and Burgoyne [2021]
on three different datasets for genre classification.
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Appendix C

Convergence experiments

Algorithm Average Median Std Min Max
Calculation
time

PCA 0.952172 0.974872 0.065124 0.013444 0.991046 3
t-SNE 0.179058 0.185255 0.083984 -0.161475 0.373460 4523
UMAP 0.961708 0.962517 0.008550 0.889408 0.983136 49
PaCMAP 0.128631 0.163214 0.126748 -0.257000 0.335293 28
TriMap 0.127323 0.172649 0.137623 -0.273397 0.351861 38

Table C.1: Comparison of similarity of vectors after reducing 512 to 8 dimensions for 5
different algorithms. Calculation time in seconds.

Perplexity
Average
Similarity

Median
Similarity

Std
Similarity

Min
Similarity

Max
Similarity

Calculation
time

1000 0.17268 0.18552 0.08899 -0.18056 0.34522 4212
500 0.18579 0.20104 0.11598 -0.24315 0.39561 3571
100 0.17410 0.18850 0.08425 -0.17394 0.33649 3550
50 0.176194 0.18386 0.079181 -0.150540 0.349156 3851
40 0.182017 0.18620 0.087062 -0.153931 0.384679 4423
30 0.183074 0.18705 0.091390 -0.163330 0.392327 4166
20 0.178602 0.18448 0.081814 -0.155643 0.372543 4380
10 0.17536 0.18307 0.08474 -0.16426 0.36785 4443
5 0.167323 0.17122 0.068370 -0.129227 0.344086 5541

Table C.2: Exploration of the perplexity hyperparameter on the t-SNE algorithm. Calcula-
tion times in seconds
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Convergence experiments

Nearest
Neighbours

Min
dist

Average
Similarity

Median
Similarity

Std
Similarity

Min
Similarity

Max
Similarity

Calculation
time

100 0.00 0.961993 0.962819 0.008473 0.889785 0.983121 59
100 0.10 0.962184 0.963055 0.008397 0.890453 0.983125 64
100 0.50 0.962302 0.963131 0.008373 0.890888 0.983186 62
100 0.85 0.962515 0.963342 0.008325 0.891364 0.983268 47
100 0.99 0.962865 0.963728 0.008223 0.892174 0.983290 59
50 0.00 0.961678 0.962511 0.008539 0.889420 0.983155 46
50 0.10 0.962190 0.963047 0.008405 0.890339 0.983156 56
50 0.50 0.961999 0.962823 0.008576 0.888803 0.983173 57
50 0.85 0.962637 0.963491 0.008321 0.891480 0.983249 56
50 0.99 0.963240 0.964120 0.008166 0.892780 0.983313 52
25 0.00 0.965147 0.966255 0.007757 0.897988 0.984012 41
25 0.10 0.965161 0.966269 0.007757 0.897875 0.983983 40
25 0.50 0.965255 0.966262 0.007741 0.897339 0.984319 41
25 0.85 0.965225 0.966170 0.007712 0.897333 0.983554 38
25 0.99 0.964957 0.965895 0.007753 0.896742 0.983313 37
15 0.00 0.961709 0.962487 0.008548 0.889346 0.983107 33
15 0.10 0.961508 0.962280 0.008624 0.888752 0.983118 32
15 0.50 0.961880 0.962681 0.008512 0.889886 0.983169 31
15 0.85 0.962192 0.963015 0.008429 0.890693 0.983203 31
15 0.99 0.962279 0.963096 0.008423 0.890654 0.983204 31
10 0.00 0.963933 0.964950 0.008017 0.895463 0.983441 28
10 0.10 0.963991 0.965017 0.008002 0.895396 0.983417 26
10 0.50 0.964129 0.965124 0.007998 0.895215 0.983231 27
10 0.85 0.964573 0.965505 0.007962 0.895822 0.983648 30
10 0.99 0.965297 0.966130 0.007804 0.895897 0.984625 29
5 0.00 0.963988 0.964989 0.008033 0.895696 0.983799 19
5 0.10 0.963769 0.964781 0.008064 0.894953 0.983400 18
5 0.50 0.963712 0.964685 0.008057 0.894731 0.983294 17
5 0.85 0.963986 0.964932 0.007989 0.895851 0.983520 19
5 0.99 0.964174 0.965121 0.007948 0.896557 0.983700 19

Table C.3: Exploration of the Nearest Neighbour and Minimum distance hyperparameters
on the UMAP algorithm.
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Glyph Design

Glyph Design

Figure D.1: Comparison of the top 10 most predicted labels vs colours based on UMAP
embedding of representations. Dataset: Spotify dataset based on Figueroa [2020].
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Glyph Design

(a) Icon for values:
[1.0, 0.5, 0.5, 0.5, 0.5, 0.5,
0.5, 0.5]

(b) Icon for values:
[0.5, 1.0, 0.5, 0.5, 0.5, 0.5,
0.5, 0.5]

(c) Icon for values:
[0.5, 0.5, 0.5, 1.0, 0.5, 0.5,
0.5, 0.5]

(d) Icon for values:
[0.5, 0.5, 0.5, 0.5, 1.0, 0.5,
0.5, 0.5]

(e) Icon for values:
[0.5, 0.5, 0.5, 0.5, 1.0, 0.5,
0.5, 0.5]

(f) Icon for values:
[0.5, 0.5, 0.5, 0.5, 0.5, 1.0,
0.5, 0.5]

(g) Icon for values:
[0.5, 0.5, 0.5, 0.5, 0.5, 0.5,
1.0, 0.5]

(h) Icon for values:
[0.5, 0.5, 0.5, 0.5, 0.5, 0.5,
1.0, 1.0]

Figure D.2: The influence of each parameter with redundant encoding in the glyph design.
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Glyph Design

Figure D.3: Effects of parameter settings on curves constructed: on the x axis the control
distance is varied, along the y axis the direction and strength.
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Glyph Design

Figure D.4: Influence of curve parameters on an 8 dimensional star shape: on the x axis the
control distance is varied, along the y axis the direction and strength.
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Glyph Design

(a) Icons for test set sorted on 1d UMAP embedding of 512 dimensional features.

(b) Icons for test set sorted on 1d UMAP embedding of the 8d UMAP embedding of the fea-
tures, on which the icon is also based.

(c) Icons for test set sorted on a 1d PCA of the 8d UMAP embedding of the features on which
the icon is also based

Figure D.5: Experiments with sorting methods.
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User Tests

User Tests

Figure E.1: Random samples from 4 of the 10 clusters that were obtained with k-means
clustering on the 10.000 song Spotify dataset.
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User Tests

Figure E.2: Random samples from 4 of the 40 clusters that were obtained with k-means
clustering on the 10.000 song Spotify dataset.
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User Tests

Figure E.3: Demographic information on the participants of the user study.
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User Tests

Figure E.4: Answers given to questions 1 to 6 of the SUS
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User Tests

Figure E.5: Answers given to questions 7 to 10 of the SUS
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