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Near Future Cities of Things: 
Addressing Dilemmas through Design 
Fiction 

 
 

Abstract 
The smart city infrastructure will soon start to include 
smart agents, i.e., agentic things, which co-exist and 
co-perform with human citizens. This near-future 
scenario explores the flexible types of collaborations 
and relationships between the human and nonhuman 
citizens. Drawing on current technology forecasts and 
AI/robotics literature, we created five fictional concepts 
for reflecting on themes we deem important for such 
collaborations: responsibility, delegation, relationship, 
priority, and adaptation. The promises, challenges and 
threats of these themes are discussed in this paper, 
together with the new questions that were opened up 
through the use of design fiction as a method.  

Author Keywords 
Design fiction; future scenario; smart cities; co-
performance; agentic things; dilemmas.  

ACM Classification Keywords 
H.5.m. Information interfaces and presentation: 
Miscellaneous. 

Introduction 
The smart cities operate with sensors embedded in the 
urban infrastructure to collect all sorts of data, a digital 
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layer that helps monitoring and quantifying various 
aspects from space, energy, traffic, resources, and so 
on. Current technologies, however, are pushing urban 
innovation beyond the collection and visualization of 
data. Everyday things around us started to get smarter, 
with capabilities to sense and act autonomously, learn 
and evolve. Things are becoming agents with 
performative roles in our lives [10]. In the next 
iteration of the smart city concept, these agents might 
become a part of the city infrastructure, work in 
concert with people and influence the environment. In 
this paper, we refer to these as “agentic things”, 
namely data-enabled artifacts with performing 
capabilities [17], which are able to connect with 
existing networks of data, collect real time data, act 
proactively, and potentially behave socially.  And we 
suggest a vision of a city as “an assemblage” of agents, 
both human and non-human [12], rather than a 
sensing dashboard. This concept of human-nonhuman 
assemblage and co-performance among different 
agents are the object of investigation of the PACT 
research program, a collaboration between the Faculty 
of Industrial Design Engineering at TU Delft and the 
Amsterdam Institute for Advanced Metropolitan 
Solutions (AMS). This research is aimed at developing 
novel methods and tools for understanding and 
demonstrating how collaborations could be built 
between cities, citizens, and agentic things to generate, 
prototype, and validate design hypotheses for flexible 
and responsive urban infrastructures. Given the aim of 
the project, we used design fiction as a way set the 
stage for discussion and identifying relevant questions 
and controversies that may arise from the coexistence 
of humans and agentic things. We crafted a future 
scenario by mapping forecasts, reviewing relevant 
literature as well as news, for envisioning possible 

types of interactions and controversies in a near future 
smart city. The presented design fiction enabled us to 
speculate and reflect on five prominent classes of 
dilemmas we deem important for such collaborations —
responsibility, delegation, relationship, priority, and 
adaptation. Design fiction allowed us to dive deep into 
these issues before the change will actually happen and 
to ponder upon its promises, challenges, and threats.  

Background and related work 
Interest is growing in the HCI field regarding the new 
capacities for action that are configured at the 
intersection of humans and nonhumans [e.g. 13; 23; 
37; 47; 51]. We argue that design fiction [48] and 
fictional “things” offer a way to reflect on the entangled 
character of agency in the context of smart cities. It is 
important to note that the role of design fiction is “not 
to show how things will be but to open up a space for 
discussion” [14]. Situating a new technology within a 
fiction forces the readers to grapple with questions of 
ethics, values, social perspectives, causality, and 
politics [50]. This “discursive space” opened up by 
design fictions allows one to discuss and explore future 
technologies in a context [21]. We can also envision 
how technologies not yet here (but soon to come) could 
be used in everyday life, how they could be discussed 
and what kinds of meanings, feelings and values people 
could attach to them. As Gonzatto and his colleagues 
aptly suggests that design fictions “are not 
disinterested speculations about distant futures, but 
intentional practices in the present time” [20]. When it 
comes to the agency of things, fictional influences have 
proven to play an important role for its development. In 
his manifesto for networked objects, Bleecker [5] 
prepared us for objects developing a form of agency 
through the use of Internet as a means to gain 



  

sentience. Van Allen and McVeigh-Schultz [52] used 
animism as a metaphor to build ecologies of interactive 
objects with designed behaviors in order to express the 
system’s designed intentions, affordances, expertise 
and history, and thus enable fluid relationships between 
humans and interactive systems. Auger [2] used a 
speculative design approach to ask how robots could 
become domestic products and created environments 
that are adapted to the robots’ way of functioning 
instead of the other way around. Dunn and Raby [15] 
explored through a design noir approach how robots 
become cohabitants in daily life and the ways they 
could relate with us. Kirman and his colleagues [27] 
present a speculative vision of an evil robot controlled 
future, in order to reframe and inspire reflection on 
long-term consequences of contemporary HCI research.   
Using fiction and narrative is not new in the design 
research field, but what is new is that fictional practices 
are now being considered as viable pathways for 
producing valid knowledge in design research [33].  

Design fiction represents a speculative mode of thinking 
that can open up new questions and unfamiliar 
opportunities. The fiction presented in this paper 
investigates the possible personal, social and cultural 
consequences of near future smart cities where humans 
and nonhumans co-perform. The design concepts, that 
characterize the scenario presented in the next section, 
are aimed to prompt reflection beyond the things 
themselves to wider societal issues they will bring. 

Future scenario: Amsterdam 2040 
Amsterdam, 2040. Agathe (A), an eighteen years old 
girl from a rural island in the Mediterranean Sea, just 
arrived in the city where she is going to study to 
become a teacher. The Netherlands, in fact, have a 

long history in education and, in the last twenty years, 
the Dutch children have been rated among the happiest 
in the world. Beyond this motivation, Agathe chose to 
move to Amsterdam because it is renowned for being 
an innovative, efficient and lively city. Since 2020, in 
fact, the city has invested in new applications of AI and 
robotics for addressing some of the most relevant 
challenges of what (at that time) were called “smart 
cities”, aiming at becoming a model also for other 
countries. 

For about 10 years, the city administration has been 
extremely active in terms of management and 
regulation of autonomous services for public transport, 
delivery of goods, public cleaning, security, and health 
protection. By defining flexible regulations, Amsterdam 
became a playground for novel autonomous services. 
These, however, did not come without consequences. 
Regarding the transportation systems, for instance, the 
Netherlands saw the first wave of autonomous vehicles 
around 2020, when many companies launched their 
first commercial vehicles. This development raised a big 
public debate on the themes of safety and ethics. In 
fact, few years before one of the first autonomous cars 
accidentally crashed and killed a man in the United 
States and several smaller accidents occurred after. But 
the reliability of these vehicles increased dramatically 
since then. And what made the city really innovative 
was the act of banning the access to the central areas 
to private vehicles in 2030, encouraging the use of 
shared and on-demand services. Other autonomous 
services experienced also a similar trend. As a result, in 
2040, the citizens of Amsterdam are used to the 
presence of nonhuman cohabitants. 



  

The following conversation reports the first impressions 
of Agathe about the city, while she is talking with her 
mother (M): 

 
Figure 1: One of the streets of Amsterdam where Agathe 
walks every day to go to the university. 

“(A) Hey mom, Amsterdam is great! This city is a mix of 
historical buildings and technology embedded in many 
services. Everything looks efficient, organized and clean.” 

“(M) Oh, I’m so happy to hear that! But, are you safe? It’s a 
big city…You have to be careful on where you walk alone…” 

“(A) No mom, you have no idea! I can go everywhere I want. 
The city has a system for protecting people safety. Basically, 
they created this fleet of drones that detect the people who 
might be at risk… Depending on which street it is, what time it 
is, if there is enough light… Many things… and if they find like a 
girl, an old person or a kid, who is walking alone in the night, 
one drone “walk” with her or him… and it is so up in the air 
that you don’t even hear much noise…” 

“(M) Really? But, wait… How does it actually protect a person?” 

“(A) Well… I searched online about that…So, each drone has a 
camera, a microphone and a speaker, which can detect if 
something strange or dangerous is happening… In the case of 
danger, the police receive an emergency call. But in the 
meantime, the drone also starts also to make a huge noise to 
alert people. And in most of cases, they say, this is enough to 
make the criminals to go away.” 

“(M) Oh… I see. That sounds…interesting… But tell me about 
something else. Is it really as clean as everyone says?” 

“(A) Yes mom it is so cool! They have these robots that go 
around all the time… They can take solid waste, like… cans, or 
paper that sometimes tourists leave around. And it’s not just 
that! These things are also made for reducing pollution. At 
their bottom part, they have a sort of reel that take off those 
fine particles of pollution that remain on the ground. And on 
top, there is a sort of cylinder that, I have no idea how, purify 
the air just being in contact with it…” 

“(M) That’s interesting… Sounds a little bit like a magic to 
me…” 

“(A) ahah no mom, I don’t think that it’s such a big deal… it 
must be somehow similar to the robot that we have at 
home…with the only difference that these work in groups” 

“(M) Well…maybe you’re right! Anyway, how is the food? Do 
you need me to send you anything?” 

“(A) No mom! Don’t be silly! It’s not like when you were 
young. I can find any kind of food here. And you know what? A 
super funny robot can bring it to you!” 

“(M) A funny robot?” 

“(A) Well… Yes, these robots are super sociable and nice! They 
ask you how you feel and if you are satisfied with the delivery, 
they make funny jokes…and if you meet them in the street 
they are very polite and try their best not to annoy you.” 

“(M) Why robots would ask you how you feel and make jokes? 
Isn’t it silly?” 

 “(A) Well… I think that the company that manage them wants 
to offer the best customer experience… So, this question is a 
way to assess the satisfaction of the clients and maybe to 
adjust their service”  

“(M) That sounds reasonable. So… No box with olive oil or 
something else? Are you sure?”  

“(A) ahah no mom, please!” 

“(M) All right, all right… And how do you go to the University? 
Is it far from your apartment?”  

“(A) Well… Yes, it is quite far…I spend around 30 minutes on 
the bus. But the busses are too cool! It’s not just that they are 
autonomous, electric and so on… I mean, of course… But you 



  

can even ask to be picked up at your place… You don’t 
necessarily need to go to the bus stop.”  

“(M) Oh, really? It must be expensive… and there must be a lot 
of traffic!” 

“(A) No, no, no! It’s actually quite organized! My roommate 
told me that the municipality of Amsterdam has banned the 
access of private vehicles to the city in 2030, following the 
example of Oslo, that did it a few years before. But you can 
still go everywhere with the bikes of course.” 

“(M) That sounds beautiful!” 

“(A) Yes, it is! And the busses have never the same route, 
because it is calculated everyday according to the traffic data 
and other things… like… for instance, if there is a big event at 
the stadium, the busses will all avoid it, unless the people in 
the bus really have to go to the stadium.” 

“(M) I see… And what about people? Do you like your 
roommates and your colleagues at the University?” 

“(A) My roommates are nice and they keep the rooms 
decently… Well, maybe not all of them. And the other students 
at the university are also nice, I don’t know many people yet… 
But the funny thing is that many people here wear a sort of 
strange wearable device… It is a thing in between a scarf and a 
big neckless… and it’s made for protecting health, or 
something like that…” 

“(M) Yes of course, you always have to keep yourself warm… 
and with that weather it’s even more important!” 

“(A) But no mom! It’s not really made for keeping you warm… 
It’s a shape-changing device that match environmental data 
with the data from your body, and if it’s needed, it protects 
you by becoming a mask, a helmet, headphones or a sort of a 
sleeping bubble.” 

“(M) Mmm… this sounds strange! How can it become a mask? 
And why should it do that?” 

“(A) Well, I don’t really know how it works in the details, but 
there should be some kind of inflatable elements inside that 
can make it expand just one part. And it’s made for protecting 
people from pollution… So, if you are walking in a polluted 
area, it detects it and changes shape.” 

“(M) I thought that the Netherlands is not polluted anymore.” 

“(A) It is not very polluted, like other countries… But they say 
that the continuous exposure to pollution, even if in small 
percentages, is the cause of many health issues. So, with 
these wearables and the cleaning robots they are basically 
reducing the problem and saving money for health services.” 

 “(M) Well, I’m very happy that you chose that city… It sounds 
great! I really look forward to visiting you this summer.” 

“(A) Yes! You will like it!” 

After living few weeks in the city, Agathe started being a 
little critical and in another conversation with her mother, 
she starts questioning the appropriateness of those 
services that she greatly appreciated when she arrived: 

“(A) You know mom, everything is organized and efficient. 
But… I don’t know… Some things look weird to me…” 

“(M) Oh I’m sorry to hear that, don’t you like being there 
anymore?” 

“(A) No, no, no…I love it, but…” 

“(M) But?” 

“(A) Well… Take last night…I ordered a pizza and one of those 
“friendly” robots delivered it… Yes, it was nice, positive and 
careful as always… But… When I took my pizza, the robot told 
me ‘So…no margherita this time! Don’t you like it anymore? 
Are you sick?” 

“(M) Sick? Are you sick? Shall I worry? Why did it think that 
you might be sick?” 

“(A) No mom, I’m not sick…I have no idea why I should be 
sick… Maybe because there was no cheese on the pizza I 
choose… But that’s not the point… the robot is keeping track of 
my pizzas…” 

 “(M) Well… You know, it was like that even 20 years ago… But 
the only difference is that we were not really aware of that…” 

“(A) Yeah, I know… But it’s strange anyway… Maybe it would 
be better if it would be just like the cleaning ones… Those are 
just going around, they don’t speak, you cannot really 
interact… They just avoid you if you are on their way….” 

 “(M) Yes, but try to take a pizza from a thing that avoids 
you…” 

 

Figure 2: Agathe taking a pizza 
from a delivery robot.  

 

Figure 3: A boy looking at a 
group of cleaning robots.  

 

Figure 4: People working on the 
bus.  

 

 



  

“(A) ahah I know… and even those, in the end, are a little bit 
creepy sometimes… For instance, some days ago I came 
across a guy that I know from the university… He was staring 
at a group of cleaning robots and I asked him what he was 
doing. Do you know what he said?”  

“(M) What did he say?” 

“(A) He said that those robots were there in a group just 
beeping and slightly moving every once in a while…but they 
were not cleaning…he stayed there for around ten minutes and 
he couldn’t figure out what they were doing.” 

“(M) Well… It doesn’t sound like a big deal… But a little bit 
weird though… But, what about the busses? Do you still like 
them?” 

“(A) Yeah, sure, I like them! But there is a funny thing that I 
noticed. Every day I never really know how long my trip from 
home to the university will be…” 

“(M) And why is that?” 

“(A) Well, the path is always calculated on the basis of the 
destinations decided by the people who take the bus and on 
the basis of an algorithm that optimizes the traffic, and in the 
rush hours there are some busses that keep a slower speed 
while others go faster… So, every time the route is different 
and you never know if you are in the fast or slow bus…” 

“(M) Yes, but… It cannot be too different…” 

“(A) No, no… But, you know, sometimes it’s enough for making 
people late for a call, or other work stuff… But you never know 
for sure… So, some people just leave home earlier, while some 
others just start working on the bus, which looks like a sort of 
moving office sometimes…” 

“(M) I see… But, is there a way in which you can choose a bus 
that go faster that day in case one day you really need to be at 
the university very urgently?” 

“(A) No mom… It is not that simple... Everything is calculated 
in real time and adapt all the time… And then, imagine if you 
could choose the fast or the slow bus… Everybody would prefer 
the fast one, don’t you think?” 

“(M) Yes you are right… But it sounds like people have to be in 
the mercy of the bus will!” 

“(A) ahah! Exactly! But when I look around, people don’t seem 
to care too much about it… Maybe they just got used to it…” 

“(M) I guess so… And after all, there is always need for a little 
spirit of adaptation” 

“(A) Of course… but not always… For instance, do you 
remember that cool sort of scarf for protecting health that I 
told you about?” 

“(M) Yes, what about it?” 

“(A) Apparently, sometimes it can be a little bit awkward…I 
have never worn it, but some people told me that sometimes it 
changes its shape into things that are not really appropriate for 
the situation” 

“(M) Like what?” 

“(A) Well, it is actually funny… Some days ago, I was with 
some friends hanging out in a park…Mark was talking with Liz, 
a girl that he likes… Well, suddenly that thing entered in 
relaxation mode… He was pushing it back to the ‘inactive’ 
mode but it was blowing up again… and this relaxation mode is 
a sort of a sleeping bubble… So, your face is basically hidden in 
that thing… Well, after a few times that the thing told Mark to 
relax a bit…he decided to leave…I guess he was 
embarrassed…” 

“(M) Ahah, I can imagine that! But why that thing thought that 
Mark needed to relax? Can’t it understand that it wasn’t the 
right moment?” 

“(A) Well, I guess so…I think that the thing must have mixed 
the sound noise levels with his heartbeat, and who knows… But 
I’m pretty sure that the heartbeat was causes by his 
conversation with Liz…Ahah” 

“(M) All these things are a little bit weird in the end… What 
about the drones…I never liked them…” 

“(A) Yes mom, maybe you were right… Sometimes I think that 
they do not really make people feel safer, but rather the 
opposite…Saturday night, for instance, I saw a girl walking in 
the street keeping her jacket up to hide herself…and you 
know… These drones always follow the girls, only sometimes, 
they follow the guys… But it doesn’t really feel good.” 

“(M) I told you, that was never a great idea… I told you!” 

“(A) Come on mom!” 

 

Figure 5: A girl trying to hide 
from a drone while walking on 
the street.  

 

Figure 6: A girl trying to hide 
from a drone while walking on 
the street.  

 

 

 



  

Crafting the story 
Amsterdam 2040 is a predictive scenario [32] in which 
design fiction is used as “fictional depictions of future 
technology to tell a story about the world in which that 
technology is situated” [50]. Amsterdam was chosen as 
a context due to the collaboration with the AMS 
Institute. We crafted the scenario as an extract of a 
story about a girl who moves in a new context, because 
a narrative structure is necessary to qualify design 
fiction as such and to distinguish it from mere 
speculation [50]. In the story, a brief introduction to 
the context is given by an external narrator to set the 
scene. The description of the fictional design concepts, 
instead, is unfolded through a conversation between 
the girl and her mother, two characters that are used to 
present different viewpoints, as in Hanna and Ashby 
[22]. The first conversation, which takes place when 
the protagonist first moves to Amsterdam, reflects her 
enthusiasm and positive attitude towards the new 
technologies she encountered. The second conversation 
takes place few weeks later when the enthusiasm has 
faded, and scepticism is introduced in the narrative. 
The two dialogues were intended to present two 
controversial aspects of future things and technologies, 
i.e. dilemmas, but these are presented without being 
totally enthusiastic neither sceptical. Although design 
fictions are commonly used for “arguing for or against a 
potential technological future by couching its insight 
within persuasive narrative structures” [50], we 
deliberately aimed not to take any position regarding 
the potential challenges of the smart city and aimed to 
present a multifaceted picture of what the future can 
bring.  Auger suggested that the success of design 
fiction partly relies on the careful management of 
speculation, that should not stray too far into the future 
to present alien technological habitats, which may 

cause the audience to disengage with the proposal [3]. 
This was another intention in our scenario, where we 
aimed to present a plausible scenario carrying many 
familiar elements from today’s Amsterdam and trends.  

Provocative design concepts 
The concepts (Table 1) were ideated by referring to 
products and projects that characterize the current 
rhetoric about the smart city (especially Amsterdam 
Smart City themes and projects), i.e., security, 
mobility, quality of the environment, autonomous 
services and health. The process relied on resources 
about both current technological trends and scientific 
literature, with a particular focus on autonomous 
things. The concepts were used to introduce five 
themes in the research project, to which relate 
recurring dilemmas often associated to the spread of 
autonomous agents. Although these relate to all design 
concepts, we deliberately matched each theme with 
one concept for providing a focus on questionable 
situations and implications. The concepts were crafted 
only in the form of narration and sketches since design 
concepts were shown to be usefully discussed without 
necessarily making them [6]. 

The first concept focuses on the theme of responsibility 
[1; 36].  Although widely debated in relation to 
autonomous and learning robots that might behave out 
of human control [49], near future scenarios might 
likely need to address more practical questions related 
to the responsibility in terms of ownership, 
management and functioning. In the scenario, for 
instance, we introduced a controversial relationship 
between citizens’ security and freedom, by rising 
concerns on discrimination, privacy, trust, and other 
issue related to data governance [55]. 



  

Table 1: Five provocative design concepts of agentic things, references used to craft them, and themes.

Concept 2 introduces the theme of delegation, intended 
as a form of distribution of agency [29]. Controversies 
relate to the fact that the more we delegate, the more 
autonomy is required from the agents, and the more 
autonomy corresponds to less control of humans, which 
may result in unexpected and problematic behaviors 
[8; 29]. By presenting a situation in which a person, 
who can solely play the role of bystander [46], end up 
in a condition of exclusion, we suggest the need for 

addressing transparency and accountability [53] as a 
design requirement. The third concept is used to stress 
the theme of relationship [27]. Despite the advantages 
of a friendly interaction, in fact, the social robots’ 
paradigm and the highly personalized experience 
offered by the delivery robot rise questions of the cost-
benefit of such robot social role [7], in which emotional 
relationship and trust become crucial [28]. The fourth 
concept is used to reflect on the theme of priority. This 

 
The national 
guardian angel 
drone (1) 

The self-sufficient 
robot cleaner (2) 

The friendly 
delivery robot (3) 

The efficient 
public transport 
system (4) 

The proactive 
wearable shield 
(5) 

Concept 

     

References 

Current robots for 
security services 
(e.g. security robots 
[34], police drones 
[31]) 

Scientific literature 
about robotic 
systems for 
surveillance [26] 
and their legal 
implications [38] 

Current examples of 
near future cleaning 
robots, like Enway 
and A1A3 [40]  

Scientific literature 
about robot cleaning 
systems for public 
spaces [42; 43], 
swarm robotics [45] 
and photo-catalytic 
air purification [35] 

Current examples of 
delivery robots [39] 
and technical reports 
about robot delivery 
forecasts [24] 

Scientific literature 
about robot social 
role, with a focus on 
the sociable partner 
paradigm [7] as a 
way to facilitate 
interaction with 
humans [25] 

Current forecasts 
about the spread of 
autonomous vehicles 
[57; 19; 18] 

Scientific literature 
about different 
models for 
autonomous vehicles 
diffusion in cities [4] 

Current examples of 
cars banned in city 
centres, e.g. Oslo 
[9] 

Current devices for 
wellbeing, i.e. 
tracking devices, 
sense-enhancing 
devices, and body-
enhancing or 
replacing devices 
[54].  

Scientific literature 
on form 
transformation as a 
tool for carrying out 
tasks [16] and 
enabling 
communication and 
expression [11] 

Theme Responsibility Delegation Relationship Priority Adaptation 



  

refers to the frequent need introduced by automation of 
choosing between conflicting approaches. E.g. in the 
case of traffic management, priority to the needs and 
comfort of people may be chosen over the efficiency 
and improvement of a system, with consequences in 
efficiency named as the “price of anarchy” [56]. The 
fictional example presents an opposite controversial 
situation in which the system efficiency is preferred, 
causing a sacrifice condition in people who accept it in 
favor of a “greater good”. The fifth concept is used to 
reflect on adaptation. Although it is a natural human 
process of dealing with the complexity of living in the 
society [41], adaptation assumes, more and more, a 
negative connotation in relation to the perception of 
technological change as inevitable [44] and a 
consequent people tendency to play a passive role 
[30]. The situation presented in the scenario stresses 
the need for things adaptability as a design 
requirement [41] for addressing the complexity of 
human daily life and enabling agreement protocol for 
adjusting interactions.  

Discussion 
The fictional design concepts and the story were 
developed with the intent of unfolding the complexity of 
designing things that might co-exist and co-perform 
with people within the context of future cities.  The 
provocative, yet not judgmental, nature of the 
narration enabled to contextualize and discuss a series 
of classes of controversies that might result from the 
introduction of certain technologies. In particular, the 
design fiction enabled us to identify a series of practical 
questions that might be used to inform and guide the 
design of agentic things for near future cities. These, 
summarized in Table 2, represent an agenda for future 
research. 

Table 2: The table summarize the five themes and the 
emerging research questions. 
 

Theme Emerging Questions 

Responsibility 

What political structure do we refer to when 
we assign responsibility to an entity rather 
than another? To what extent this should be 
matter of concern for designers? 
Can autonomous things protect people 
without recognizing personal details and 
storing personal data? 
Can autonomous things classify people that 
need protection without relying on 
discriminatory traits?  

Delegation 

Which tasks should we delegate and why? 
What level of delegation can be considered 
appropriate? How will delegation of tasks to 
things influence human behaviors in the 
cities?  
How can things communicate their operation 
and decisions? How can things enable people 
to adjust the interaction? 

Relationship 

How to assess the appropriateness of 
relationships between humans and citizen 
things? When are social and emotional 
behaviors desirable? 
How can things gain human trust? What 
design features enable trust? 

Priority 

Can things’ judgement be accepted over the 
human judgement? If so, when and why?  
Can humans alter the priority of things? If 
so, which design features can enable that? 
What might be the implications?  

Adaptation 

How to decide who has to adapt to whom?  
What are the design implications of a human 
and things adaptation? How can adaptability 
be embedded in the things? And, what 
features would enable people to accept (or 
reject) a process of adaptation? 



  

Reflections on the process 
Using design fiction as an exercise to create plausible 
futures enabled us to discuss different visions on 
personal, ethical and social challenges related to 
agentic technologies, by envisioning concrete ways how 
they could affect citizens and cities. Developing this 
kind of predictive future scenarios and its design 
concepts, inspired by trend forecasts, might be complex 
because it requires combining two different mindsets. A 
speculative and imaginative attitude is necessary for 
envisioning things and interactions that may not exist 
yet, while an analytical and rational approach is asked 
for translating the envisioned ideas into credible 
concepts. Nevertheless, the process of developing this 
future scenario was beneficial to the project’s intent of 
exploring the possible implications of designing things 
as citizens. The benefits of this process can be grouped 
in three facts: 

- The development of a future scenario is an 
iterative, dialogic and generative process. The 
iterative crafting of the story represented, for the 
authors, an easy way to discuss their different and 
conflicting visions on how the future might look like 
and their opinions regarding the dilemmas related 
to the design concepts. 

- The scenario facilitates moving from abstraction to 
representation. Discussing dilemmas, although 
already existing in literature, can be a challenging 
task. These, in fact, are often addressed by 
referring to extreme examples with the consequent 
feeling of estrangement and remoteness from real 
life situations and near future. The development of 
a non-catastrophic future scenario, instead, helps 

to translate these abstract dilemmas into plausible 
design concepts. 

- The scenario enables shifting the focus from the 
things to a system of interactions and relationships. 
Although a central role is given to the fictional 
design concepts, the narrative nature of the 
scenario helps to move the focus from the details 
of the things to the implications of these in the 
interaction with people. The need for providing a 
credible narration, in fact, requires the authors to 
think about the setting, the characters, the 
problem(s), the goal and maybe even a plot. As a 
result, the scenario helps to understand the 
relational nature of the things. 

Ultimately, as designers we are asked to envision the 
things that will determine our future society, an act 
that today is maybe more complex than ever. The 
diffusion of AI-based applications and the novel 
performative capabilities of things may introduce 
unprecedented models of interaction as well as risks. In 
this regard, scenarios allow to explore the “what if” and 
possible alternative futures. Through design fiction we 
can use imagination and narration oriented to specific 
purposes; it should be used to explore and inspire, but 
also to reveal the potential implications of design. 
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