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Abstract

Trajectory generators are designed to create reference paths that are parametrized by time
as well as by velocity or acceleration. In the literature, it has been noted that often path
planners are the last step in the planning module of autonomous truck-trailer vehicles, which
results in a collision-free track. A trajectory generator can improve this path by making
it smoother, which improves passenger comfort and decreases stress on the engine. The
available trajectory generators are in their majority based on large number of optimizations,
which limits their real-time applicability. This research aims to create a computationally
efficient parametric method for trajectory generation that leads to a continuous motion of
the vehicle. Using cubic splines, a unique method of parametrization is applied such that a
custom velocity profile is defined along the trajectory. Together with choosing appropriate
boundary conditions for each path segment, a trajectory is generated that proves continuous
reference tangent angle and yaw rate, while following a velocity profile that is continuous in
acceleration. This leads to a continuous longitudinal and lateral motion of the truck-trailer
vehicle. While continuity conditions are achieved, simulations results showed high reference
yaw rate peaks, which could be difficult to track under non-ideal circumstances. An alternative
generator was designed based on quintic splines, such that yaw rate peaks can be limited.
However, this minimization leads to oscillations of the reference trajectory. A trade-off needs
to be defined to balance between minimizing peak yaw rates and oscillations. Closed-loop
simulations using a kinematic truck-trailer model show that tracking the generated trajectory
lead to continuous steering wheel and velocity input signals. Furthermore, the trajectory
was smoothly tracked without the use of an optimal controller. Eventually all research goals
have been achieved. Further studies could analyse the performance of the proposed trajectory
generator using a dynamic truck-trailer model such that effects of wheel slip and load transfer
can be investigated. It is also of interest to analyse the trailer behaviour when tracking the
trajectory.
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Chapter 1

Introduction

In [1] it is stated that there has been a steady growth in road freight transport in the European
Union (EU) since the financial crisis in 2008. This development caused a shortage of truck
drivers. The EU provides a set of rules regarding driving time and rest periods for truck
drivers. According to [2] the daily driving period cannot exceed nine hours a day. This is
not only an economic limitation, but also one of the sources of accidents since tired drivers
make poor decisions. In [3] it is stated that human errors contribute to accidents in 90% of
all truck accident cases. Current studies consider using solutions such as automated driving
and platooning trucks. This resolves the shortage of truck drivers, realizes almost 24 hours a
day driving trucks, while removing human errors such that more safety can be accomplished.
Even though much research has been done in the field of automated vehicles, an ideal solution
has not yet been found. The key ingredient of automation is the planning module composed,
among others parts, by the trajectory generator, which is the subject of this thesis. This
planning module and its components will be explained next.

1-1 Background

This research adapts to the planning structure defined in [4]. It starts with the route planner,
which is commonly known as the navigation. Along this planned route, a search will be
conducted in the near environment of the vehicle. All objects and road boundaries are detected
in order to determine the collision-free area. Using this information, the manoeuvre planner
decides the next course of action based on criteria such as risk, comfort, fuel efficiency, or
other demands. For example, should the vehicle perform an overtaking manoeuvre, or simply
stay on the current lane. Based on this choice, a collision-free path is constructed by the
path planner. However, this path could be suboptimal in terms of comfort, path continuity
or length, or other criteria. Furthermore, no velocity profile is defined along this path. An
optimised path is created by the trajectory generator, which is parametrized by time and is
able to fulfil the desired specifications. A more detailed explanation of each planning element
is described in the next subsections.
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2 Introduction

1-1-1 Route planner

The planning module starts with the route planner. This system finds the best global route
from one starting position to a given destination, commonly known as navigation. It can be
based on finding the optimal route with respect to distance, time, fuel efficiency or other cri-
teria. Current technologies such as described in [5] can even take real-time traffic information
into account and adjust the route on the fly based on this knowledge.

1-1-2 Search space

In order to plan a course for the autonomous vehicle such that collisions can be avoided and
road boundaries are observed, a search of safe space must be performed. A few examples of
search space methods are depicted in Figure 1-1. Voronoi diagrams (Figure 1-1a) calculate
the distance between obstacles, and determine the collision-free space within these distances.
Occupancy grids and cost maps (Figures 1-1b and 1-1c respectively) are probabilistic methods
of space searching. The chances of an obstacle occupying the space is calculated, and a
low-collision-risk-space is determined. Figure 1-1d shows the state lattice method, which
creates a repetition of feasible paths from the vehicle. All paths that end up without collision
are regarded as free space. Driving corridors (Figure 1-1le) represent a collision-free space,
bounded by road and lane boundaries, where a vehicle is expected to move. A more detailed
description of each search space methods is found in [4].

1-1-3 Manoeuvre planner

Manoeuvre planning can be seen as a decision planner. In [4] it is described that this system
determines which high-level decision such as ’changing lane’ or ’speeding up’ the vehicle should
take, based on risk, efficiency or vehicle limitations, while taking into account the collision-free
space specified by the search space.

1-1-4 Path planner

According to [4] is a path the geometric track that the vehicle should follow in order to reach
its destination without colliding with obstacles. So path planning is determining a feasible
path from an initial to a final configuration (position and heading direction) such that each
state does not result in collision and adheres to the proposed motion constraints. The planner
should conform to road and lane boundaries, as well as traffic rules. Often post-processing is
applied in order to make the path smoother or reduce path length. Two common techniques
for path planning are Rapidly exploring Random Tree (RRT) algorithms and Lattice Planners.
In [6] it is described that the RRT algorithm builds a random space-filling tree, as is shown
in Figure 1-2. Starting from a certain configuration, random collision-free and kinematically
feasible line segments are constructed to fill the space until the desired configuration has been
reached. Lattice Planners use the paths generated by the search space method State Lattice
(see Figure 1-1d), which are already kinematically feasible and collision-free.
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Figure 1-2: RRT search with increasing iterations [6].

1-1-5 Trajectory generator

According to [4] a trajectory is represented by a sequence of states visited by the vehicle,
parametrized by time and, possibly, velocity or acceleration. Therefore, a trajectory generator
does not only generate a geometric track, but could also define a reference velocity and an
acceleration profile. For example, in a highway scenario, the trajectory planner is able to
adjust the reference speed such that a safe distance can be kept from leading vehicles. Existing
trajectory generators connect collision-free via-points given by the path planner such that
acceleration or even jerk (time derivative of acceleration) are continuous and bounded. This
leads to higher comfort levels and decreased stress on the vehicle engine. Some methods
of trajectory generation include optimizing cost functions or utilizing graph searches, while
other simply use higher order polynomials to connect the collision-free via-points determined
by the path planner.

1-2 Thesis objective

It is noted that often path planners are the last step of the planning module. For example,
in [7], an optimisation-based path planner creates a collision-free path from the starting to
target configuration for truck-trailer vehicles. However, the computed geometric track is
suboptimal in terms of continuity, comfort levels or other criteria. Many of these demands
can be satisfied using trajectory generators.

Several trajectory generators have been designed by other researchers, and are discussed thor-
oughly in Chapter 3. Studies such as in [8-14] use exhaustive graph searches or large number
of optimizations each sample, which demand high computational power of the on-board com-
puters. In [14-17] trajectory generators are designed such that the path is continuous in
position only, and discontinuous in higher order derivatives. Some of these solutions yield a
trajectory with suddenly changing heading angle, which are difficult to track in practice by
a vehicle. Moreover, abrupt changes in forward or angular velocity could cause discomfort of
the vehicle passengers and stress on the engine.

To implement the trajectory generator in practice, practical criteria such as computational
efficiency and certainty of optimality should be achieved in addition to the mathematical
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1-3 Thesis outline 5

requirements described above. The objective of this thesis is to select and design a method
for trajectory generation that is suitable for truck-trailer vehicles and complies with the
following practical specifications:

e The generator must be able to compute trajectories online. Travelling on the road
is never the same twice. There might be an obstacle that must be avoided, or sim-
ply changing the lane to overtake another vehicle. Therefore each trajectory must be
computed for the short-term future while on the road.

e The generated reference trajectory should eventually lead to a continuous movement of
the vehicle in both longitudinal and lateral direction. This implies that not only the
velocity profile should be continuous, but also the geometric shape of the trajectory.

e The generated trajectory should not be based on exhaustive searches or optimizations,
and continuity should be proven. This makes sure that desired continuity specifications
are achieved while being computationally efficient.

It is of particular interest to design the trajectory generator for truck-trailer vehicles. First of
all, not much research has been done on trajectory generation for these type of vehicles. Even
though a complete dynamic model represents a real-life truck-trailer vehicle most accurate,
a kinematic model gives the opportunity to analyse simpler behaviours. This consists of
continuity of the vehicle heading angle or the swaying behaviour of the trailer. It must be
noted that a kinematic vehicle model only represents a real-life truck-trailer when driving
with low speeds and small cornering manoeuvres.

With the objectives defined, the aim of this thesis can be defined as followed:

Design and implement a online parametric trajectory generator for truck-trailer
vehicles that lead to a continuous longitudinal and lateral movement.

1-3 Thesis outline

The remainder of this thesis is organised as follows:

e Chapter 2 presents the equations of motion for the kinematic truck-trailer vehicle
model.

e Chapter 3 presents state-of-the-art trajectory planning techniques and compares them
based on the defined criteria.

e Chapter 4 explains the procedure of generating a trajectory using cubic splines.

e Chapter 5 introduces quintic splines as a method of trajectory generation such that
the reference yaw rate is minimized.

e Chapter 6 reports and evaluates results obtained in closed-loop simulation experiments
of the kinematic truck-trailer model tracking the trajectory.

e Chapter 7 revisits the research done in this thesis and suggests future work proposals.
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Chapter 2

Vehicle modelling

There are many different types of truck and trailer models, so a choice in vehicle type must
be made first. Once a choice has been decided, a proper vehicle model will be derived. In
this thesis a kinematic truck-trailer vehicle model is used to get an adequate representation
of a real vehicle driving with lows speeds performing small cornering manoeuvres. A more
extensive model would also contain vehicle dynamics, with for example load transfer and tyre
slip. This chapter ends with a short discussion with the limitations of this model, and in
what way it is used in this research.

2-1 Vehicle types

Figure 2-1 shows all truck and trailer combinations allowed in European Union countries
according to [18]. The most important differences between the vehicles are the towing method
and the number of articulations. Trailers can be towed by either a tractor or truck. The
difference between these two is the fact that tractors do not carry a load by themselves,
but pull trailers or semi-trailers with a load. However, trucks do carry a load and possibly
also pull a semi-trailer or trailer. In some cases, when transporting larger freights, multiple
trailers are articulated together (as is seen in Figure 2-1c). As can be noted from this figure,
the maximum number of articulations in the EU is two. A tractor can pull a semi-trailer and
a trailer or two semi-trailers (type A and B respectively in Figure 2-1c). A truck can pull
a single trailer, a single semi-trailer, or two trailers (type C, D and E respectively in Figure
2-1c).

Since not much research is found on modelling of truck-trailer vehicles, a simple and most
common type will be used as a basis. From there on, future studies can extend the model
to more complex vehicle structures. In [18] it is stated that the most common found truck
combinations in The Netherlands are the conventional articulated vehicles in Figure 2-1b.
It is wise to start with one articulation, so the tractor-semitrailer and the truck-centre axle
trailer are the only possible choices. Besides body roll dynamics, the only difference between
modelling those two types is the hitch position (contact point between trailer and truck or
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8 Vehicle modelling

tractor). This point is located in front of the rear wheels of the tractor for the tractor-
semitrailer, and behind the rear wheels of the truck for the truck-centre axle trailer. For
simplicity, these two types of vehicles are called truck-trailers for the remainder of this thesis.

Two articulations

%EA

——Oror— OMOMO) oO—o

mﬁ %t %@B
(OMOMOX L OO0 He.0R®

Two articulations

Cc
@@ ® OFOFO O
Loﬁo)‘—to () O)—@
Truck-full trailer oOND oXo QFO O P
One articulation J E

RO —-—=0H0) ©i® ®
= ﬂﬁty@ One articulation
Tractor-semitrailer
Tractor | ﬁ E
|% OMOMOX L {OXOX ®
@i® O -

||§1_ =o0—
O——i0o% Truck-centre axle trailer G
OFOFO OFOXO @
Truck . .
(b) Conventional articulated ve-
(a) Single vehicles. hicles. (c) Ecocombi’s

Figure 2-1: Truck combinations from [18].

2-2 Kinematic model

The next step consist of deriving the equations of motion for the simplified truck-trailer vehicle
model. First, some assumptions should be defined that describe this kinematic model.

e The model contains no mass (and thus no load transfer).
e No rolling or pitching.

e No tyre slip is present.

e Resistive forces are negligible.

e The left and right wheels are assumed to be in the centre such that it represents a
bicycle model.

e Each set of axles is assumed to be a single axis for both the truck and the (semi-)trailer.
e The trailer passively follows the truck.

e The vehicle moves on a flat surface.

A. Al Jawahiri Master of Science Thesis



2-2 Kinematic model 9

Based on these assumptions, the model may seem to be a unrealistic representation of a real
truck-trailer vehicle. However, the main reason behind using a kinematic model is that the
non-holonomic vehicle constraint is integrated. This constraint describes the fact that trucks
only have two control inputs (steering angle and engine torque), while its configuration space is
three (lateral and longitudinal coordinates, and vehicle heading angle). This constraint implies
that vehicles cannot move in a lateral motion instantaneously, but by using an appropriate
combination of the available inputs. An example is a parallel parking operation, which is
achievable by a combination of steering and applied torque.

Figure 2-2 shows the kinematic model of the simplified truck-trailer vehicle on the earth-
fixed coordinate system (z,y). The vertically patterned vehicle represents the truck, and the
horizontally patterned vehicle is the trailer. The two vehicles are joined at the hinge point,
here located at the truck rear axle. Notice that wheels are assumed to be in the centre of the
vehicle track that is, the vehicle kinematics are represented by a bicycle model. The model
consists of the states (z,,y,,,0)7. x, and y, are coordinates of the centre of mass of the
truck on the earth-fixed coordinate system. Since it is assumed that there is no load transfer,
this centre of mass is always at fixed point on the truck. 1 is the relative angle between the
truck heading direction and the fixed z-axis, and 6 is the relative angle between the trailer
heading direction and the z-axis. Obviously, inputs are required in order to control the state
to desired values. The two inputs are (5,U)T. In this case, § is the angle between the vehicle
direction and steering wheel direction, also called the steering angle. The second input is
velocity v, which is in the direction of the truck front wheels.

Figure 2-2: Kinematic truck-trailer bicycle model.
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10 Vehicle modelling

With the state and inputs defined, the equations of motion can be derived. Using regular
vehicle bicycle kinematic model from [19] (without slip angle) and trailer kinematic model
from [8], the following equations of motion are found for a kinematic truck-trailer model:

1 = vcos(y)
gl = vsin(y)
Y = g tan(d)
6 = 4 sin(y —0),

(2-1)

where dy, di, and dy are, respectively, the distance of the truck’s centre of mass to its front
and rear axles and the distance between the truck’s rear axle and the trailer’s axle. As can
be noted from these equations of motion, angle @ is independent of the steering input J, thus
the trailer is passively following the truck.

2-3 Discussion

As mentioned before, this model only takes into account the basic kinematic behaviour of the
truck-trailer combination. Obviously, more detailed models are available in case a more in
depth analysis of the vehicle behaviours is desired. That, however, is outside the scope of this
thesis, because the main focus is to generate the trajectory, and not to track the trajectory.
This model is complete enough to see if a truck-trailer vehicle can kinematically follow the
generated trajectory, based on the non-holonomic constraint for vehicles. If it is shown that
this is possible, a more complex model could be designed with dynamics included. Using
this extended model, the trajectory can be evaluated based on dynamic aspects such as load
transfer or wheel slip. This evaluation is possible in future studies, also discussed in Chapter
7.

Furthermore, starting with an initially simple model gives the opportunity to gradually in-
crease the complexity of the model. As is said before, this model shows if the generated
trajectory adheres to the non-holonomic constraint. Extending the model by adding mass to
the equations of motion can give simulation results regarding the momentum of the vehicle
when following a trajectory. Further extending the model to a two-track model instead of a
bicycle model shows the separate behaviour between left and right wheels. The point is, if
one would have started simulation experiments with a very extensive vehicle model, it may be
difficult to analyse where the problems are when trajectory tracking errors are obtained. With
the kinematic model used in this research, tracking errors in simulations are most probably
caused by the fact that the non-holonomic constraint is not adhered. Once no problems are
found using this model, it can be extended by one system at a time. Analysing simulation
results using this extended model shows possible faults in the added system (such a load
transfer). This systematic approach to vehicle modelling may be time consuming, but it does
give the possibility to analyse each separate vehicle system.

Eventually it is of interests how a truck behaves following a generated trajectory. Chapter 6
shows how this vehicle model tracks a generated trajectory in a close-loop simulation at low
speeds with small cornering manoeuvres. This opens the opportunity to see how a vehicle
behaves following the trajectory. For instance, analysis can be applied to the trailer trajectory
to see how much it will sway, or how fast the truck heading angle changes over time.
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Chapter 3

State-of-the-art trajectory generators

In the introduction is has been explained that the path planner creates a collision-free geo-
metric path. By processing via-points on this collision-free path, trajectory generators define
reference velocities, accelerations, or jerks along the path, while preserving the continuous
geometric path properties.

A number of methods for trajectory generation used by other researchers are reviewed in this
chapter, including a comparison of their advantages and disadvantages. As is mentioned in
the introduction, the trajectory generator must meet the following requirements:

e The generator computes trajectories online.

e It should be parametrically continuous by defining continuous reference velocity and
acceleration profiles along the path. This is known as C? (See Appendix A).

e It should be geometrically continuous in terms of position, heading direction, and yaw
rate. This is known as G2 (See Appendix A).

e It should not be based on exhaustive searches and cost function optimizations, and
continuity should be proven.

Furthermore, computational efficiency is preferred. Based on these specifications, a choice
must be made. This choice will be discussed in section 3-5. An overview of all discussed
trajectory generation methods is provided in Table 3-1.

3-1 Clothoids

Using clothoids, the generated trajectory has a linearly changing curvature (reciprocal of
radius). According to [20] the main advantage of clothoids is the fact that G2 continuity is
achieved. However, G2 continuity does not ensure C? continuity (see Appendix A). In other
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12 State-of-the-art trajectory generators

words, the reference acceleration computed by this trajectory generator is not necessarily
continuous.

In both [21] and [20] it is claimed that with clothoids low computational complexity is realized,
and thus real-time generation is feasible. Furthermore, in [21] clothoids are implemented
into a real vehicle, in which kinematically feasible trajectories were realisable. However, it
must be said that a rescheduling time of 100 ms was required, which is relatively high for
real-time applications. This may be caused by the fact that at each sample a number of
possible trajectories are computed and an exhaustive analysis of all these trajectories must be
performed. In [21] it is also shown that a weight function can be used to improve navigation
comfort at the expense of travelling time.

3-2 Polynomials

Polynomials are used in [9-12,17] to define a feasable trajectory. The problem of computing
trajectories through n+1 via-points can be solved by the fitting polynomial functions of degree
n:

Tref(t) = ap + a1t + ... + apt”

3-1
yref(t) =by + b1t + ... + b,t". ( )

Here, zye¢(t) and yye(t) define the reference global coordinates as a function of time, and the
scalar coefficients ag, ..., a, and by, . . ., b, must be found such that the trajectory interpolates
all via-points. Several methods have been reported to generate trajectories using second to
fifth order polynomials, as summarized next.

3-2-1 Second order polynomials

In [17] a custom algorithm (named TiJi) was designed to optimize a second order polynomial
trajectory that reaches a goal configuration at a prescribed final time. The trajectory gener-
ator is able to recognize if a goal is unreachable. If this is the case, it returns a trajectory
ending as close as possible to the goal.

It must be said that this paper hardly mentions comfort as a design specification. All that is
applied in terms of comfort are acceleration bounds, but not necessarily continuity of acceler-
ation. The research also mentions the fact that the computation time increases significantly
when the number of required steps to the goal state increases. Furthermore, it is known that
the second order time derivative of these polynomials are constant, which proves only C!
continuity and not C? as needed. Constant accelerations result in discontinuous acceleration
when two path segments join. The study does not mention geometric continuity.

3-2-2 Third order polynomials

Third order polynomials have been used in [9] to generate trajectories for special manoeuvres
such as following a leading vehicle, performing lane changes and merging between other
vehicles. All generated manoeuvres are kinematically feasible, and are implemented in a
real-time vehicle.
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3-3 Spline curves 13

However, it seems that the used acceleration profile can be improved, since it is assumed to be
constant in this research. Constant accelerations lead to execution errors, since vehicle cannot
change acceleration abruptly. This also causes discomfort for the vehicle passengers. Once
again, the geometric continuity is unknown. Furthermore, an exhaustive search is required
to find the optimal trajectory, since the reasoning is based on a cost-function approach.

3-2-3 Fourth order polynomials

In both [10] and [11] fourth order polynomials are used to generate trajectories. However,
different design specifications are assumed in the two studies. In [10] a set of cost functions
for each generated trajectory is considered to evaluate safety, comfort, efficiency, energy con-
sumption and behaviour. In the end, most of those trajectories will be discarded, which
could be seen as a waste of computational power. However, the authors claim that the post-
optimization is of low computational complexity and is able to generate a solution within a few
iterations. Furthermore, the study mentions implementing the system in a real autonomous
vehicle in three scenarios: lane driving on S-shaped road, lane driving with static obstacles,
and lane driving with moving obstacles. The authors claim that the generated velocity profile
would always give a continuous acceleration, but they have given no results regarding the
acceleration of the real vehicle performing the three manoeuvres.

In [11] constraints are set on maximum acceleration and forces in order to generate a feasible
trajectory. Furthermore, boundary conditions are applied for the position and velocity at the
begin and final state of the road segment. This means there is continuity in position and
velocity, but not necessarily in acceleration. From their simulation results it can be noted
that the longitudinal acceleration profile is indeed jerky.

3-2-4 Fifth order polynomials

Fifth order polynomials are used in [12]. The authors combined different lateral and longitu-
dinal cost functions for different tasks such as following, merging and stopping. According to
them they have succeeded in mimicking human-like driving behaviour on the highway, and
have proven that the optimal solution, using quintic polynomials, has a continuous accelera-
tion.

However, as is mentioned in [10], the curvature of every point on each trajectory needs to be
computed and verified, which is computationally inefficient. Furthermore, even though the
road curvature is continuous, the rate of change of this curvature changes very frequently from
positive to negative values, which leads to jerky steering wheel movement and thus lateral
discomfort. Also, it can be noted that in [12] a set of heuristics are used for manoeuvres
such as following and merging. According to [22] it is unrealistic to find a complete set of
heuristics that are applicable in all cases. Heuristics do not prove optimality and are therefore
unreliable.

3-3 Spline curves

Splines are functions defined piecewise by polynomials. They use separate polynomial func-
tions to define each segment between via-points of the trajectory. In [23] it is stated that when
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14 State-of-the-art trajectory generators

n+1 via-points are given, instead of interpolating with one polynomial of degree n (such as
in Section 3-2), it is possible to use n splines of degree p to construct the trajectory between
each segment. Depending on the desired degree of continuity, a proper value of p can be
chosen. The spline function is described by equation (3-2) and is shown in Figure 3-1.

S(t> :{qk(t),t S [tk,tk+1],k =0,....,.n— 1},

alt) = o) _ [aro + a1t —te) + oo + arp(t — tr)? (3-2)
yr (1) bio + bkyl(t —tg)+ ...+ bhp(t —t)P |

s(t
qn—1
Q qn—2 |
| 12 I !
Vo | Qk qk+1 | |
I I oo I I
| Vn
I : [ I [ I [
| | 1 | | |
qo' | | I | I I I
| | | | | | |
1 | | 1 | | |
to t1 to tx Tk trkgr th-o th-1 tn t
—

Figure 3-1: Spline trajectory through n+1 points [23].

Here, s(t) is the spline, gx(t) the polynomial between two via-points and k the via-point
number. From Equation (3-2) it can be noted that the spline s is constructed of n polynomials,
with each a degree of p. The following sections will discuss trajectory generators for vehicles
based on cubic (p = 3), quintic (p =5), 7> (p = 7), n* (p = 9) and Akima splines as reported
in the literature.

3-3-1 Cubic splines

Cubic splines are continuous in path, velocity and acceleration if the boundary conditions are
well defined. Since the second order time derivative of a third order polynomial is a linear
function, each segment is continuous in acceleration too and thus C? continuity is achieved.
Obviously this is also the case for higher order splines. However, if the boundary conditions
of a segment are ill-chosen, the velocity or acceleration at a via-point exactly between two
segments could be discontinuous. Also note that depending on the choice of parametrization,
G2 continuity is achievable (see also Appendix A).

In [24] and [25] cubic splines are used to generate trajectories. According to [25] kinematically
feasible trajectories are realizable using cubic splines, and the computation is efficient enough
for real-time implementation. Furthermore, the proposed method allows more aggressive
driving style without compromising safety. Also, it is mentioned that splines curves are
computationally efficient.

On the other hand, it has been noted in [26] that a trajectory consisting of cubic splines could
lead to large oscillations as via-points move close to each other. This effect is illustrated in
Figure 3-2. This is the case for all parametric trajectories such as polynomials and splines.
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3-3 Spline curves 15

Figure 3-2: Curve fitting of cubic splines under noisy conditions, showing the sensitivity of the
fitting to the noise.

3-3-2 Quintic splines

In [27] quintic splines are used to set boundary conditions for position, velocity, acceleration
and time. Thus not only C? is achieved, but also time goals are generated for the vehicle.
In both [27] and [28] it is also mentioned that the non-holonomic constraint of the vehicle is
adhered. However, high maximum jerks are experienced in simulation results by [28], which
is not ideal. The authors did implement a system to minimize peak magnitude of the jerk by
means of optimization, and this resulted in a continuous jerk with reasonable peaks.

3-3-3 13 splines

1 splines (seventh order) are used in [29] to generate trajectories with a third order geometric
continuity (see Appendix A regarding continuity). Since it is a seventh order spline, sixteen

coefficients must be found for each segment (see Equation (3-2), coefficients ag,...,a7 and
bo, . .., b7). These coefficients are found by expressions which are a functions of n;, with i=1,
2, ..., 6. The n-parameters can be freely chosen without violating the boundary conditions

(position, velocity, acceleration) set on the via-points. The main advantage of 53 splines is
its ability to generate a variety of trajectories such as spirals and arcs among others.

Since many parameters have to be found for each segment, with extensive expressions to solve,
it can be assumed that this method is computationally expensive and thus not realizable to
implement in real-time vehicles.

3-3-4 n* splines

Ninth order splines, here called * splines, are used in [8] to generate trajectories for truck-
trailer vehicles in parking manoeuvres. According to the authors ninth order splines are
G* continuous (See Appendix A). It was proven that the proposed method yielded a trailer
trajectory that is feasible. According to the authors, a trailer trajectory is feasible if and only
if it is G. Using n* splines, unconventional planning problems such as parking manoeuvres
can also be addressed.

Because these are ninth order splines, twenty coefficients must be found (ag,...,a9 and
bo, . .., bg), which each are a function of n; with i=1, 2, ..., 8. The twenty parameters are found
by expressions shown in [8], which are obtained by means of tuning. Just like the i3 splines,
an optimization must be performed in order to search for ideal values of n;. Furthermore,
since the expressions required to obtain aq, ..., a9 and by, . .., bg are even more extensive than
with n? splines, the computational effort will be even bigger.
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16 State-of-the-art trajectory generators

3-3-5 Akima splines

Akima splines are used in [13]. They are quite similar to cubic splines, but are less affected
by outlying via-points. In this method, each polynomial of the spline is determined by the
coordinates of and the slope at the via-points. As shown in Appendix A this is equal to
G! continuity. The generator requires low computational costs and has been tested in real
vehicles on public roads. There is no doubt that the system is able to run online, because the
method is tested in their vehicle over several thousand kilometres driving autonomously.

However, it seems that [13] has not given any simulation or practical results besides the fact
that the system is able generate trajectories for multiple manoeuvres. It is unknown if this
method yields continuous acceleration (C?), or only continuous paths and its curvature (G!).
Furthermore, at each sample multiple possible trajectories are generated, and the optimal
solution is chosen regarding current manoeuvre, safety and comfort. This choice is done by a
set of heuristics, which are hard to define accurately.

3-4 Beazier curves

Bezier curves are parametric curves which create trajectories using P,, points, where n denotes
the Bezier order. Equation (3-3) shows the general form for a Bezier curve.

B(t)=Py(1 —t)" +3Pit(1 —t)" ' + ..+ 3P, 1t" Y1 —t) + Pt" ,tc0,1]  (3-3)

Examples of third and fifth order Bezier curves are shown in Figure 3-3. Here Pg is the
initial position, whereas P3 in Figure 3-3a and Pj5 in Figure 3-3b are the final positions. The
intermediate points P; to P,,_1 (also called control points) are used to define the curve. For
example, the control points in Figure 3-3 represent the road boundaries in a lane changing
manoeuvre. Vehicle width and other specifications could also be taken into consideration
when choosing the control points.

Y Y
P, (x,y) P (x,y) P3(x,y) P, (xy) Ps(x,y)
O @ne
& :l &- L 4 :‘
P (0, 0) P.(xy) X RO R&Y) Ry X
(a) Third order Bezier curve. (b) Fifth order Bezier curve.

Figure 3-3: Trajectory generation using Bezier curves [30].

Existing researches present third, fourth or fifth order Bezier curves to define the trajecto-
ries. Below is a short discussion regarding each of these methods, and their advantages and
disadvantages regarding the specifications defined at the start of this chapter.

A. Al Jawahiri Master of Science Thesis



3-4 Bezier curves 17

3-4-1 Third order Bezier curves

Third order Bezier curves are used in [14,31-33]. The first three studies used explicitly third
order Bezier curves, while in [14] third order Bezier curves are used in combination with
fourth order.

In [32] it is stated that the main advantages of third order Bezier curves are their simplicity,
curvature continuity, and computational efficiency. First of all, only four points P are required
to generate the curve (see Figure 3-3a), and each of those points can be easily obtained for
any manoeuvre. Second, curvature continuity is in position only, but not in velocity nor
acceleration. Even though the research claims to aim for a comfortable driving experience, a
discontinuity in velocity and acceleration would yield just the opposite. The third advantage
(computational effort) is achieved because the generation is not based on exhaustive searches
or optimizations, but by solving analytical expressions.

From the simulation results in [32] it seems that the steering wheel output was jerky and
a lateral offset was obtained. This could be caused by the trajectory tracker (controller),
but the fact that neither C? nor G? continuity is proven could also be responsible for this
undesirable behaviour. In [30] it is stated that third order Bezier curves are inappropriate to
generate a desired trajectory for a lane change manoeuvre. This method is unable to perform
a continuous transition from driving in a straight line to starting a lane change, thus the
trajectory is geometrically discontinuous at the point where the two manoeuvres join.

3-4-2 Fourth order Bezier curves

In [14] fourth order Bezier curves are utilized if the third order does not meet the curvature
requirements. The requirements are based on maximum curvature realizable by the vehicle,
road constraints and other specifications. However, C? continuity is still not guaranteed with
fourth order Bezier curves. In order to compensate, a custom speed profile is generated next
to the trajectory. This profile is based on comfort levels in lateral, longitudinal and vertical
acceleration (each with custom weighing factors), and the curvature of the evaluated segment.
According to the simulation results the speed is profile linear, which means the acceleration
is constant along each segment and discontinuous when two segments join.

3-4-3 Fifth order Bezier curves

As was mentioned in subsection 3-4-1, in [30] it is claimed that third order Bezier curves are
unable to create a continuous transition from driving straight to a lane change maneouvre.
However, the authors mention that fifth order Bezier curves are capable of doing this, since
the initial and final vehicle heading angle of the fifth order Bezier curve can be zero. This
way a continuous transition is realizable. This G! continuity is demonstrated in simulation
results, in which third order Bezier curves are compared to fifth order. As was expected, the
fifth order gave much more desirable results, such as a smooth steering angle, lower steering
rate, and smaller maximum curve radius.

While the curve from driving straight to an overtaking manoeuvre is continuous using fifth
order, the velocity and acceleration are not necessarily continuous, thus not satisfying the C2
continuity requirement.
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18 State-of-the-art trajectory generators

3-5 Discussion

As mentioned in the introduction, the goal of this thesis is to develop a trajectory generator
that satisfies the requirements mentioned at the start of this chapter. Such generator can
be developed by modifying one of the methods reviewed in this chapter. While none of the
afore-described methods satisfy all the requirements, a reasonable choice can be made which
satisfies the design specifications up to a certain degree. Table 3-1 gives an overview of all
trajectory generation methods and their specifications regarding the requirements.

Clothoids are G2 continuous. The geometric path may seem smooth, but is not necessarily
C? continuous. Furthermore, the sources using this method required exhaustive searches in
order to obtain an optimal trajectory. The design specifications for this research clearly state
that the generator should not rely on searches.

Polynomials do not satisfy the online trajectory generation requirement. This method requires
multiple via-points along the route in order to generate one polynomial that interpolates all
these points. Unfortunately, a change in via-points would invalidate the generated trajectory.
Such changes are common during vehicle operations due to the dynamic nature of the en-
vironment, which would limit the online use of trajectory generation based on polynomials.
However, C? continuity is realisable using polynomials. Furthermore, the method is not based
on searches or optimizations and is computationally cheap.

Bezier curves are easily computed and its computational effort is low. This method is useful
if the trajectory generator has to account for road boundaries. However, in this research it
is assumed that the via-points given by the path planning module are collision free and close
enough to each other such that it is hardly possible for the trajectory to exceed the road
boundaries. Furthermore, the C? continuity condition is not proven using third, fourth, or
fifth order Bezier curves.

Splines are based on polynomials generated separately for each segment between via-points. It
is known that polynomials can be C? continuous (by using third order polynomials or higher),
so the design specification regarding continuity is satisfied. However, the spline boundary
conditions must be chosen carefully in order to maintain both C? and G? continuity between
two path segments. Splines could thus be suitable with respect to the design specifications.
A choice must be made in the order of splines, which vary from third to ninth order in the
investigated studies. Since third order splines satisfy all the design specifications already, it
is unnecessary to use higher order splines. It only increases the complexity of the solution,
while increasing computation time. For instance, if one requires a continuous jerk (third
order derivative of path), fifth order splines should be used. It must be mentioned that
in [8] it is stated that a trailer path is feasible if and only if the path is a G*-path, which is
realizable using n*-splines. However, this includes trajectories such as parking manoeuvres,
which are not the focus in this research. In this thesis the attention lies on highway scenarios
with relatively simple manoeuvres such as lane changes. Furthermore, computationally heavy
optimizations are required for n*-splines.

Since Akima splines are a variation of cubic splines, these should also be considered. However,
it seems the research using Akima splines requires a set of heuristics to choose the optimal
trajectory. Since heuristics do not prove optimality and thus are unreliable, this method
will not be further considered here. Furthermore, only G' continuity is achieved using Akima,
splines. Thus, out of all methods of trajectory generation found in the literature, cubic splines
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3-5 Discussion 19

satisfy the majority of the design specifications. The next chapter explains how this method
was adapted for trajectory generation in this research.
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20 State-of-the-art trajectory generators

Table 3-1: Overview of trajectory generation methods found in the literature, grouped by their
core approach (clothoids, polynomials, splines, Bezier curves. See column 1). The second column
shows whether the method is suitable for online trajectory generation. The third column describes
the degree of parametric and geometric continuity of the trajectories generated by each method.
The fourth column, 'Optimality’, specifies whether an optimal solution is proven, or optimization
is necessary. The last column shows remarks that could influence the selection of a method.

Comments/
Method Online Continuity Optimality Assumptions
Clothoids [20,21] , Yes | G? | Optimization required , -
Polynomials | | | ;
| | | ' High computation time
Second order [17] No ! ct ! Unknown ! for long planning
| | | |
Third order [9] | No | C? ' Exhaustive search | Constant acceleration
Fourth order ! | | | Discontinuous
[10,11] | No . Unknown | Optimization required acceleration profile
: : : Heuristics and :
Fifth order [12] | No C3 and G! | Optimization ' Computationally inefficient
Splines | | | |
Cubic [24,25] . Yes | C2and G2 Proven : Sensitive to outliers
| | | |
Quintic [27,28] 1+ Yes | c3 ! Proven ! -
| | | |
n® [29] ' Yes | C? and G? | Proven ' Not applied to vehicles
n* [8] " Yes . C%and G* | Optimization required , Computationally expensive
Akima [13] . Yes | G! : Heuristics : Implemented in real vehicle
Bezier Curves : : : :
Third order | | | |
[14,31-33] . Unknown |, Discontinuous , Proven , Discontinuous at via-points
| | | |
Fourth order [14] | Yes | ct ' Optimization required | -
Fifth order [30] : Unknown : Gl : Proven : Continuous steering rate
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Chapter 4

Cubic splines

This chapter describes the method used to develop a trajectory generator based on cubic
splines. First, the input information to the generator is explained, including a clear overview
of the assumptions made in deriving the generator. Next, the procedure followed to derive the
unknown spline coefficients is explained in detail. Here it is made clear that certain boundary
conditions must be defined in order to reach the desired continuity specifications. This is
followed by a description of the time-parameterization applied to the splines so a given velocity
profile is defined along the trajectory. It is also shown that numerical integration is required
to solve this parametrization. The last section discusses the benefits of trajectory generation
using cubic splines, based on some preliminary results and describes possible limitations of
the approach.

4-1 Input information

Recall from Chapter 1 that a trajectory is generated over the path generated by the path
planner, which creates a collision free geometric track. Since this path is collision free, choosing
several points on it should define a sequence of via-points that are still collision-free when
interpolated. Figure 4-1 shows an example of a sequence of via-points on the earth-fixed
coordinate system (z,y) that represent a Single Lane Change (SLC) manoeuvre. Starting
from coordinates (0, 1), the manoeuvre starts with straight driving in the z-direction, performs
the lane change after a couple of via-points, and eventually ends up driving straight again.
The following information is known about these via-points.

e The coordinates on the earth-fixed coordinates system (z,y)

e The desired velocity at each of the via-points
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] 10 20 30 40 50 60 70 80

Figure 4-1: Sequence of via-points representing a single lane change manoeuvre.

In this research it is assumed that the manoeuvre planner (see Chapter 1) is able to set a
desired velocity on each via-point. As an example, if the maximum allowable speed increases,
the manoeuvre planner sets the desired velocity on each via-point such that this new maximum
speed is gradually reached. And in the case of a SLC manoeuvre, one might want to increase
the velocity slightly before taking over another vehicle. Figure 4-2 shows the desired velocity
at each via-point for a possible SLC manoeuvre.
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Figure 4-2: Desired velocity at each via-point.

Since one of the research goals is to design an online trajectory generator, not all future
via-points can be used as inputs to the generator. In the case of Figure 4-1, if the vehicle is
at coordinate (0,1), only the information (position and desired velocity) of this via-point is
known, and the next via-point at (7,1). These points define what is called a segment. Once
the vehicle arrives at this second via-point, information of the third point becomes available
for use such that a trajectory can be generated for the second segment. As mentioned before,
in this chapter the iterative trajectory generation is done by cubic splines. The procedure to
compute the spline coefficients is described next.
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4-2 Spline coefficients

Equation (3-2) in Chapter 3 shows the general form of spline equations. When customized
for cubic splines, these equations become as follows:

Treti(t) =  aro + apau + ak,2U2 + ak,3U3|u:u(t) (4-1)

Yretk(t) = bro + bpu + by ou® + bk,3U3lu:u(t) , (4-2)

with subscript ’ref’ implying reference, and k the current segment. Notice from Equations
(4-1) and (4-2) that the splines are parametrized by a function of time, u. This parametriza-
tion will be explained further in Section 4-3. This section will explain how spline coefficients
ag...az and by...bs are found for each segment. These coefficients are found by defining
boundary conditions such that the trajectory is continuous in position, tangent direction
and yaw rate (rate of change of path tangent direction). These continuity specifications will
eventually contribute to a continuous steering rate and velocity input to the vehicle, and
thus leading to a continuous reference lateral and longitudinal movement as is stated in the
objective. This continuity becomes clear in Chapter 6, where the control inputs are computed.

For cubic splines, four boundary conditions should be set up in order to reach the desired
continuity specifications. It is assumed that every segment starts with parameter u equal to
zero, and ends with a value of one. This assumption simplifies defining boundary conditions,
since segments now start at « = 0. Furthermore, this parametrization sets each segment to
be independent on its length; it always ends at u = 1.

4-2-1 Initial position

The first known information is the initial position. It is known from which x and y coordinates
a segment starts. Since it is assumed that u = 0 at the beginning of each segment, substituting
u for 0 in Equations (4-1) and (4-2) gives segment’s k initial position:
z,(0) = aok (4-3)
ye(0) = bo. (4-4)
Using the fact that the segment starts at coordinates (2 init, Yk.init), & solution has been found
for the following two coefficients:
Aok = Tk init (4-5)
bok =  Yk,init- (4-6)

4-2-2 Initial tangent angle
The second set of boundary conditions uses the initial tangent direction. In Section 4-1 it was
said that only the position and velocity is given as input information. However, the desired

tangent direction for the start of a segment is also known. If the vehicle is at the start of a
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segment, its current tangent direction is known. Since it is desired to have continuity of the
tangent direction, upcoming segment k£ should start with this same tangent direction.

The tangent to the trajectory can be separated into the z-direction and y-direction. These
values are found by taking the partial derivatives of xyef(u) and ypef(u) over parameter u,
which gives the following equations:

0o

:cai(u) = a1 + 2au + 3a3u2]u:u(t) (4-7)
ayref(u) o 2

T = by + 2bou + 3bsu |u:u(t) . (4—8)

For simplicity, these partial derivatives are denoted as z'(u) and y'(u) for the remainder of this
thesis. Since not every segment is the same length, the unit tangent must be calculated. This
way two segments can be joined with a continuous tangent angle, regardless of the segment
length. The unit tangent to the trajectory, here p(u), is calculated by:

plu) = 2 (49)

with p'(u) = [#/(u),y'(u)]T. Substituting the partial derivatives of @pef(u) and yrer(u) in
Equation (4-9) gives Equation (4-10).

bl + ngu + 3b3u2
V(a1 + 2asu + 3azu?)? + (by + 2bou + 3bzu2)?

a1 + 2aqu + 3a3u2]

(4-10)

plu) =

Evaluating the unit tangent at the start of segment k, with v = 0, gives the expression shown
in Equation (4-11).

b1k

P(0) = ————— (4-11)
\/ af, +bi,

Since the previous segment’s final unit tangent, pr_1(1), is known, a solution can be found
for this segments coefficients ay  and by .

lam
b1k
= Pr—1(1)
\/ 01 01

It must be noted that Equation (4-12) does not have a unique solution due to the normalization

factor w/ail~C + bik. Setting the additional constraint ,/ai,C + b%,k = 1 is a good solution,

because it sets the tangent magnitude to 1. This way the initial unit tangent for this segment
is equal to last segment’s unit tangent py_1(1).

(4-12)
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4-2 Spline coefficients 25

4-2-3 Initial yaw rate
The third set of conditions causes two segments to join with continuous yaw rate. The yaw

rate is the rate of change of the tangent angle, or in other words, the time derivative of tangent
angle ¥ (see Figure 4-3).

yref(t)‘F

.
.
.
.
N
.
.
.
.t

Figure 4-3: Tangent angle ¢ at interconnection between segments k-1 and k visualized using
the velocity vector vef(t).

With the help of Figure 4-3, angle 1) can be calculated using the velocities in x and y direction.

yref(t) )
t) = arctan 4-13
(t) = aretan (<05 (4-13)
The time derivatives of z,ef and yef are found by Equations (4-14) and (4-15) respectively.
brer(t) = 2(w) - 48)] e (414)
yref(t) = yl(u) ' u(t)‘u:u(t) (4_15)

Here, u(t) denotes the time derivative of parameter u. Substituting Equations (4-14) and
(4-15) in Equation (4-13) gives the following expression for angle 1 (t):

¥ (t) = arctan (W) = arctan (iiig%) . (4-16)

Obviously, Equation (4-16) only holds for w(t) # 0V ¢ € [to, tr]. Section 4-3, Equations (4-39)
and (4-40) show this is always true when the velocity is not equal to zero. Taking the time
derivative of angle v gives the yaw rate, shown in Equation (4-17).

(4-17)
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In order to determine the full expression of ¥ (t), define i’(t) and ¢/(t) (time derivatives of
Equations (4-7) and (4-8) respectively) as:

#'(t) = (2a2 + 6asu(t)) - u(t) (4-18)
7' (t) = (2bg + 6bsu(t)) - u(t). (4-19)
Substituting these in Equation (4-17) gives:

(a1 + 2aou + 3agu?)(2bs + 6bgu )i — (by + 2bou + 3bzu?)(2as + 6azu)i
(a1 + 2agu + 3agu?)? + (by + 2byu + 3bzu?)?

() =

Evaluating the initial yaw rate for segment k, with u = 0 gives Equation (4-21).

~ 2uk(0)(ay kbak — by kaz k)

i (0) = (4-21)

\/ a%,k + b%,k(a%,k +074)

Here, v(0) is the initial velocity for segment k. Using the fact that ¢,_1 (1) = 9% (0), Equation
(4-22) can be derived.

205(0) (a1 kb2 i — b1 kas )

\/ a%,k + bik(a%,k + b%k)

This equation can be further simplified using , /a%,C + b%k = 1, giving the following equation:

204(0)(a1,kba,k — b1 kaz k) = Yr—1(1) (4-23)

Equation (4-23) has two unknowns (ay; and by ), so an unique solution cannot yet be ob-
tained. However, if a similar assumption is made as in Section 4-2-2; by considering that
1/a% e T b% » = 1, a unique solution can be found for these two coefficients such that two

segments join each other with continuous yaw rate.

= ty_1(1) (4-22)

4-2-4 Final position

The last condition is the segment’s final x and y coordinates. The final coordinates of segment
k can be obtained by evaluating Equations (4-1) and (4-2) at w = 1. This gives Equations
(4-24) and (4-25).

z(1) = aok+aik +azk+ ask (4-24)

yr(1) = bog +big +bop + b3 (4-25)
Using the information that this segment’s spline should end at the desired final coordinates,
(%k finals Yk, final), the following two equations can be formulated:

agr+ai g+ as + a3k = Tk final (4-26)

boj + b1k + b2k + b3k = Yk final- (4-27)
Since spline coefficients ag ... az % and by i, ... b are known from using previous boundary
conditions, a3 and bs ) are the only unknowns in Equations (4-26) and (4-27), and can easily
be obtained by rearranging these two equations.

a3k = Tkfinal — 00,k — A1k — A2k (4-28)

b3k =  Yk,final — Dok — b1k — Doy (4-29)
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4-3 Parametrization

As is seen in Equations (4-1) and (4-2), splines are a function of parameter u. This parameter
should be a function of time, such that a trajectory, and not a geometric path is defined.
In [23] parameter u has been set to be equal to time, that is: u(t) =t —tx,t € [tg, tgs1]. This
way the trajectory is directly a function of time. The problem is that it is not possible to
follow a non-constant velocity profile using this method of parametrization. In this research
it is of interest to follow a velocity profile with at least a continuous acceleration. In [23] it
is also attempted to set the parameter as a fixed linear, quadratic or higher order function of
time. These relations are used to satisfy constraints on the maximum velocity, acceleration
or jerk (time derivative of acceleration). In this case, no guarantee is given on the continuity
of the velocity profile. This research tries an unique approach of parametrization by deriving
u(t) from a custom defined velocity profile. This is done by first defining the reference velocity
as in Equation (4-30).

Uref(t) = \/jf’ref(t)Q + yref(t)z (4_30)

Using Equations (4-14) and (4-15) for the time derivatives of e and yrer gives Equation
(4-31).

Vrei(t) = (t)y/ ' (w)? + ¢/ (u)? (4-31)

u=u(t)

Rearranging the order of Equation (4-31) leads to the first-order non-linear differential func-
tion equation on u(t) shown in Equation (4-32).

Uref(t)

V' (u)? + 3 (u)?

alt) = — f(u,t) (4-32)

u=u(t)

Equation (4-32) is solved numerically in the simulations. The method is described in detail
in Section 4-5.

Equation (4-32) defines how parameter u is a function of time such that a custom defined
velocity profile vyt(t) is defined along the trajectory. This way one can design a velocity
profile per segment based on desired properties. In this research a C? continuous velocity
profile is desired, thus being continuous in both velocity and acceleration. The next section
describes the process to defining such a reference velocity profile.

4-4 Velocity profile

There are many methods to designing a reference velocity profile. One could use polynomials
of a certain degree to fit a curve from the current velocity to the desired velocity of the
next via-point. The problem lies within the parametrization, since the reference velocity is a
function of time, and this segment’s final time t; is unknown yet. However, it is possible if
one would use a symmetrical velocity profile such as in Figure 4-4.

Master of Science Thesis A. Al Jawahiri



28 Cubic splines
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Figure 4-4: Velocity profile v, defined using a Sigmoid function.

The black curve starts the segment at vy, and smoothly gaining to the desired velocity vg
at the end of the segment. A Sigmoid function approximates such a curve. Since it has a
symmetrical property, taking the average velocity between vy and vg (red curve in Figure
4-4) gives the opportunity to find this segment’s final time ¢tr. One would arrive at the end of
a segment at the same time using either the Sigmoid function velocity profile or the average
velocity profile. Notice in Figure 4-4 that the integral under the black curve is equal to the
integral under the red curve for the same period [tg,tr]. This integral is equal to segment
length L. Since the spline coefficients have been found (Section 4-2), Ly is fixed and can be
determined using the following equation:

1
Ly = /0 a2 + Ylyg ()2 . (4-33)
Given segment length L; and average velocity va.y, one can find ¢z by using:
L
tr = =5 + 1. (4-34)
vav

With this segment’s final time known, a velocity profile can be defined in the domain [t, tF].
This research uses an adapted Pearl-Reed logistic function from [34], which is described by
the following equation: .
. pcr LT
Vret(t) = 2 Z:Zﬂ c, (4-35)
with vg and vp this segment’s initial and final velocities respectively, such as in Figure 4-4.
Coefficient ¢ operates as a step location shifter. In this research it is assumed to always
be at the middle of the segment, at % Coefficient r changes the slope of the velocity.
For instance, if the velocity difference is large, this slope should be increased to make sure
the final velocity is reached within the time domain. However, the slope cannot be too large,
because the reference acceleration would exceed the maximum acceleration of the vehicle. The
maximum acceleration using the velocity profile shown in Equation (4-35) can be calculated
using the following equation:

max = W. (4-36)
In this research the difference in velocity for each segment is approximately the same, so
coeflicient r is at a fixed value. Obviously, if this change in velocity is not the same, the coef-
ficient must be tuned appropriately using Equation (4-36) and taking maximum accelerations
of truck-trailer vehicles into account.
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4-5 Numerical integration 29

Besides the symmetrical property of the Sigmoid function, it also has great continuity features.
See Figure 4-5 for a segment’s acceleration profile corresponding with the reference velocity as
in Equation (4-35). As can be noted from this figure, it starts and ends with an acceleration
of zero. This leads to a continuous interconnection between segments in terms of acceleration.
In other words, C? continuity has been achieved using the Sigmoid function as a reference
velocity profile.

Unax™

I
to tF

Figure 4-5: Acceleration profile corresponding with the Sigmoid function velocity profile.

However, using a Sigmoid function as a reference velocity profile is not ideal. While continuity
of acceleration is achieved, starting and ending every segment with an acceleration of zero is
not the most efficient way of speeding up or slowing down. Furthermore, as is seen in Figure
4-5, large acceleration peaks are obtained each segment using this reference velocity profile.
According to [35], depending on the weight-to-power ratio, the maximum acceleration for
truck-trailer vehicles varies between approximately 0.3 and 0.7 [m/ 52] when driving around
30 [km/h]. In order to stay below these bounds, the velocity difference cannot be too large for
each segment. In this research it is assumed that the desired velocity on each via-point is given
by the manoeuvre planner, so this planning module should take the maximum accelerations
into account when deciding the velocity for the next via-point. In this thesis’ simulations
the velocity differences are manually set to be small enough to stay below the maximum
accelerations given by [35]. Future studies could look into methods of deriving a velocity
profile without it necessarily being symmetric. This could perhaps be done by estimating the
time it takes to traverse this segment’s path.

4-5 Numerical integration

With the reference velocity profile defined, the differential equation shown in Equation (4-32)
can be solved. Before doing so, the differential equation must be tested on the existence and
uniqueness of the solution. This is done by the Picard-Lindel6f theorem in [36].

The following theorem proves the existence of a solution. Suppose that f(u,t) is a continuous
function in the region

R=(u,t):|lu—wug| <a,lt—ty| <b, (a,b>D0). (4-37)

Since f is continuous in a closed and bounded domain, it is necessarily bounded in R, i.e.
there exists K > 0 such that f(u,t) < K V(u,t) € R. Therefore the differential equation has
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at least one solution u = u(t) defined in the interval |t — to| < 8 where
. (a
S = min {?, b}. (4-38)
Showing the full expression of f(u,t) gives the following equation:

Uref(t)
(a1 + 2azu + 3azu?)? + (b + 2bau + 3bzu?)?

at) =

— f(u,t) (4-39)

u=u(t)

A discontinuity could occur if the reference velocity is discontinuous. However, this velocity
profile is defined such that it is C2. Another discontinuity could occur if the denominator in
Equation (4-39) would become zero. The only possibility of this happening is at the start of
the segment with v = 0 and ¢ = 0. Evaluating the differential function at this initial point
gives Equation (4-40).

Vret(0)

In Section 4-2 the condition y/a? + b = 1 was set in order to find an unique solution for spline
coefficients a; and b;. This causes the denominator in Equation (4-40) to never become equal
to zero. Therefore, f(u,t) is continuous over the domain uw =[0, 1] and ¢ =[to, tr|, and at least
one solution exists.

a(0) = (4-40)

The second theorem proves the uniqueness of a solution. Suppose that f and Jf/Ju are
continuous functions in R (defined in Equation (4-37)). Hence, both f and 0f/0u are bounded
in R, i.e.,

of

() [f(u,t)] < K and (b) =

<L Y(ut)€R. (4-41)

Then differential equation f(u,t) has at most one solution v = u(t) defined in the interval
|t —to| < B where

8 =min{.b}. (4-42)

Condition (a) is shown to be true at the existence theorem. Performing the partial derivative
described in condition (b) gives the following equation:

ﬂ(u t) _ 2((2a2+6asu) (a1 +2a2+3azu?)+(2ba+6bzu) (b1 +2bou+3bzu?))ver(t)
,t) =

du 2((a1+2a2u+3a3u2)24(by +-2b2u+3bzu?2)2)3/2 u:u(t). (4-43)

Once again, the reference velocity is continuous over the domain. The only other discontinuity
could occur at the start of the segment. Evaluating Equation (4-43) at uw = 0 and ¢ = 0 gives
the following equation:

of

%(070) - -

4((11(12 + blbz)vref([))
2(af +b7)3/2

(4-44)

The condition y/a? + b? = 1 causes Equation (4-44) to be bounded, thus realizing Equation
(4-43) to be continuous over the domain v =[0, 1] and t =[to, tr|. Both conditions in Equation
(4-41) are true, so uniqueness of a solution is proven.
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Since equation (4-39) is non-linear, it is difficult to find a closed-form analytical solution for
it. Thus, a numerical method should be done to perform the integration (t). This is done
by the Classical Runge-Kutta (RK4) method as is described in [37,38]. Define the differential
equation that is to be solved by

The initial condition states that u = 0 at the start of each segment. The RK4 method defines

an approximation of the next value of parameter u and time ¢ as in Equations (4-46) and
(4-47).

h
Upt1 = Up + E(kl + 2k + 2k3 + ky) (4-46)
tni1 =tn + h, (4-47)

for n =0,1,2,3... Here, h denotes the step-size, and ki ... k4 are four slopes defined by

k1 = f(unatn)
k h
ko = f(un + h?ﬂtn +3)
k h
ks = f(un + B st + 3)

ky = f(upn + hks, t, + h).

Performing this numerical integration until final time ¢t has been reached gives an accurate
solution of u(t). Notice, tp has already been computed as is described in Section 4-4. Using
the RK4 method, the local truncation error is on the order O(h%), while the total accumulated
error is O(h*). By reducing step-size h the accuracy of the integration can be increased, but
at the cost of computational effort.

4-6 Discussion

This chapter showed the procedure of generating a trajectory by using cubic splines. Spline
coefficients are chosen such that continuity in position, tangent direction and yaw rate is
achieved between segments. This way the reference lateral movement of the vehicle is con-
tinuous. Furthermore, an unique method of parametrization is applied such that a custom
constructed reference velocity profile is defined along the trajectory. This profile is chosen
such that continuity in longitudinal velocity and acceleration is achieved. This complete
procedure of trajectory generation is computationally efficient, since only one trajectory is
computed instead of generating multiple trajectories for each segment and discarding most of
them. Furthermore, it is online because only the vehicle’s current configuration and the next
via-point’s desired position and velocity are used.

In order to assess this method’s performance, a set of simulations was performed. Figure 4-6
shows the generated trajectory for a lane change manoeuvre using the cubic splines method.
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Reference position on x-y plane
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Figure 4-6: Reference trajectory using the cubic splines method.
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Figure 4-7: Reference tangent angle (above) and yaw rate (below) using cubic splines method.

Figure 4-7 shows the reference tangent angle and yaw rate for this same trajectory. Recall that
both of these functions should be continuous according to the procedure described in Section
4-2. Figure 4-7, however, seems to suggest that the reference yaw rate (or angular velocity)
is discontinuous. This is not the case, as Figure 4-8 clearly shows that at an interconnection
between two segments the yaw rate is indeed continuous. However, it seems that the reference
yaw rate becomes very large at the start of each segment. At one segment it even reaches
an angular velocity of approximately 1.5 [rad/s|, which is equal to an lateral acceleration of
approximately 14 [m/s?] when driving 30 [km/h]. This is unacceptably large, and should be
reduced. Although the trajectory generator described in this chapter fulfils all the design
requirements described in Chapter 1, some of the trajectories it generates cannot be followed
in practice by a standard vehicle. Such trajectories require a large sudden movement in the
lateral direction, and thus requiring high yaw rate peaks. The next chapter shows a possible
solution to reducing these peaks, while still utilizing a parametric method.
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Figure 4-8: Close look at the reference yaw rate.
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Chapter 5

Quintic splines

The problem of having high yaw rate peaks in the reference trajectory cannot be solved directly
by using only cubic splines, since all spline coefficients are fixed in order to keep continuity
in position, tangent angle, and yaw rate. However, if higher order splines are chosen, some
coefficients become available for tuning. Choosing quintic splines yields a trajectory p(t) =
[Zret (), Yret(t)]T defined as followed:

5

Tret(t) = ap + a1u + asu?® + agu® + asu (5-1)

u=u(t)

Yret(t) = Do + bru + bou? + bgu® + b5u5‘ (5-2)

u=u(t)
Notice that it would also be possible to choose fourth order splines to get additional coefficients
for tuning. However, that would result in an even number for the highest order of u, which will
completely change the behaviour of the trajectory. This is caused by the symmetric property
of polynomials with an even order, as is described in [39]. To visualize why this would be a
problem, consider interpolating via-points using parabolas; trying to keep the tangent angle
continuous between segments will lead to an oscillating trajectory. This problem is avoided
by using an odd number for the highest order, such as quintic splines.

Furthermore, it could be noticed that in Equations (5-1) and (5-2) coefficients a4 and by have
been left out, and only a5 and b5 have been added. The reason behind this is the fact that only
one extra condition is demanded: minimization of peak yaw rate, thus only one coefficient
needs to be added per direction (z and y).

5-1 Spline coefficients

As before, the spline coefficients must be found first. Coeflicients ag...a2 and by...by are
obtained using the same procedure as in Chapter 4; boundary conditions for position, tangent
direction, and yaw rate. The next subsections will describe how the rest of the coefficients
are obtained.
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5-1-1 Coefficients a3 and b3

A slight change of method is required to obtain coefficients as and b3. However, the same
boundary condition is utilized. This is done by using this segment’s desired final position.
For segment k, the final position at u = 1 for quintic splines is defined by Equations (5-3)
and (5-4).

rp(1) = aok + a1k +agk +ask + asg (5-3)
ye(1) = bok +bik+bok+bsk+bsk (5-4)

Using the information that this segment’s spline should end at the desired final coordinates
(Zk finals Yk, final), the following two equations can be formulated.

agr + a1 +asy +asyg+asy = Tgfinal (5-5)
bo + b1k +bog + b3k +b5k = Yk final (5-6)

Whereas with cubic splines only coefficients a3 j, and b3 ; were unknown, now also coefficients
as 1, and bs ;, are unknown. So for now, no explicit solution can be found for a3 and b3. What
can be done is expressing a3y and b3y as functions of a5y and b5 respectively.

agk = Tkfinal — Aok — A1k — A2k — A5k (5-7)
b3k =  Yk.final — bok — b1k — bo i — bs 5-8)
So if solutions are found for asj, and b5, Equations (5-7) and (5-8) can be used to find a3

and b3 .

5-1-2 Coefficients a5 and b5
The problem of the cubic splines method was that it caused high yaw rate peaks. The next

subsections describe how the tunable coefficients a5 and b5 can be found such that these yaw
rate peaks can be reduced.

The objective function

The full expression of the yaw rate function ¢(t) using quintic splines is shown in Equation

(5-9).

ZZJ(t) _ (a1+2azu+3azu’+-5asut)(2b2+6b3u-+20b5u3)iu—(by +2baut-3bgu? +5bsut) (2a2+6azu+20asu )

(a1+2a2u+3azu?+5a5ut)2+ (b1 +2bau+3bgu+5b5ut)? ‘u:u(t) (5_9)

Substituting az and b3 in this function by Equations (5-7) and (5-8), the only free parameters
become a5 and bs. The two free coefficients a5 and bscan be found by solving the minimization
problem stated in Equation (5-10).

min ‘¢(t)’ (5-10)

as,bs 0o

Solving this equation would result in minimal yaw rate peaks for each segment. Instead of
minimizing, one could also choose to define an upper bound such that the yaw rate would
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never exceed a certain limit. However, it is difficult to define proper bounds. There are many
factors that influence it, such as the vehicle weight or velocity. Furthermore, why would one
define upper bounds when it is possible to make the yaw rate minimal. The goal of this thesis
is to generate a reference trajectory that is continuous to realize comfort. A vehicle passenger
would feel more comfortable with minimal lateral accelerations, thus minimal yaw rates. If
the goal was to obtain optimal cornering manoeuvres for racing scenarios, then minimal yaw
rates would not be desired, and upper bounds would be preferred.

The problem with the optimization defined in Equation (5-10) is the fact that the domain
[to, tr] is not fully known. In Section 4-4 it is explained that ¢ can be found using the average
velocity for the segment. But in order to do so, all coefficients must be known, and in this
case as and by are still unknown. Therefore, this segment’s final time ¢z is unknown.

A possible solution to this problem could be done by separating the yaw rate function into
two functions, as is shown in Equation (5-11).

1/1(?5) = f(u) - vret(t) (5-11)

Here, function f(u) contains all parts of ¢)(t) that can be expressed as a function of parameter
u, and vpef(t) is the only term that is a function of time. Using this separation, according
to [41] a submultiplicative property can be applied to the norm, which is shown in Equation
(5-12).

0] < £l - orer(®)] (5-12)

This gives the opportunity to define a new minimization function, such as in Equation (5-13).

min | f(u)] (5-13)

as,bs

Whereas with Equation (5-10) the segment’s final time ¢p was unknown, the final value of
parameter v in Equation (5-13) is simply equal to 1. Therefore the minimization shown in
Equation (5-13) can be performed.

It may seem that minimizing |f(u)|

is not the same as minimizing ’w(t) , which is true.
(o]

oo
The only term that has been left out of the minimization function is |vie(t)|eo. However,
the value of this term is easily obtained, since it is equal to vy in case of a decelerating
manoeuvre, and vp in case of an accelerating manoeuvre (see Figure 4-4). Therefore, the
difference between minimizing Equations (5-13) and (5-10) is this maximum velocity of a
segment, which is known beforehand. However, a slightly suboptimal solution may be found
by minimizing Equation (5-13), because it is a search of the upper bound of the yaw rate’s
magnitude, caused by the submultiplicative property described in Equation (5-12).

The optimization process

As an example, the function f(u) at segment k for a fixed value of a5 and a varying value of
bs (indicated by a darker curve with increasing value of b5) is shown in Figure 5-1. It must be
noted that coefficients a5 and bs have been varied on the interval [-1, 1]. Evaluating values
outside this interval does not yield lower peak values for the reference yaw rate, while only
increasing the computation time.
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Searching for the lowest peak is a simple task. The first step consists of evaluating the absolute
maximum value of f(u) for different values of b5 on the interval [-1, 1]. The next step is to find
the value of coefficient b5 for which the peak of f(u) is the minimal. The solution is plotted
as a red curve in Figure 5-1. Repeating the above process for other values of a5 within the

interval [-1, 1] gives the optimal solution of the two free variables for which the peak of f(u)
is the lowest.

0.1

Function f(u)
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o
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Figure 5-1: Function f(u), for increasing values of b5 and a fixed value of a5. Curve with lowest
peak indicated by the red line.

The results of this optimization is shown in Figures 5-2 and 5-3, which depict the reference
trajectory and its corresponding tangent angle and yaw rate profile respectively. Whereas
with cubic splines the reference yaw rate reached values up to 1.5 [rad/s|, the maximum
yaw rate in this case reaches 0.5 [rad/s| at most. This translates to a lateral acceleration of
approximately 4 [m/s?] when driving 30 [km/h]. The reduction of the yaw rate peaks comes
at a cost, however. As is shown in Figure 5-2, the reference position profile oscillates. The
next section describes the cause of this oscillation, and a possible method of reducing it.

Reference position on x-y plane

0 10 20 30 40 50 60 70 80
x[m]

Figure 5-2: Reference trajectory using quintic splines method with yaw rate peak minimization.
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Figure 5-3: Reference tangent angle (above) and yaw rate (below) using quintic splines method
with yaw rate peak minimization.

5-2 Reducing oscillations

It seems that minimizing the reference yaw rate peaks causes oscillations in the generated
trajectory. This effect can be explained using Figure 5-1. Here, the curve with the minimal
yaw rate peak for one segment is displayed in red. Notice that the final value of function f at
u = 1 is not equal to zero, and thus the final reference yaw rate per segment is not zero. Since
continuity of yaw rate is preserved, the next segment will start at this non-zero reference yaw
rate. This occurrence keeps repeating and results in a non-stabilizing solution of the reference
yaw rate for each segment, and thus causing an oscillating reference trajectory.

A possible solution to this problem is to define a trade-off between minimal reference yaw rate
peaks and reducing the oscillations. Searching for the set of values for as and bs for which
the oscillations are minimized is done by solving Equation (5-14).

li = -14

lim f(u) =0 (5-14)
In other words, a set of values for as and b5 is searched such that this segment’s final yaw
rate is equal to zero. Figure 5-4 shows function f(u) for a fixed value of as, and b5 varied on
the interval [-1, 1], indicated by the increasingly darker curve. The solution for which value
of b5 the final value is closest to zero is indicated in Figure 5-4 as a blue curve.

Repeating this process with coefficient a5 varied on the same interval, an optimal solution is
found for the two free coefficients.
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Figure 5-4: Function f(u), with varying values of bs. Curve with final value equal to zero
indicated by the blue line.

The challenge is to define a proper trade-off between minimizing reference yaw rate peaks and
reducing oscillations. A possible solution could be applied by introducing a linear trade-off
between the two factors. For example, consider [as, b5]§ea
which the peak of f(u) is minimal, and [a5, bs]Z | the set of solutions for which the final value

of f(u) is minimal, then the trade-off solution could be found by:

as . . as
[th de-off “e) [bJ K e
rade-o: pea

with « the trade-off value between zero and one. Choosing o = 0 results in fully minimized
reference yaw rate peaks, with a high chance of having an oscillating reference trajectory.
Choosing « = 1 results in minimal oscillations of the reference trajectory, but relatively high
reference yaw rate peaks. The choice of parameter o depends on the scenario. For instance,
having a fully loaded truck demands low lateral accelerations, or else the truck could roll over,
so a small value of @ must be chosen.

. the optimal set of solutions for

“5] (5-15)
bs
final

As an example, Figures 5-5 and 5-6 show the reference trajectory profile and the corresponding
tangent angle and yaw rate profile respectively using a equal to 0.4. It could be noted that
the oscillations have been significantly reduced with respect to Figure 5-2, while the reference
yaw rate peaks are reasonably low. In this case, the reference yaw rate reaches approximately
0.8 [rad/s] at most. Compared to the 1.5 [rad/s| yaw rate reached with cubic splines, this
method has reduced the peaks drastically. Furthermore, compared to the method that purely
reduces the yaw rate peaks (shown in Figures 5-2 and 5-3), the maximum yaw rate has only
slightly increased from 0.5 to 0.8 [rad/s].
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Figure 5-5: Reference trajectory using quintic splines method with linear trade-off between
minimizing yaw rate peaks and oscillation.
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Figure 5-6: Reference tangent angle (above) and yaw rate (below) using quintic splines method
with linear trade-off between minimizing yaw rate peaks and oscillation.
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Chapter 6

Trajectory tracking

This chapter presents a initial exploration of how well the trajectories generated using the
methods described in Chapters 4 and 5 can be tracked by a vehicle. Although those chapters
showed preliminary results that illustrate the continuity of the reference trajectories in po-
sition, tangent direction and yaw rate (thus allowing them to be followed by a vehicle with
continuous lateral motion), the generators were not tested in closed loop with the vehicle
dynamics. Such test are presented here. To this end, a trajectory tracker was implemented
which generates control inputs for the vehicle. The latter is modelled using the kinematic
model explained in Chapter 2. The trajectory tracker works in closed loop so to minimize the
tracking error. Several simulation parameters are varied to compared different manoeuvres,
so to analyse results with different lane-change times or inter via-points distances.

6-1 Global to local coordinate frame

The first step is to transform the reference coordinates x et and y,ef from the earth-fixed coor-
dinate system (z,y) to the vehicle local coordinate system (lateral and longitudinal position
from the vehicle’s point of view). Figure 6-1 shows an illustration with the vehicle’s current
state s, 2[Ty,Yv,1]”, and the desired reference state spef = [Tref,Yref,Uret]. - These are the
coordinates on the earth-fixed coordinate system (z,y) and the tangent angle measured from

the z-axis. The error in the earth-fixed coordinate system is denoted as [es,ey,6]7 and can
by:
Cx Lref — Lo
Cy| = | Yref — Yo | - (6-1)
€y Yref — Yy

With the global error defined as in Equation (6-1), the local error can be determined. This
local error is also shown in Figure 6-2. Here it can be noticed that in this coordinate frame
the longitudinal axis is in the direction of the vehicle heading angle, and the lateral axis
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perpendicular to this direction. Therefore, the local errors can be calculated using Equation
(6-2).

[em ] = R(in) H (6-2)

€long y

Here, R(¢,) denotes the rotation matrix that performs the rotation from global to local
coordinates, and is described by Equation (6-3).

| —sin(¢y) cos(vy)
) = [coswv) sinwv)] ()

Obviously, the error in tangent direction (e, ) does not change when mapping from the global
to local coordinate system.

y A elp
yref - wr—ef— -
(xrefJ yref)
€y
y Y,
I @)
ex
— N
Xy Xref x

Figure 6-1: Vehicle's current and reference state on the earth-fixed coordinate system, with the
global error denoted as (e, ey, €y).

Lat

Figure 6-2: Vehicle's current and reference state on its local coordinate system (lateral and
longitudinal), with the local error denoted as (ejat, €iong)-
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6-2 Control input

With the local error defined as in Equation (6-2), a control input can be generated. Since
the trajectory generator is parametrized by time, the controller should be able to generate a
tracking input that is also parametrized by time. This is important, because otherwise the
designed reference velocity profile will not be followed.

It must be noted that the main focus of this research is on the generation of the trajectory,
and not on its tracking. Therefore an existing controller will be used for simulation purposes.
Even though it is possible to design a custom trajectory tracker, there are many studies that
have done this before. Many controllers can be found that satisfy desired specifications. As
an example, in [42] a tracking controller is designed for unicycle mobile robots. This controller
guarantees global asymptotic stability of the tracking errors while being able to track a velocity
profile. Furthermore, the tuning parameters require only some initial tuning and the control
law is computationally cheap. In [42] it is discussed that the proposed controller offers several
advantages compared to those in the literature, such as better suppression of tracking errors
due to more freedom in controller tuning. The controller designed in [42] will therefore be
used for simulation purposes in this research.

6-2-1 Control laws
The control laws proposed in [42] are defined as followed:
V(1) = vres(t) cos(eqy (t)) + 7, tanh(kzeiong (1)) (6-4)

W () = Drer(t) + k‘yvref(t)SinC(ew(t))elat(t)\/

Cc
1+ c(€l2at + 6120ng)

+ ry tanh(kyey(t)),  (6-5)

with v*(¢) the control law for the longitudinal component of the tyre velocity, and w*(¢) the
control law for the rotational velocity. Furthermore, v,e(t) is the reference forward velocity, as
is defined in Section 4-4, and vef(t) the reference angular velocity (also known as yaw rate).
Since the trajectory generator uses a parametric method, the function shown in Equation
(5-9) can be used to determine the reference yaw rate at each time step. Furthermore, c,
ke, ky, ky, 1z, 7y € Ry are design parameters than can be tuned in order to reach desired
tracking performance. These parameters have been set as constants during simulations in
this research, and lead to bounded and uniformly continuous control functions according
to [42]. In [42] a method is described to define the design parameters as time-variant to
further increase the performance of the resulting controller. This way bounds can be set
on the maximum reference longitudinal and rotational velocity. However, since only small
errors are expected in the simulation results with relatively simple manoeuvres, setting the
parameters as constant should give adequate control performance results.

6-2-2 High level control

With the control laws defined as in Equations (6-4) and (6-5), a reference input can be
generated. As is described in Section 2-2, the two inputs to the kinematic truck-trailer model
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are steering input di, and velocity input vi,. Define two trigonometric relationships shown in
Equations (6-6) and (6-7) as is described in [43].

v (t) =
dow* (¢)

(t) cos(0) (6-6)
(t) sin(9), (6-7)
with v*(¢) the longitudinal component of the tyre velocity v(t), and dyw*(t) the lateral com-

ponent. These two trigonometric relationships can be used to determine the high level control
of the two vehicle inputs. Combining these two equations gives the control input signal:

v
v

din(t) = arctan(dowi). (6-8)
Here, dj is the distance from the Centre of Gravity (CoG) of the truck to the front axle, as can
be seen in Figure 2-2. Notice that this input signal is based on w*(t) and v*(¢). So in order to
achieve a continuous steering control input (which is one of the goals in this research), these
two functions should also be continuous. From Equations (6-6) and (6-7) it can be noticed
that the two equations are a function of vyef(t) and tree(t). Now it becomes clear why the
reference velocity profile has been designed such that it is C? (see Section 4-4) and the spline
coefficients have been chosen such that the trajectory has a continuous reference yaw rate
(see Sections 4-2 and 5-1).

Since the tyre velocity v(t) is described by the longitudinal component v*(¢) and the lateral
component dow*(t), the control input for the velocity can be derived by:

vn(t) = /0" (6)2 + (dowr (1)) (6-9)

Thus two vehicle inputs that are derived such that tracking error is minimized and the signals
are bounded while being computationally efficient. This gives the opportunity to perform
closed-loop simulations to analyse how the kinematic truck-trailer vehicle tracks a generated
trajectory.

6-3 Vehicle simulations

The trajectory generators are analysed briefly in Chapters 4 and 5 using Single Lane Change
(SLC) manoeuvres. This same manoeuvre will be used to investigate how well the trajectory is
tracked using the kinematic vehicle model described in Chapter 2 and the controller proposed
in [42]. This section contains trajectory tracking simulations of the lane change with different
manoeuvres. It is of interest to analyse results with different lane-change times or inter via-
points distance, because it is yet unknown what these should ideally be. In the literature the
SLC manoeuvre is only described as a sinusoid steering input, but not what the geometric
shape of the trajectory or inter via-point distance should be. Besides, it is interesting how the
spline-based methods for trajectory generation described in Chapters 4 and 5 perform under
different circumstances. The generation is fast, so reducing the distance between via-points
should not cause a problem because of computation time. But this may perhaps cause high
reference yaw rates.

See Figure 6-3 for the diagram of the SLC manoeuvre along with its parameters.
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Ly L, Ly

Ltotal

Figure 6-3: The single lane change manoeuvre along with its parameters.

Here the path associated with the SLC is shown as a dotted blue curve. Parameter W is
the lateral translation of the lane change, and Liota; the total length in which the manoeuvre
must be executed. Simulations start by driving forward in the z-direction for a length of L.
Lo is the distance in which the lateral movement is performed. The manoeuvre ends with
driving forwards again for a distance equal to L3. The parameters W and Liota are equal to
3.5 [m] and 80 [m] respectively in the simulations. These are kept constant, while parameters
L; to Ls are varied in order to test the performance of the trajectory generator (and tracker)
under different circumstances. For instance, increasing Lo while reducing Li and L3 gives
more room for the lane change, but less time to stabilize the vehicle motion at the end of the
manoeuvre.

Each simulation tests how well the trajectory can be tracked using spline-based trajectory
generation. One of the performance criteria is the Root Mean Square Error (RMSE) between
the vehicle state (position, heading angle and velocity) and the reference state. The RMSE
computes the average error between two states, and is done by Equation (6-10).

n _ 2 —
RMSE, — V2o k—o(sv(to + kAL) — spet(to + kAL)) with Af — tr — to
n n

(6-10)

Here s, is the vehicle state and s, the reference state. Furthermore, it is also of interest
to see the largest error measured for each vehicle state such that sudden peaks in error can
be observed. Additionally, comparing the generated vehicle inputs (di,(t) and vi,(t)) of the
simulation runs gives insight on the continuity of these signals. It is also of interest to analyse
how cubic splines perform. In Chapter 4 it was found that the reference trajectory using cubic
splines had high yaw rate peaks. Analysis can be performed whether these yaw rate peaks
cause problems when tracking the trajectory. Specifically for truck-trailer vehicles it is also
interesting to analyse the trailer trajectory for each of the mentioned simulations. While this
section contains the results of all simulation, an extensive discussion is provided in Section
6-4. A summary of all simulation parameters and results is shown in Table 6-1.

6-3-1 Baseline simulation

The first simulation run is the SLC manoeuvre using quintic splines as is shown in Figure
5-5. Here, L1 = 21 [m], Ly = 37 [m] and L3 = 22 [m]. The linear distance between via-
points is approximately 7 [m]. Obviously, the segment length is not equal to this distance,
but is based on the reference trajectory. This reference trajectory has a maximum yaw rate
of approximately 0.7 [rad/s] using a trade-off value of @ = 0.4 (see Equation (5-15)). The
reference velocity varies between 30 and 31.5 [km/h] along the manoeuvre, with each segment
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containing an acceleration below 0.3 [m/s?] such that the reference velocity profile can be
followed by a truck-trailer vehicle according to [35].

The controller parameters have been tuned manually until satisfactory results are achieved.
Of course, better results can be obtained if more time is spent on the tuning of the controllers,
or perhaps a method is found and applied to finding the most optimal parameters.

Figure 6-4 shows the vehicle input signals used to track the trajectory. Appendix B-1, Figure
B-1 shows the position tracking performance and B-2 shows the velocity tracking performance.
The tracking performance in terms of RMSE and maximum error is shown in Table 6-1
together with all the information of the simulation, such as controller parameters and road
information.

Velocity Input
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0.5 T T T T T T T T T

Angle [rad]
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Figure 6-4: Vehicle input signals in the baseline simulation.

6-3-2 Varying via-point distance simulations

In the baseline simulation the via-points are at a distance of approximately 7 [m] from each
other. This has been chosen such that it takes roughly 1 second to traverse each segment.
The reason behind this is that a new trajectory must be generated every 1 second, so it is not
computationally heavy. Furthermore, the via-points should still be close enough to each other
such that a manoeuvre is well defined to apply short-term trajectory generation. However, no
literature has been found on how long each segment should be for trajectory generation for
vehicles, so this 1 second rule of thumb cannot be backed up by other studies. Therefore it is
of interest to analyse the flexibility of the trajectory generator and tracker when via-points
are closer to or farther apart from each other.

As a result, two additional simulations using quintic splines have been run: with a inter via-
point distance of approximately 5 [m] and 10 [m]. It seems that the controller parameters did
not require retuning in order to achieve better results, so these are the same as in the baseline
simulation. Furthermore, parameters L to L3 are also the same as before. For the simulation
with a segment length of 10 [m], trade-off value o = 0.6 is chosen such that oscillations are
relatively small. This results in a reference trajectory with a maximum yaw rate of 1 [rad/s].
The simulation with segment length of 5 [m] used @ = 0.4, which leads to a maximum yaw
rate of approximately 0.3 [rad/s].
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Running the close-loop simulations leads to input signals shown in Figures 6-5 and 6-6. The
tracking performance is shown in Figures B-3 to B-6.

Velocity Input
=32F T T T T T T T T ™
£
=, L _
=31 \
[&] '_"\___'
TOJ 30 —
= I I I I I I I I I
0 1 2 3 4 5 G 7 8 9
Time [g]
Steering Input
0.5 T T T T T T T T T
=
&
E 0 MI_W
o
c
<L
05 | | | | | | | | |
] 1 2 3 4 5 5 7 8 9
Time [g]
Figure 6-5: Vehicle input signals in the simulation with closer via-points.
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Figure 6-6: Vehicle input signals in the simulation with farther apart via-points.

6-3-3 Longer lane change manoeuvre simulation

The baseline simulation described in Section 6-3-1 performs the lateral movement of the lane
change in 37 [m]. Some significant peaks in yaw rate are obtained in this manoeuvre. It is of
interest to analyse whether smaller peaks are obtained with a longer lane change manoeuvre.
In this case, what would happen if parameter Ly changes to approximately 50 [m]? Obviously,
the vehicle has more time to perform the lateral movement, but less space to stabilize at the
end of the manoeuvre (at L3).

The simulation with a larger value for Ly is conducted with once again the same controller
parameters as before. Quintic splines are used with trade-off value a = 0.5, leading to a
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stable reference trajectory with a maximum yaw rate equal to 0.5 [rad/s].

The results of the input signals is shown in Figure 6-7, and the tracking performance is shown
in Appendix B-4.
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Figure 6-7: Vehicle input signals in the simulation with a longer lane change manoeuvre.

6-3-4 Cubic splines simulation

Whereas previous simulations used quintic splines, it is also interesting to analyse a closed-
loop simulation using cubic splines. The reference trajectory has a maximum yaw rate of 1.7
[rad/s|, and simulations will show how this affects the tracking performance. Using the same
road parameters Ly to Lg and controller parameters as the baseline simulation described in
Subsection 6-3-1, Figure 6-8 is obtained as the control input signals.
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Figure 6-8: Vehicle input signals in the simulation using cubic splines trajectory generation.
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6-3-5 Trailer Trajectory

The controller is set up such that the truck is tracking the trajectory, and the trailer is
passively following the truck. Since no reference trajectory is defined for the trailer, the
average or maximum error cannot be calculated. However, the trailer trajectory for each
simulation can be compared to each other. Figure 6-9 shows the reference trajectory for
the truck as a dotted blue curve, and the trailer trajectory resulting from the simulations
described before.

Trailer Trajectory
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Figure 6-9: Trailer trajectory resulting from all simulations
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Table 6-1: Results of simulations tracking spline based trajectories. The five columns show the
variations in the performed simulations. The first row block shows the (manually) tuned controller
parameters. The second block shows the road information (see Figure 4-1 for clarification). The
third block shows important information about the generated trajectory. The last two row blocks
show the results regarding tracking performance.

Close Far Longer Cubic
Baseline via-points via-points manoeuvre splines
Controller
parameters
Ty 40 40 40 40 40
) 8 8 8 8 8
ky 45 45 45 45 45
y 1 1 1 1 1
ky, 10 10 10 10 10
c 0 0 0 0 0
Road
parameters
Ly [m] 21 21 21 14 21
Lo [m] 37 37 36 51 37
L3 [m)] 22 22 23 15 22
Segment length [m)] 7 5 10 7 7
Trajectory
data
Trade-off
value « 0.4 0.4 0.6 0.5 -
Maximum yaw
rate [rad/s| 0.7 0.3 1 0.5 1.7
RMSE
x [m] 0.0015 0.0012 0.0011 0.0008 0.0023
y [m] 0.032 0.022 0.018 0.012 0.016
v [m/s] 0.0041 0.0040 0.044 0.0042 0.058
¥ [rad] 0.0025 0.0020 0.0017 0.0013 0.025
Maximum
error
Lateral [m)] 0.050 0.037 0.036 0.022 0.0344
Longitudinal [m] 2.6 x10™* 1.0x107* 42x107* 9.6x107° 9.7x10~*
v [m/s] 0.018 0.018 0.042 0.0075 0.075
¥ [rad] 0.011 0.0074 0.013 0.0066 0.018
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6-4 Discussion

It is important to remark that the simulation results presented so far need to be interpreted
carefully, since the tracking errors in Table 6-1 can be the result of a number of causes. First
of all, the optimal control parameters are most probably not found. There are six parameters
that must be tuned, so it is inevitable to obtain errors due to suboptimal tuning; [42] does
not provide information regarding the ideal tuning process for their controller. It is only
mentioned that these parameters give enough freedom for better suppression of tracking
errors. Besides tuning, simulation errors might be obtained because of trade-off parameter
a. In the simulations, a value is chosen such that the trajectory is stabilized at the end
of the manoeuvre, when the trajectory is supposed to be in the horizontal direction. Some
manoeuvres need a higher trade-off value in order to stabilize, thus leading to higher yaw
rate peaks in the reference trajectory. This reference yaw rate profile might be hard to track
by the truck-trailer model, causing possible tracking errors. Finally, errors could be obtained
because the via-point locations are chosen manually. The sequence of these points represent a
lane change manoeuvre quite well. But a slight alteration in position of one of the via-points
could change the reference trajectory drastically. This could cause the yaw rate peaks to
become smaller, or the trajectory could stabilize faster at the end of the manoeuvre without
increasing trade-off value «.

However, analysing simulation results can still give insight on the degree of continuity of the
eventual trajectory. The most important simulation is the first one, because it shows how the
trajectory is tracked under baseline conditions. The intention of this research was to generate
a trajectory that will lead to a continuous longitudinal and lateral movement of the truck-
trailer vehicle when tracked. The reference velocity profile was defined such that both the
velocity and the acceleration are continuous. Furthermore, the spline coefficients are defined
using boundary conditions in order to obtain continuous reference tangent direction and yaw
rate between segments. Since the high-level control inputs are a function of the trajectory’s
reference velocity and yaw rate profile, continuous input signals are expected. Figure 6-4
shows that both inputs are indeed continuous. The velocity input signal is still shaped as
smooth steps, and the steering input has peaks of 0.3 [rad/s| (approximately 17°), but is
still continuous. The trajectory is tracked well according to Table 6-1, with an overall small
RMSE and maximum error. This means that even without an ideal controller, the trajectory
is easily tracked by the kinematic truck-trailer model.

Furthermore, it was also of interest to compare simulation results to each other to analyse
the effects of slightly different manoeuvres. First of all, defining via-points to be closer to
each other (segment linear length of approximately 5 [m]) resulted in peaks of the steering
input signal equal to a maximum of 0.2 [rad]. This means that the lateral comfort is higher.
Moreover, the RMSE is smaller overall, so a trajectory with shorter segments can be tracked
with less error. If the via-points are defined to be farther apart from each other, in this case
10 [m], the maximum errors become larger. Furthermore, this change causes the trajectory
generator to have problems stabilizing at the end of the manoeuvre, as can be seen in Figure
B-5. Even with a relatively high trade-off value, full stabilization cannot be achieved, while
still obtaining high reference yaw rate peaks of 1 [rad/s|. Eventually, the simulation with the
longer lane change manoeuvre resulted in a steering input with smaller peaks, as is seen in
Figure 6-7. This is expected, because more time is given to perform the lateral movement.
However, this is at the cost of less stabilization time at the end of the manoeuvre.
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Additionally, it is interesting to analyse results using cubic splines compared to the baseline
simulation using quintic splines. It can be immediately noticed that using a trajectory gen-
erated by cubic splines causes peaks in velocity control input (Figure 6-8). Also, the steering
input angle is quite high, reaching values up to 0.6 [rad]. This is most probably caused by
the high yaw rate peaks obtained in the reference trajectory. Furthermore, both the RMSE
and maximum error is higher using cubic splines. All these results show that the trajectory
generated by quintic splines result in better performance compared to cubic splines.

It must be noted that tiny peaks in the velocity input are obtained, even with quintic splines.
These can be seen most clearly in Figure 6-6 at approximately ¢ = 6.6 [s]. While at first it was
thought that this is caused by improper tuning of the controller, it turns out to be otherwise.
Looking at Equation (6-9), the velocity input is, among others, a function of d;,(¢), which
itself is a function of w*(t). Equation (6-5) shows that w*(t) is dependent on the reference yaw
rate T,Z.)ref(t). Since spline-based trajectory generation cause some peaks in the reference yaw
rate at the start of each segment, eventually peaks are obtained in the vehicle input signal.
A kinematic vehicle model is used in this research, so it has no problem tracking an input
signal with sudden peaks in velocity. However, it would be an issue if a dynamic model was
used, with aspects such as load transfer and wheel slip. So in the end, using the controller
proposed by [42], high reference yaw rate peaks do not only cause high steering input signals,
but also peaks in the velocity input.

All simulations seem to have sudden changing trailer trajectories at the point where two
segments join. This sudden change appears to be larger when the reference yaw rate is
large. For instance, in Figure 6-9, the light-blue curve showing the trailer trajectory using
cubic splines suddenly changes at approximately = 17 [m]. This is the exact moment the
reference yaw rate reaches its maximum value of 1.7 [rad/s]. The yellow curve showing the
trailer trajectory using smaller inter via-point distance has less sudden changing trajectories,
probably caused by the fact that the reference yaw rate peaks are smaller. The trailer seems
to be swaying at a maximum distance of 0.5 [m] measured from the reference trajectory. This
effect is reduced using quintic splines with closer via-points.

To conclude this discussion:

e The spline-based approaches result in continuous control inputs, thus leading to a con-
tinuous motion of the truck.

e Defining smaller inter via-point distance reduces error peaks, at the cost of less compu-
tation time.

e The simulation with the longer lane change manoeuvre has both lower average and peak
errors, but has troubles stabilizing the vehicle at the end of the manoeuvre.

e Reference yaw rate peaks cause peaks in both the velocity and steering control inputs.
This also leads to sudden changing trailer trajectories.
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Chapter 7

Conclusions and future work proposals

This chapter summarizes the work presented in this thesis, provides the main conclusions and
ends with a list of future research directions.

7-1 Thesis summary

At first an overview was given for planning in general. Soon it became clear that path planners
only satisfy the condition of creating a collision free track. The added benefits of trajectory
generators would be the fact that path continuity of higher orders can be achieved. Since
generators are parametrized by time as well as velocity or acceleration, a custom speed profile
can be defined along the trajectory such that continuity in longitudinal direction can be
achieved. Furthermore, properly designing the trajectory generator could realize continuity
in lateral direction. These two advantages increase passenger comfort levels while enhancing
engine performance. Moreover, using a parametric method for trajectory generation would
not only make it computationally efficient, but gives the opportunity to prove continuity
conditions. A search in literature was conducted, and it was found that cubic splines fit the
most accurate to these specifications.

Splines are piecewise polynomials that interpolate via-points. Using cubic splines, it was
found that boundary conditions had to be set up in order to reach the desired lateral con-
tinuity. Defining conditions on each segment’s initial and final position, its initial tangent
direction and yaw rate will lead to a smooth steering input to the vehicle. A unique method of
parametrization was applied to the splines such that a predefined velocity profile was defined
along the trajectory. It seems that this profile needed to be symmetrically shaped in order
to be able to estimate the final time for each segment. Computationally efficient numerical
integration (RK4) was performed in order to obtain the spline parameter as a function of time
such that a trajectory is defined. The generated trajectory was continuous in longitudinal
(forward velocity) and lateral (yaw rate) direction, but high yaw rate peaks were observed.
Some of these generated trajectories cannot be followed in practice by a vehicle.
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The yaw rate peaks have been reduced using quintic splines such that coefficients become
available for tuning, without disturbing the achieved continuity. It was noticed that the yaw
rate function cannot be minimized as it was a parametrised by time. Using the submultiplica-
tive property of norms, a new objective as a function of parameter u was defined. Searching
for the solution is fast and gives drastically lower yaw rate peaks, but at the cost of oscillations
in the reference trajectory. Eventually, a linear trade-off is defined such that a choice can be
made between minimizing yaw rate peaks and reducing oscillations.

The spline-based trajectory generators were analysed on its performance by simulating a
kinematic truck-trailer vehicle tracking the trajectory in closed-loop. Even though a kinematic
model does not fully represent a real-life vehicle, it does give the opportunity to investigate
the non-holonomic constraint of vehicles and the trailer behaviour. Using the control input
proposed by [42], continuous lateral and longitudinal movement is obtained in simulations,
with small tracking errors. However, it was noticed that yaw rate peaks have an effect
on the steering and velocity control inputs and cause sudden changing trailer trajectories.
Furthermore, results are highly dependent on via-point location. It all depends on where the
path planner decides to set via-points.

7-2 Conclusions

To conclude this thesis:

e The parametrization applied to the splines gives the opportunity to define a custom
velocity profile along the trajectory. The downside is that this profile must be symmet-
rically shaped for each segment.

e The generated trajectory is continuous in position, tangent direction, and yaw rate. It
seems that continuity is not enough to obtain a fully comfortable motion of the vehicle,
since the reference yaw rate could become high at the start of the segment. Optimization
is utilized with quintic splines to reduce the reference yaw rate.

e Closed-loop simulation were performed using a kinematic truck-trailer model. Such
model represents a real-life vehicle on low speeds with small cornering manoeuvres.
Therefore a SLC manoeuvre with a reference velocity of approximately 30 [km/h] is a
proper manoeuvre.

e Although the controller proposed in [42] is not ideal for a truck-trailer, closed-loop
simulations resulted in small tracking errors using spline-based trajectory generation.

e The goal was to design a trajectory generator that would lead to a continuous motion
of the truck-trailer model in both the longitudinal and lateral direction. This goal has
been achieved, but some peaks are observed in steering and velocity control inputs, and
sudden changing trailer trajectories. It seems that one of the causes are yaw rate peaks
in the reference trajectory.
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7-3 Future work proposals

While the method for trajectory generation proposed in this thesis gives solutions to multiple
problems, some issues must be looked at in future works. These proposals do not only improve
the method, but are advancements to eventually implementing the generator to real-life truck-
trailer vehicles.

e Analyse spline behaviour. What order of splines should be used? Would perhaps op-
timizing a 7th order spline (coefficients a7 and by) give different results. Also, which
coefficient should be used for the final position boundary condition (here a3 and b3),
and which one for the yaw rate peak minimization (here as and b5)? Investigate why
not the other way around.

o Improve velocity profile. Here a Sigmoid function is used to define a smooth step velocity
profile. However, this method is not the most efficient way of speeding up. In simulations
it takes approximately 2 seconds to increase the vehicle velocity from 30 to 31 [km/h].
The Sigmoid function has been used because of its symmetrical property. Future studies
could look into methods of defining an efficient velocity profile by avoiding it to be
symmetrical.

e Input information. It must be analysed how realistic the input information is. How
fast can the path planner decide the next via-point, because better simulation results
are found with shorter segments. Furthermore, can the desired velocity on the next
via-point be determined while keeping maximum vehicle accelerations in mind?

e FEaxtensive Trajectory Tracker and Dynamic Vehicle Model Design. Assess the proposed
trajectory generator using a trajectory tracker specifically designed for truck-trailer
models. Moreover, analyse vehicle response using a dynamic model with load transfer,
wheel slip and other systems included.

o Trailer trajectory analysis. The trailer movement can be analysed more in depth, such
as its angular velocity profile or its heading angle. There is no control on the trailer
swaying. Perhaps a separate trajectory could be generated for the trailer. It is also
possible to add an actively controlled hinge between truck and trailer.

Master of Science Thesis A. Al Jawahiri



58 Conclusions and future work proposals

A. Al Jawahiri Master of Science Thesis



Appendix A

Parametric and Geometric continuity

There are two different notions regarding smoothness to k* order. Firstly, parametric con-
tinuity is written as C*, and defines smoothness of both the curve and its parametrization.
In the case of trajectory generation, C' continuity represents continuous path and its time
derivative (velocity), C? adds continuous acceleration, and this goes on for higher values of k.

The second type of continuity is geometric continuity, and is denotes as GF. According
to [44] it is the relaxed form of parametric continuity independent of parametrizations, but
still sufficient for geometric smoothness of the curve. For illustration, consider two curve
segments. G' implies that the two curves share a common tangent direction at the joint
point. In addition, the two curves meet with G2 continuity if and only if they also share
a common curvature at the joint point. In the case of 7° and n?* splines (discussed in [29]
and [8] respectively), geometric continuity of third and fourth order respectively is achieved.
For G3, the trajectory has a continuous tangent vector, curvature and its derivative along the
arc length, and G* adds second order curvature derivative with respect to arc length.

In [23] it is stated that two segments meet with G™ continuity if and only if there exists a
parametrization such that these two segments meet with C™ continuity at the joint. In this
research Section 4-3 discusses the method of parametrization such that a velocity profile (here
at least C? continuous) is followed. Therefore two segments can meet with G2 continuity.
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Appendix B

Trajectory tracking simulation figures

B-1 Baseline simulation
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Figure B-1: Position tracking performance in the baseline simulation.
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Figure B-2: Velocity tracking performance in the baseline simulation.
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B-2 Closer via-points simulation

Position tracking
T T T

.
T

y position [m]
[
T

R T HE e RRRRCLLLCL Reference Path | o
Truck Path
1 I | I il | | | | | |
0 10 20 30 40 50 60 70 80 80
x position [m]
Figure B-3: Position tracking performance in the simulation with closer via-points.
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Figure B-4: Velocity tracking performance in the simulation with closer via-points.
B-3 Further via-points simulation
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Figure B-5: Position tracking performance in the simulation with farther apart via-points.
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Velocity tracking
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Figure B-6: Velocity tracking performance in the simulation with farther apart via-points.

B-4 Longer lane change manoeuvre simulation
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Figure B-7: Position tracking performance in the simulation with a longer lane change manoeu-
vre.
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Figure B-8: Velocity tracking performance in the simulation with a longer lane change manoeu-
vre.
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B-5 Cubic splines simulation
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Figure B-9: Position tracking performance in the simulation using cubic splines trajectory gen-
eration.
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Figure B-10: Velocity tracking performance in the simulation using cubic splines trajectory
generation.
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List of Acronyms

CoG Centre of Gravity
EU European Union
RK4 Classical Runge-Kutta

RMSE Root Mean Square Error

SLC Single Lane Change
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List of Symbols

e Trade-off value

1) Steering angle

73 Seventh order splines

nt Ninth order splines

O Order of accuracy

P Heading angle of the truck with respect to the x-axis
0 Heading angle of the trailer with respect to the z-axis
D Unit tangent to the trajectory

c Step location shifter for the Sigmoid function

do Distance from the truck’s centre of mass to its front axle
dq Distance from the truck’s centre of mass to its rear axle
do Distance from the truck’s rear axle to the trailer’s axle
e Tracking error

h Step size

n Polynomial degree

P Polynomial degree for splines

P’ Tangent to the trajectory

q Polynomial function

r Slope of the step for the Sigmoid function

U Spline parameter

v Velocity in the direction of the wheels

x Horizontal direction on the earth-fixed coordinate system
Y Vertical direction on the earth-fixed coordinate system
L Length parameter for the lane change manoeuvre

R Rotation matrix

S State

av Average

init Initial

k Segment

lat Lateral

long Longitudinal

ref Reference

a; Polynomial coefficients in z-direction

b; Polynomial coefficients in y-direction

cn Parametric continuity of n-th order

G" Geometric continuity of n-th order
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