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Abstract

A neutrino is am intriguing subatomic particle with a high abundance in the universe. Due
to its properties, it has a low interaction probability and can therefore travel from its source
to its destination without deflecting from its course, and without losing much energy. The
detection of neutrinos can help us understand various events happening in space and an-
swer fundamental questions about the universe. Although neutrinos are abundant, it is very
difficult to detect them as they do not often collide with matter. A solution is to create a
detection volume as large as possible. One possibility to detect neutrinos is acoustic detection
in the ocean.

The goal of the research described in this thesis is to design, optimize, manufacture and test
a hydrophone that can be used to detect ultra-high energy neutrinos, when implemented in
a large-scale telescope. The hydrophone used in this research is a transducer which converts
acoustic pressure to strain in an optical fiber. Different design methods were investigated
and the best design was manufactured and tested. The measurements were corroborated by
numerical simulations using finite element method.

To be implemented in a telescope for the detection of ultra-high energy neutrinos the trans-
ducer has to meet a number of design requirements. Driving requirements concern the sen-
sitivity and frequency range of the hydrophone. The transducer should have a frequency
range from 1 to 50 kHz and the strain in the fiber as a function of applied pressure has to
be optimized. Within the frequency range mentioned, it is preferable that the transducer be-
haves linearly. Consequently, the first eigenfrequency of the sensor should be above 50 kHz.
Such a high eigenfrequency means that the sensor must be stiff and as this conflicts with the
objective to maximize strain, a trade-off had to be made. The added mass effect, caused by
the acceleration of a structure in a fluid, had an unexpectedly large effect on the dynamics of
the transducer. This was investigated and accounted in the design process.

A surprisingly small variation of transducer concepts could be found in literature. This
research investigated how (to what extend) topology optimization could contribute to the
design of new concepts. A large amount of new concepts was conceived, however the trans-
lation from those concepts to real designs proved difficult. At the completion of this study,
attempts to create an optimization that contained the right boundary conditions to simulate
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pressure waves caused by a fluid, were partially successful. Preliminary results are reported
in this thesis. The realization of a complete topology optimization for the design of acoustic
transducers remains a challenge for future research.

In a following shape optimization approach, both a diaphragm and an inverse diaphragm
type of transducers were parametrically optimized. To be able to make a good decision about
the trade-off between frequency range and sensitivitiy, the optimization was done with the
objective to maximize the strain in the fiber, while having different frequency ranges as a
constraint. The diaphragm type turned out to be the concept with the best sensitivity in
combination with the available manufacturing possibilities.

The design best suited for the neutrino detection was manufactured and tested in a basin. The
experimental results corroborate the predicted behavior of the transducers as calculated using
the finite element method. Although this was not confirmed by measuring the dimensions
of the components of the sensors, it was estimated that the manufactured sensors are much
stiffer due to manufacturing error.

The hydrophone has a frequency range until 40 kHz and a static sensitivity of 3.95 nε
Pa . It

only shows a small difference in frequency response due to directionality below the eigenfre-
quency and behaves linearly. The designed hydrophones are suitable to be implemented in
an telescope for ultra-high energy neutrino detection.

Keywords: Neutrino, transducer, fiber optic pressure sensor, acoustic detection of neutrinos
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Chapter 1

Introduction

This chapter includes the goal and motivation for this thesis and provides an introduction to
the basics of acoustic neutrino detection. Section 1-3 deals with the workings of fiber optic
hydrophones, and subsequently discusses several types of hydrophones found in literature and
goes deeper into their design requirements.

1-1 Motivation and goal of this thesis

Many events happen in the universe. Some of them are well studied and can already be
understood, but most events are still a mystery, that humankind is not (yet) able to explain.
Neutrinos can help with understanding more about astrophysical processes and help answer
fundamental questions about the universe. During multiple events in the universe, such as
gamma ray bursts and supernovae, neutrinos are formed together with other particles like
protons, photons and neutrons and are emitted into space. While protons are deflected by
magnetic fields and photons are absorbed by interstellar matter, the neutrinos do not interact
with microwave background and are not affected by magnetic fields. This special characteristic
allows them to cross the universe in a straight line, retaining their energy, until they collide,
possibly far away, from their source, as illustrated in Figure 1-1. This behavior is due to the
fact that neutrinos are electrically neutral subatomic particles with a very small mass.

The detection of the collision of neutrinos with matter on Earth makes it possible to know their
origin, as the neutrinos travel in a straight line from their source to the collision point. This
allows us to study their source directly [2] and may make it possible to answer fundamental
questions about the universe. A neutrino can be seen as a perfect messenger from its source,
which could be the most violent highest-energy processes in our galaxy. In addition, it can
give us insights about the mechanisms and processes of the non-thermal universe and can also
complement cosmic ray studies and high-energy gamma ray astronomy [2].

Thus, to study space it would be logical to study neutrinos and luckily there is a vast amount of
neutrinos traveling around the universe. Although the neutrino is the second most abundant
known particle in the universe and billions of neutrinos pass through our own body each
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Figure 1-1: Neutrinos, protons and photons are formed during an event in space. The neutrino
propagates in a straight line from its source to its destination [1].

second [3], it is not easy to detect them and they remain poorly understood.
Although it is difficult, humanity has found ways to detect different kinds of neutrinos and
has built research facilities and telescopes solely for this purpose. Neutrinos are known to
have a large range of energy, spanning from 1 µeV to 1 EeV and higher. The challenge for
which we stand today is to solve the problem of detecting ultra-high energy neutrinos, which
have an energy above 10 PeV.
Neutrinos are weakly interacting because they have a small size, mass and are electrically
neutral. Hence, they travel in a straight path from their source to their destination and there
is a low rate of interactions with matter. Figure 1-2 depicts the flux of neutrinos. It is inferred
that with higher energy of the neutrino, the flux is lower. The expected flux of the ultra-high
energy (UHE) neutrinos, those with an energy above 1 EeV, is smaller than 1/km3/year.
In other words: to detect a reasonable amount of high energy neutrino interactions, the de-
tection volume of the telescope should be large. In the case of UHE neutrinos the detection
volume should be above 100 km3 [5], which is too expensive to realize with current technolo-
gies used in neutrino telescopes. The need for this large detection volume makes it logical to
look for naturally available volumes. One of them is the water in the oceans and seas. It is
isotropic and there are large areas that are relatively undisturbed.
One of the technologies with promising prospects to detect UHE neutrinos is acoustic neu-
trino detection in water, which is discussed in the next section. A large volumetric telescope
is formed by deploying distributed arrays of pressure sensors, hydrophones, in the deep-sea.
To realize such a large telescope, highly sensitive but economically viable hydrophones are
required.

The goal of the research described in this thesis is to design, construct and test
a hydrophone that can be used to detect ultra-high energy neutrinos, when im-
plemented in a large-scale telescope.
In the following sections background information will be provided on neutrino detection.
State of the art in the field of neutrino detection and the design requirements of the intended
hydrophones for the UHE neutrino telescope will also be discussed.
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Figure 1-2: The flux of neutrinos as a function of its energy. Cosmological v neutrinos have low
energy, while the ones of interest in this research, the cosmogenic neutrinos, are typically in the
order of PeV and EeV [4].

1-2 Neutrino detection

1-2-1 Neutrino interaction

A neutrino interaction with nuclei in matter may induce traceable signatures such as Cherenkov
radiation (light), heat dissipation and radio waves as illustrated in Figure 1-3.

The Cherenkov radiation is a trace of light that propagates in the direction of the neutrino
after collision. Photosensitive (optical) sensors can detect these traces of light [2].

Energy dissipation, starting at the point of the neutrino interaction, is found within a cylindri-
cal volume of water of several meters long and a few centimeters wide. This energy dissipation
causes a brief local instantaneous heating of the water, causing the water to expand and con-
tract [6]. The temperature change resulting from the interaction from a 1EeV neutrino is 1
µK at a sea water temperature around 300 K. The relative change is only an effect in the order
of 10−8 [1]. The expanding water causes a pressure pulse, an acoustic wave, that propagates
away from the cylindrical source. The wave propagates in a flat disc like shape.
The precise shape and frequency spectrum of the wave are discussed later in this thesis.

Finally there is also electromagnetic radiation with frequencies of about 100 MHz to 1 GHz.
Water is not transparent for these electromagnetic waves, thus detection of electromagnetic
waves is only an option with ice or salt as a medium.

Table 1-1 shows the different attenuation lengths for the different neutrino interaction signals
[3]. The attenuation length of the acoustic signal is very long compared to the other signals.
When the attenuation length is larger, less sensors are needed to cover the same volume in a
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Figure 1-3: The interaction of a neutrinos with matter causes Cherenkov radiation, heat dissi-
pation (and an accompanying acoustic wave) and a cone of radio waves.

telescope, accordingly with the same amount of sensors a larger telescopes can be constructed.
Realizing a larger telescope results in measuring more high energy neutrinos. Hence, detecting
acoustic signals provides an enormous advantages over other signals in a neutrino telescope.

Table 1-1: Attenuation length of signals from the neutrino interaction in different media.

Sea water Ice Salt
Optical (Cherenkov) 50 m 100 m 0 m

Radio waves 0 m few km 1 km
Acoustic waves (10kHz) 10 km 10 km 10 km

1-2-2 State of the art

The current set-ups for acoustic neutrino detection are mostly using acoustic arrays built
for other purposes (for example military) or set-ups added to optical neutrino telescopes.
This generally results in a telescope that is too small for the purpose of acoustic high energy
neutrino detection. There are some acoustic telescopes built solely for neutrino detection, but
the volume of those telescopes is not sufficient for UHE neutrinos. A large detection volume
requires a higher number of sensors to be used in the telescope, thus making the telescope
more expensive or even unfeasible to realize. The sensors that are used in most acoustic
telescopes are piezo-electric hydrophones.

Figure 1-4 and Table 1-2 [3, 7] give an overview of different neutrino telescopes and the energy
range of neutrino they are able to detect. As seen, some telescopes are able to detect neutrinos
up to 1016 GeV. However, in practice many telescopes show to have difficulty to distinguish
between a neutrino and another cosmic particle.
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Figure 1-4: The detection limits of the current neutrino telescopes as a function of the energy
of the neutrino [7].

Table 1-2: An overview of different neutrino telescopes [3, 7].

Experiment Medium Number of sensors Range [GeV] Type
SPATS Ice 80 1011 Acoustic

Lake Baikal Fresh Water 4 108 Acoustic, Cherenkov
OvDE Sea water 4 Acoustic

AMADEUS Sea water 36 Acoustic
ACoRNE Sea water 8 1015 Acoustic
SAUND II Sea water 49 1015 Acoustic
KM3NeT Sea water 106 Optical
Anita Radio ice from balloon 1014 Radio
Forte Radio ice from satellite 1016 Radio
Glue Radio moon from Earth 1014 Radio

Amanda Ice 108 Cherenkov light
Antares Sea water 300 106 Cherenkov light
Ice cube Ice 108 Cherenkov light
Rice Ice 1011 Radio
Nestor Sea Cherenkov light
Auger Air 1011 Air shower

Extra attention is given to the KM3NeT collaboration. The research as presented in this
thesis anticipates on plans from the KM3NeT collaboration concerning the development of
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Figure 1-5: An artistic representation of the KM3NeT telescope [2].

Figure 1-6: The possible locations for the neutrino telescopes of the KM3NeT. The triangle
marks the Toulon site in the south of France, the square marks the Capo Passero site in the south
of Italy and the circle marks the Pylos site in the south of Greece [2].

the future European deep sea research infrastructure in the Mediterranean. This new in-
frastructure will host the new generation of neutrino telescopes. About 240 researchers from
more than 45 institutes and from 13 different countries will be active within the collaboration.
The KM3NeT collaboration has designed and is currently deploying an optical neutrino tele-
scope consisting of arrays of photosensitive detectors that are used to detect the Cherenkov
radiation. A representation of this telescope is shown in Figure 1-5. Due to its volumetric
limitations, it will only be able to detect neutrinos up to 1 PeV only. The KM3NeT collabora-
tion has three preferred locations in the Mediterranean sea, they are presented in Figure 1-6.
These locations have optimal conditions for an optical underwater neutrino telescope. In
addition to the optical telescope there is also an option to build an acoustical telescope on
one of these sites. The hydrophones discussed in this thesis were designed to be implemented
in this acoustical telescope.

L.M. Peeperkorn Master of Science Thesis



1-2 Neutrino detection 7

1-2-3 Functional requirements

It is crucial to know the functional requirements of the intended UHE neutrino telescope before
jumping into the different types of hydrophones. The goal of this research is to design a sensor
that can be used in the construction of a telescope that is able to detect UHE neutrinos with
an energy above 1 EeV. In addition there is the wish to have an overlap with the optical
KM3NeT telescope, which is designed to detect neutrinos with an energy below 1 PeV. Most
of the requirements originate from the acoustic signal caused by the UHE neutrino and the
medium in which the collision occurs. Some requirements are of a more practical nature and
originate from financial constraints and the deep-sea working environment of the hydrophone.
A deeper understanding of the working environment of the neutrino telescope as well as the
acoustic signal of the neutrinos is needed, to determine the functional requirements of the
hydrophone. These aspects are discussed in the next section, while the basic information
about acoustic waves, how they propagate in the ocean and the units frequently used can be
found in Appendix A.

Acoustic signal of the neutrino

The interaction of a neutrino with water produces a shower of secondary particles, in which
the neutrino’s energy is dissipated. This causes a local heating of the water, eventually
creating an acoustic line source. This line source is a cylinder of several meters long and a
few centimeters in diameter. The pressure pulses travel perpendicular away from this line
source. The pressure pulses propagate in a pancake shape, with the height of the cylinder.
For neutrino interactions with the energy between 1 EeV to 20 YeV, the disk has a height
of approximately 10 to 100 meters and a diameter of several kilometers. Only a few degrees
outside of the center plane of the disk, the amplitude of the acoustic pressure pulse is already
almost non-existing. The amplitude versus the angle out of plane is depicted in Figure 1-7.

In equation (1-1) [8] and in Figure 1-7 an estimation of the mean pulse peak pressure [Pa], at
1 km perpendicular to the center of the ’line’ source in sea water, is presented for neutrinos
with different magnitudes of energy. In this equation E [GeV] is the magnitude of the energy
of the neutrino, as seen the amplitude scales with E.

log10(pmax) = 1.0021(±0.0018) log10(E)− 11.93(±0.0012). (1-1)

The pressure pulse is a typical bipolar pulse. At 1 km from the source of the UHE neutrino
interactions, the energy is concentrated around 10 kHz [9][10]. For this signal, the best signal
to noise ratio is in the frequency range between 10 and 50 kHz [11] (see Figure 1-8). Note that
the absorption of acoustic waves is higher for a higher frequency, as shown in Appendix A,
thus the waves at higher frequencies attenuate faster than at lower frequencies. Consequently,
the frequency at which the peak concentration of the signal is located varies with distance
from the source.

When multiple hydrophones detect the same bipolar pulse and when the shape can be re-
constructed to the typical pancake shape, it is probable that the signal originates from a
neutrino interaction. This shape reconstruction provides a handle to discriminate a neutrino
event from other transients in the deep sea. Dolphins, other marine fauna and shipping traffic
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Figure 1-7: Left: the pressure amplitude of the signal at 1 km distance perpendicular to the
center of the line source. It scales linearly with the energy of the neutrinos. Right: The pressure
amplitude of a neutrino signal is quite sensitive to the out of plane angle [3].

Figure 1-8: The signal to noise ratio is best between 10 and 50 kHz for a neutrino interaction
at 1 km from the source [11].

can cause similar bipolar pulses, so it is of importance to reconstruct the acoustic event and
to make sure the source of the sound is a neutrino interaction. Thus by extensive processing
and filtering the data collected with multiple hydrophones, it is possible to distinguish the
signal coming from a neutrino interaction from a signal coming from another transient noise
source.

The propagation velocity of the acoustic wave depends on the density ρ and the bulk modulus,
K, of the medium. This also means that the path of the acoustic wave deviates, depending
on the velocity differences. This occurs, for instance when a wave travels between different
depths. This is something that has to be taken in account when tracing back the pancake
shaped signal of the neutrino.

L.M. Peeperkorn Master of Science Thesis



1-2 Neutrino detection 9

Noise

It is not silent in the ocean, not even at a depth of 1 to 3 kilometers. These sounds interfere
with the acoustic detection and are broadly classified as ambient and transient acoustic noise.
The ambient noise in the ocean has different origins. Seismic and volcanic activity generate
very low-frequency (<100 Hz) ambient noise. Shipping and industrial activity at the shore
cause most of the ambient noise between 10 Hz and 1 kHz. Ambient noise between a few
Hz and a few dozen kHz, is mostly caused by surface agitation, which is dependent on the
sea state and the wind speed. At higher frequencies the ambient noise caused by thermal
agitation is dominant.
The acoustic ambient noise in the ocean is so important because it limits the lowest pulse
height of the neutrino signal that can be measured and thus it limits the sensitivity of the
neutrino telescope.
Transient (narrow-band) noise mostly comes from marine animals like whales and shrimps.
They can disturb the measurements of the telescope as it can be difficult to differentiate the
signal coming from a neutrino interaction from the signal coming from another source.

The Sea State (SS) is a variable that describes the conditions of the ocean depending on the
wind speed: when there is more wind (a higher sea state level) the sea is noisier. Sea state
zero (SS0) is the state when the wind speed is very low and when there is a very calm sea,
the water surface looks glassy, this is the state with the least noise. At sea state 1 the water
surface is still calm, but there are small ripples, the wave height is up to maximum 0.1 m.
At sea state 4 the conditions at sea are moderate. The ambient noise in the frequency range
of interest (above 1kH) as a function of the sea state is described in literature by multiple
models. In equation (1-2) the model by Urick [10] is presented. ns is changed with the number
of the sea state. In Figure 1-9 the different levels of sea states according to the Urick model,
as well as the thermal noise, are depicted.

PSS0 Urick = 94.5 + 10 log10(f
−5
3 ) + 30log10(ns + 1) [dB re(1µPa)2

Hz ]. (1-2)

Nthermal = −75 + 20 log10(f) [dB re(1µPa)2

Hz ]. (1-3)

One flaw of the models is that the ambient noise is of course different for every location and
that also the depth is not taken into account. In the paper by Kurahashi and Gratta [10] a
depth dependent factor is experimentally determined at a depth of 1631 m. In this thesis the
depth dependence of the ambient noise is not accounted for, as the noise at the location of the
telescope is unknown and the dependency at the frequency range of interest is negligibly small.

Functional requirements

The ideal sensor can detect pressures as low as the ambient noise during sea state zero. In the
case the sensor is able to measure those pressures, the noise in the ocean is the limiting factor,
otherwise the sensor is the limiting factor. Furthermore, if the amplitude of the pressure that
can be measured is smaller, less sensors are needed to cover the same volume of the telescope.
The sensor should have a frequency range between 1 and 50 kHz, as is in this frequency range
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Figure 1-9: Left: Sound pressure level (SPL) of the ambient noise for different sea states (SS)
based on the Urick model. The SPL of the thermal noise is also depicted. Right: The SPL for
sea state zero (SS0) and the thermal noise.

the best signal to noise ratio is found. The sensor should exhibit minimal directionality, this
makes it easier to reconstruct the original acoustic signal from the measurements of different
sensors.

The sensor should operate in a deep-sea environment between 1 and 3 km depth, which is
needed to achieve the large volume of the total neutrino telescope. Hence, the sensor should
be able to withstand and work in high static pressure. The highest static pressure is at 3 km
depth, at this depth the static pressure is approximately 300 bar (30 MPa). This means that
while the static pressure is extremely high, small dynamic pressures have to be measured. To
install the sensor it must absolutely be possible to transport the sensor from 0 to 3 km depth.
The sensors will work in arrays installed in the sea and it will not be possible to completely
fix their location, so the slow, almost static movements of the sensor in the water should not
cause deviations in the measured signal.

The last requirement originates from the budget and the size of the complete neutrino tele-
scope. For the telescope around 10,000 sensors will be produced and later installed, main-
tained and measured. The lower the costs of the (mass) production, the installation and the
operational costs, the larger the telescope that can be built and the more neutrino interactions
that can be measured.

1-3 Fiber optic hydrophones

A hydrophone can be driven by different mechanisms. Currently the most used mechanism
is the piezo-electric hydrophone. The piezo-electric hydrophone has good sensitivity, high
reliability and is already well established. The costs however for the piezo-electric sensor, in
combination with the electrical wires and batteries that are needed to power all the sensors
in the telescope, are relatively high, making this type not the ideal candidate.

An optical fiber hydrophone uses an optical fiber to measure acoustic pressures.
Some advantages of working with an optical fiber hydrophone are listed below:

• An optical fiber has a very low weight and small size.
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1-3 Fiber optic hydrophones 11

• An optical fiber is immune to electromagnetic interference and disturbance .

• An optical fiber can withstand a high static pressure.

• Multiple sensors can be multiplexed on a single fiber (multiple sensors can work on the
same fiber).

• Optical power losses are extremely small when using optical fibers, in the order of 0.03
dB per kilometer. Due to this low attenuation of the signal, remote measurements are
possible.

• Optical fibers are cheap, although the interrogator needed to read out the fibers can be
expensive.

• The sensors do not have to be electrically powered individually, this saves on operational
costs during the measurements and on installation costs, as there is no need to have
electrical wires going to every sensor.

• An optical fiber can withstand a wide range of high temperatures

It was decided to use the optical fiber hydrophone in the continuation of this research, be-
cause of these advantages. In the following section the working mechanism of the fiber optic
hydrophone is explained. Subsequently the design requirements are set and also an effect,
the added mass effect, that is caused by the interaction of a structure with fluid, will be
examined. To conclude this section the concepts found in literature are shown.

1-3-1 Optical hydrophone

Optical fibers are usually made of thin threads of silica, that are used as cylindrical dielectric
waveguides for the propagation of light. The optical fiber has a core and a cladding around
this core. The reflection of the light rays remains completely internal and the light is trapped
inside the core of the optical fiber, because the refractive index of the core of the fiber is
higher than that of the cladding. Only when the fiber has a sharp bend the rays of light
can escape. Silica fibers have very low optical losses, so an optical signal can travel for long
distances in the fiber without losing significant energy.

Optical fibers are usually between 30 µm and 125 µm thick. The Young’s modulus of silica is
around 72.5 GPa and the Poisson ratio is 0.27. In literature the Young’s modulus for fibers
without coating is found to be 69.22 GPa [12]. Even though the optical fibers are thin, they
usually have a high tensile strength, for uncoated fiber it is around 350 Mpa [12] and for
coated fibers even around 5 Gpa. They are manufactured very precisely and have almost
no (micro) cracks [13]. While the use of an optical fiber in harsh marine environments may
cause the physical strength of the fiber to degrade, this effect was ignored in this thesis [12].
When the arrays with hydrophones are deployed in the sea water, it is highly probable that
protection around the fiber will be present and that the effect of sea water on the strength of
the fiber does not need to be accounted for.

There are multiple possibilities to design pressure sensors based on optical fibers: intensity
based sensors, wavelength based sensors and phase modulated optical fiber sensors. Their
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ability to multiplex (have multiple sensors on one fiber), their capacity to work in a stable
manner outside of a laboratory environment and the fact that the sensor can be local and
not distributed, are the reason why there was chosen to use a design with a wavelength based
sensor.

With the wavelength based sensors a pattern, called a grating, is engraved in the optical
fiber. The grating that is engraved is called a fiber bragg grating (FBG). It is a periodic
perturbation of the refractive index of the core of the fiber. When a FBG is engraved in a
fiber, this FBG acts as a wavelength selective mirror for the light traveling in the fiber. It
reflects a narrow band of the wavelength spectrum that is proportional to the spacing of the
FBG. This is shown on the left in Figure 1-10.
When the fiber with the FBG is strained, the spacings between the braggs become longer,
resulting in a change in the reflected wavelength. This is illustrated on the right in Figure 1-
10. The change in reflected wavelength is measured. The spacing between the braggs can be
chosen such that there can be multiple sensors on one fiber, reflecting different wavelengths.

Figure 1-10: [14] Left: a small band of wavelengths is reflected by the fiber bragg grating. Right:
there is a wavelength shift in the reflected wavelength when the FBG is strained.

A more recently developed method called a fiber laser has the advantage that the reflected
bandwidth is smaller. This makes the measurements more precise. A fiber laser consists of
two FBGs with in between a gain medium. This gain medium is a part of the fiber that is
doped with erbium. When the erbium is brought into excited state, it will emit light between
1530 and 1570 nm. The light that is emitted depends on the wavelength that the FBGs
reflect.
In Figure 1-11 two different types of fiber lasers are show: the π-shifted distributed feedback
laser (DFB), where the cavity length is short and is half the period of the grating and the
distributed bragg reflector (DBR) fiber laser, where the cavity length is in the order of the
length of the FBG. The π-shifted DFB has the lowest laser gain threshold and it is less
vulnerable to mode hopping, so this fiber laser method is preferred.

In earlier research by TNO in 2015 [15], the shortest DBR laser found was 7 mm long and
the shortest π-shifted DFB laser was 17 mm long. Part of the 2015 TNO research was a
design made for a π-shifted DFB with a length of 5 mm. This fiber laser design has not been
produced yet. The π-shifted DFB has a lower noise than the regular FBG due to a smaller
bandwidth of the reflected wavelength, it is 1 pm for fiber lasers and 0.1 nm for FBGs.

A note should be made on the effect of multiplexing multiple fiber lasers on one fiber. Up to
20 FLs can be engraved in one fiber [9]. When there are multiple sensors on a single fiber,
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Figure 1-11: [15] Left: A π-shifted DFB fiber laser. Right: A DBR configuration.

the interrogator has to read out multiple wavelengths, which has an impact on the error.

1-3-2 Design requirements

The requirements for the detection of UHE neutrinos were laid out in the earlier sections. In
this section some of those fundamental requirements are translated to practical requirements
for the design of a fiber laser hydrophone.

Sensitivity

The sea state zero determines the sensitivity requirement for the minimum pressure that has
to be measured. This requirement in Pascals is converted to a requirement on the minimum
strain in the fiber per Pascal pressure. This requirement is valid when using a certain available
optical fiber with fiber laser in combination with the measurement setup that is available at
TNO.

The sensitivity calculation is illustrated in the following example:
At 10 kHz the noise at SS0 is 16.16 dB re µPa2

Hz , this is the minimum pressure amplitude that
has to be measured. To measure this, the noise of the system has to be lower than the signal
caused by the pressure.

The pressure wave causes a strain in the fiber at the location of the FL, this causes a wave-
length shift of the reflected wavelength. This shift is calculated with equation (1-4) in which
pe is the effective photo-elastic coefficient, ∆λ is the wavelength shift and ε is the strain. pe is
approximately 0.22 and λB is 1550 nm. So the fiber laser sensitivity is approximately 1.2090
pm
µε .

∆λB = (1− pe)λBε = 1.2090ε. (1-4)

The measured noise of the fiber laser, in combination with the interrogator used at TNO
and with an optical path difference (OPD) of 10 m, is depicted in Figure 1-12. It is
−194.35 dB re nm√

Hz in the whole frequency range of interest. Table 1-3 lists the expected
noise of the interrogator for other OPD lengths.

Table 1-3: Noise interrogator for different OPD lengths.

OPD[m] 1 2 10 20
dB re rad√

Hz -118 -115 -106 -103
dB re nm√

Hz -186.35 -189.37 -194.35 -197.37
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Figure 1-12: The measured noise of the fiber laser, in combination with the interrogator used
at TNO. The noise is much larger when using an FBG or when measuring with the micron optics
system.

The required sensitivity of the transducer in strain per Pascal pressure, to have a signal
caused by the SS0 larger than the noise of interrogator with the fiber laser, was calculated
by the formula in equation (1-5). Nsys is the noise of the system with the fiber laser, PSS0
is the noise in the ocean at sea state zero. This means that for example at 10 kHz and with
1 m OPD length, the transducer should strain the fiber by 16.29 nε

Pa to be able to measure
pressures as low as SS0.
The sensitivity requirements to measure different sea state levels with different OPD lengths
is shown in Figure 1-13. The longer the OPD, the lower the requirement becomes for the
strain sensitivity.

Sensitivity =
(∆λB

∆ε

)−1
10

Nsys
20 10

−P SS0
20 1012 [ nε

Pa]. (1-5)

Frequency range

The signal to noise ratio between the acoustic signal from the neutrino interaction and the
ambient noise is optimal between 10 and 50 kHz. Hence, the sensor should be operated in
the frequency range between 1 and 50 kHz. It is preferred to design a sensor that has its first
eigenfrequency above this range as it is easier to predict (a linear) behavior below the first
eigenfrequency.

Dimensions

The sensor should be able to measure signals coming from every direction. This was achieved
by setting a maximum size on the parts of the sensor that are influenced by the pressure:
this size should be a lot smaller than the wavelength of the highest frequency that will
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Figure 1-13: The strain sensitivity requirement to measure different sea state levels (including
the thermal noise) with various OPD lengths of the interrogator.

be measured with the sensor in water. A quarter of the shortest wavelength will be the
maximum dimension for the active components of the sensor used in the design. In Table 1-4
the maximum dimensions are listed for different frequency ranges. For a frequency range up
to 50 kHz the maximum dimension is 7.25 mm.

Table 1-4: Maximum size components per desired frequency range.

Frequency [kHz] Max. length [mm] Wavelength [mm]
5 72.5 290
10 36.25 145
20 18.13 72.5
30 12.08 48.3
40 9.06 36.25
50 7.25 29

Currently optical fibers with fiber laser are not widely available. TNO has measured the noise
of an optical fiber with fiber laser that was available in 2014 [15]. The properties of this fiber
with fiber laser are used in this research. This optical fiber had a fiber laser of 20 mm in
length and was 125 µm thick. It has been reported that fiber lasers with a length of only 5
mm and a thickness of 125 µm are possible to produce in the future [15]. In this thesis a fiber
with a diameter of 125 µm, and a minimum length of the fiber laser of 5 mm, is used.

Static pressure

To be able to distinguish the small dynamic pressure changes from the static pressure at 3
km depth, the sensor needs to have some form of static pressure compensation. This pressure
compensation mechanism also has to be able to compensate the pressure in the sensor when
moving the sensor between different depths.
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16 Introduction

Costs

The costs to mass produce the sensors have to be low, this means that in the design the
production should be taken into consideration.

1-3-3 The added mass effect

The added mass effect has a large impact on the dynamics and the eigenfrequency of a
structure in fluid. A changing eigenfrequency impacts the frequency range of the sensor.
When an object is moving in fluid, the fluid exerts forces on the object. When an object is
moving at a constant speed the fluid only exerts a drag force, caused by the viscous properties
of the fluid, on the object. However when the object has an acceleration, the fluid also exerts
an extra inertial force.
The general equation of the forces on the body are [16]:

F = Msolida+ Fdrag + Finertial (1-6)

Fdrag = CD
1
2ρv

2S (1-7)

Finertial = Madda. (1-8)

CD being the drag coefficient, ρ the density of the fluid, v the speed of the object, S the
frontal area of the object and a the acceleration. The inertial force, Finertial consists of a
constant, Madd, multiplied by the acceleration. This constant is called the "added mass" or
"hydrostatic mass". The physical interpretation of this added mass effect is that when the
body accelerates, it must also accelerate the surrounding medium.

The added mass is a function of:

• The size and shape of the body.

• The direction of the movement through the fluid with respect to an axis in the body.

• The viscosity and density of the fluid.

When looking at the general formula of the eigenfrequency, ω =
√

k
Msolid+Madd

, one can derive
that the added mass decreases the eigenfrequencies of the transducer. This decrease can be
very large and can decrease the eigenfrequency even by more than half. When the ratio
between the mass of the solid and the added mass is smaller, this decrease in eigenfrequency
is proportionally larger. This decrease is so large that this effect can not be neglected and
thus it was taken into account during the design of the hydrophone.

The added mass is very complex to calculate analytically. Already for simple 2D shapes the
calculation is quite complex, this is why the added mass of a variety of shapes is determined
experimentally. When making a finite element method (FEM) model this effect can be in-
cluded by combining two physics, a structural physics and an acoustic physics. The structural
physics solves the mechanical equations for the elastic deformations of the sensor, while the
acoustic physics solves the Navier-Stokes equations to find the velocity and pressure fields of
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1-3 Fiber optic hydrophones 17

Figure 1-14: Different types of transducer concepts. Top; left: diaphragm [18], right: inverse
diaphragm [19]. Bottom; left: mandrel [20], right: beam [21].

the fluid. On the fluid-structure boundary the equations are coupled to each other, for exam-
ple: the velocity of the structure is coupled to the velocity of the fluid and on that boundary
they must be the same. The acoustic physics was implemented by using an acoustic domain,
filled with water, around the sensor.

1-3-4 Fiber laser hydrophone concepts

In a literature study [17] done before writing this thesis, different types of fiber laser hy-
drophone concepts were found. First of all, a bare fiber engraved with a FBG is also able
to measure pressure changes. Due to pressure the fiber deforms slightly and has a strain of
approximately 0.003 nε

Pa . This sensitivity does not however reach the requirements that were
set in Section 1-3-2. In addition, a coating also does not enhance the sensitivity as much as
needed. This means that it is necessary to implement a transducer that converts pressure to
strain in the fiber.
Several types of mechanical transducer concepts were found: a diaphragm, an inverse di-
aphragm, a mandrel and a beam transducer. Drawings of the different transducers are shown
in Figure 1-14. The diaphragm, inverse diaphragm and the beam work with the basic mecha-
nism that the pressure out- and inside of the sensor is different and that this pressure difference
deflects the active part of the sensor that is attached to the fiber.

Table 1-5 summarizes the sensitivities and the operational frequency range of the various
concepts found in literature. Note that many papers are incomplete on relevant details, which
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18 Introduction

makes a direct comparison of the transducer concepts difficult. For instance, the diameter of
the fiber is mostly not mentioned, but as the stiffness of the fiber scales with its diameter,
it has quite an impact on the performance. Note further that no sensor that is found in
literature was designed for the frequency range of our interest.

Table 1-5: An overview of different fiber optic hydrophone sensitivities.

Type Freq. range (kHz) Sensitivity [ nε
Pa ] Validation method Ref.

Bare fiber 15-100 0.003 Experimental/literature [22]
Bare fiber 0.00301 Experimental [23]
Bare fiber 0.0082 Experimental [24]

Coated fiber 0.057 Experimental [25]
Air backed teflon 2-10 0.1875 Experimental [26]

Diaphragm 10 2.5 simulation [27]
Diaphragm 1-3 11.7 Simulation/analytical [28]
Diaphragm 0.4-10 3.78 [29]
Diaphragm 2.5-9 3.01 Experimental/analytical [18]
Diaphragm 1-6.5 3 /0.95 Simulation / Experimental [30]

Inverse diaphragm 6.07 Experimental [31]
Inverse Diaphragm 5.79 Analytical [19]

Mandrel 1-7 [20]
Mandrel [32]
Mandrel 0.645 analytical [33]
Mandrel 7 2 Sim./analytical/Exp. [34]
Beam 1-3 [21]
Beam 9 2.5 Experimental [35]

Beam TNO 6.3 Theoretical design [9]
Unknown 1 2.9783 Experimental [24]

Diaphragm TNO RVS 7.8 16.4 /12.65 FEA / experimental [36]
Diaphragm TNO RVS 7.8 22.3 / 22.37 FEA / experimental [36]
Diaphragm TNO ALU 4.7 46.1 /41.44 FEA / experimental [36]

In addition to meeting the sensitivity requirements, the hydrophone must withstand high
static pressures and filter out the low frequency acoustic waves that are not in the frequency
range of interest. If this is not the case it is very difficult to measure the small dynamic
pressure changes relative to the very large static pressure. Furthermore the hydrophone can
collapse due to a large difference in pressure in- and outside of the hydrophone. In literature
different types of static pressure compensation approaches were found.

One method for pressure compensation consists of incorporating a compartment filled with
air into the design. The compartment can change in volume and is connected with the
compartment in which the active sensor part of the sensor is accommodated. The connection
is via a small hole that acts as a low pass filter. With slow pressure changes the air has enough
time to move between the two compartments, for pressure changes at high frequencies the
air is not moved between compartments yet and the active sensing part deforms due to the
pressure difference.

Other methods are to connect the sensor to an external flexible bladder or to connect the
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1-3 Fiber optic hydrophones 19

inside of the sensor with the water. Pressure compensation by filling the sensor completely
with water is not suitable as water is almost incompressible and thus the active part of the
sensor will not move with changing pressure. There is an option to have an internal bladder
in the sensor that can fill with water, so that the air in between the bladder and the moving
part of the sensor is pressure compensated.

When using a thin tube as low pass filter between an external air bladder and the inside of
the hydrophone, the lowpass cutoff frequency is calculated as in equation (1-9) [35]. Above
the cutoff frequency the sensor is sensitive to external pressures. fc is the cutoff frequency,
ca the speed of sound in air, A the cross-sectional area of the tube, Vi the internal volume of
the hydrophone and L the length of the tube.

fc ≈ (2π)−1ca

√
A

ViL
. (1-9)

The bladder should have an appropriate volume. The minimum volume of the bladder at
depth is calculated with equation (1-10). Vi is the internal volume of the sensor, Ve is the
volume of the bladder, pa is the atmospheric pressure, D the depth under water, ρ the density
of sea water and g the gravitational constant. At 3 km depth, the maximum depth of the
telescope, the volume of the bladder should be almost 300 times larger than the internal
volume of the sensor.

paVe = ViρgD + Vipa (1-10)
Ve = ViρgD/pa + Vi (1-11)
Ve ≈ 0.1ViD. (1-12)

The volume of air needed for a sensor that should be pressure-compensated up to 3 km depth
is 300 times bigger than the internal volume of the sensor. It will probably be most convenient
to use an external bladder as otherwise the sensor itself becomes very large.
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1-4 Focus and organization of this thesis

The goal of the research described in this thesis was to design, construct and test a hydrophone
that can be used to detect ultra-high energy neutrinos, when implemented in a large-scale
telescope. The basics about neutrino detection and fiber optic sensors were explained in this
chapter. With this knowledge it is possible to continue to the next chapters in which the
continuation of the design is discussed.
The focus during the design phase is on the different possibilities to design and optimize
transducers that convert pressure to strain in a fiber. Although critical for the implementation
of the hydrophone in the telescope, less attention will be given to the design of the pressure
compensation mechanism.

In the last section it became clear that only a few concepts exist for the fiber optic hydrophone.
Topology optimization is used to find inspiration for new transducer concepts, which is de-
scribed in Chapter 2. In Chapter 3 different transducer concepts are parametrically optimized.
After the optimizations, the final design and manufacturing of the hydrophone is reported in
Chapter 4. In Chapter 5, the experiments with the manufactured hydrophones are described
and the results are compared with the FEM models.

Experiments with the manufactured hydrophone can verify the behavior that is predicted by
the FEM models. Thus another main focus of this thesis will be to manufacture and test a
hydrophone, such that the dynamic behavior as predicted by FEM models can be verified by
the measurements. In the last chapter the conclusions and recommendations are given.

1-4-1 Selection of the finite element package

During this thesis there will be extensive use of the finite element method. A FEM package,
Comsol, was selected to be used. Comsol includes the physics (structural and acoustic) that
are needed tot simulate the dynamic behavior of transducers in water. This package also has
an extensive toolbox that can be used for topology optimization and parametric optimization.

To verify if the added mass effect can correctly be implemented in the simulations, two beams
with known eigenfrequencies in water are modeled, the results are presented in appendix B.
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Chapter 2

Topology optimization

A surprisingly small variation of transducer concepts can be found in literature. In this thesis
topology optimization was used as a design tool in the creation of new concepts. Concepts
that on their turn may form the foundation for new transducer designs that will ultimately
come in use. In this chapter a general background about topology optimization is given
followed by it’s application to this research. Finally, the caveats and optimization issues that
were encountered are discussed while showing a glimpse of the obtained results.

2-1 Background

The goal of topology optimization (TO) is to find an optimal design by an iterative process
optimization of an objective function. During this process an algorithm can distribute material
in a design domain to maximize/minimize the objective function. The TO is constricted by
the design domain, constraints and the objective function. Although TO can be used to
deliver a design that can almost immediately be used, often TO is used in the initial phase of
the design process as a creative aid. In this research it was used for the latter purpose. The
goal is to find compliant mechanisms that can work as a transducer and that have a better
performance than existing systems.

The most basic TO problem works as follows: At the start of the optimization cycle, the
domain is meshed and divided in a number of elements. Each element is given an initial
virtual density between 0 and 1, such that 1 corresponds to an element completely filled with
material and 0 corresponds to a void. There are multiple models to relate the virtual density,
ρ, of the element to the Young’s modulus of that element. In this research the Solid Isotropic
Material with Penalization (SIMP) model was used: [37]

E = Emin + ρp(Esolid − Emin). (2-1)

The Young’s modulus, E, of an element can vary between Emin and Esolid. Esolid is the
Young’s modulus of the solid material, the lower bound of Emin is needed for numerical
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stability. By implementing a constraint on the maximum amount of virtual density available
for all elements together, the penalization factor, p, makes it uneconomical for an element to
have an intermediate density. This helps to steer the virtual density of the element to 0 or 1.
A typical value for p from literature is 3 [37].

For the TO used in this research the MMA (Method of Moving Asymptotes) algorithm was
employed as optimization algorithm. This is an algorithm well suited for TO: it has been used
frequently, seems to be efficient and has excellent convergence properties [37]. MMA, which
is a gradient based algorithm, needs the gradient of the objective function with respect to the
design variables to predict the next step in the iteration. The design variables are the virtual
densities in each element of the mesh. The FEM package is used to calculate displacements
or other properties that are needed to calculate the objective function during each iteration
of the optimization cycle. The gradients, calculated by Comsol, are used in the next iteration
to arrive at a new design. The complete TO process flowchart is shown in Figure 2-1.

Figure 2-1: A flow chart of the topology optimization process.

The use of hydrostatic pressure loads in TO is complex. Pressure loads are design dependent
as the pressure should only act on the boundaries of the design. Those boundaries are not
constant and change with each iteration. Hence, the location, direction and magnitude of the
pressure load changes at every iteration. In addition, boundaries of the design are usually
not well defined during TO as the elements can have intermediate densities. Therefore, it is
not clear on what boundary the pressure load should act. One way to include the hydrostatic
pressure in TO is to find the loading surface at each iteration step [38]. Boundary detection
is not easy to do when using a FEM program and thus a different approach was tried. This
approach is presented in the following section.

2-2 The optimization model

To start the TO process, the requirements for the design of a fiber laser hydrophone as
discussed in Chapter 1 must be recalled. In brief, there are requirements for the sensitivity
(in various sea states), dimensions (signals from all directions), frequency range (between 1
and 50 kHz), static pressure and costs.
The basic TO set-up that was used for this research is presented in Figure 2-2.

The design space in which the optimization can distribute material is a quarter circle. In this
design domain the Young’s modulus can interpolate between Emin, with a value of 1 mPa,
and Esolid, with a value of 1 kPa. Around this design space a layer of "soft" material was
applied. The soft elements have a very low Young’s Modulus (1 mPa) and a high Poisson
ratio (0.49) and thus can deform, while keeping constant volume. With this method it was
tried to approximate the behavior of water. On the outer boundary of the domain with soft
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Figure 2-2: The model with most "basic" settings as used during the TO in this thesis.

material a pressure load was applied. The pressure load was 1 mPa, this value can not be
much higher as otherwise the soft elements deform too much. The pressure load is passed on
via the soft material to the elements in the design space.

The black line at the bottom of the figure is the fiber. The fiber has the Young’s modulus
of a regular fiber scaled to the Young’s modulus of the solid material. The scaling was such
that the ratio between the Young’s modulus of the solid material to the Young’s modulus of
the fiber in the simulation, was the same ratio as the ratio between the Young’s modulus of
steel, the transducer material of choice, and that of silica glass. When the design can have
material attached to the fiber at every point, the optimized design can load and bend the
fiber in such ways that are not possible in reality. Solutions for this were to model the fiber
as a spring or to have a gap, which is not part of the design domain, around the fiber.

The objective function was to maximize the displacement at the endpoint of the fiber, thus
imposing maximum strain. It is important to normalize the objective function, the MMA
solver performs best if the objective function in each iteration is between 1 and 100 for
reasonable values of the variables. The element order of the elements used for the FEM
calculations was linear. The maximum amount of inner iterations per outer iteration inside
the MMA algorithm was set to 1. A typical constraint was to limit the maximum amount of
virtual density available for all elements together to 40% of the design domain.

As TO requires some experience and feeling for correct settings, many simulations with vary-
ing settings were investigated. A lot of different models with many different boundary con-
ditions, constraints and other settings were studied, some models are discussed here and in
the following section. A more elaborate list of all the variations that were investigated is
presented in Appendix C.
To limit computational time while finding the best settings for the optimization, the first op-
timizations were done in 2D. Simulations, with the same settings that worked well in 2D, were
conducted later in a 2D-axisymmetric environment. The 2D optimization needed between 100
and 500 iterations to converge. The 2D axisymmetric models rule out a vast amount of good
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designs because all the designs that are not axisymmetric can not be formed. Unfortunately
3D simulations required too much computational time and hence they were not completed.
Selected results of the optimizations are shown in Section 2-4.

2-3 Caveats and optimization issues

Some important caveats and optimization issues that occurred during the TO are discussed
below.

2-3-1 Eigenfrequency constraint

The frequency range is a crucial requirement for the design of the hydrophone. However, it is
impossible to calculate the eigenfrequency of a design and its gradient during each iteration
of the optimization with MMA in Comsol. Even if it were possible it would be difficult
to calculate only the eigenfrequency of the solid elements and not those of the void or soft
elements (which have a very low eigenfrequency).

Two ways to incorporate incentive to form structures with higher eigenfrequencies were stud-
ied. The first was to introduce a constraint on the elastic energy in the design. When the
elastic energy has a maximum, the design domain should have a minimum stiffness. A stiffer
structure can have a higher eigenfrequency, but this is not a certainty.
The second method was by incorporating a pseudo gravity. With the pseudo gravity the
design domain was first optimized in the same way as with the basic TO simulations, with
the same load, objective function and constraints. In a second step there was an additional
calculation with a load case where there is a gravity load towards the middle of the circle,
where the fiber was fixed. The gravity load scaled with the density of the elements. The
movement of the structure at the first dynamic mode was simulated using this approach.
By constraining the maximum elastic strain energy, the stiffness for that mode was forced
to become higher, creating a higher eigenfrequency. Other examples of methods that were
not tried are to have an input load at multiple frequencies with the objective function that
the strain is maximized at each of these frequencies. The added mass, which influences the
eigenfrequency in water, was not included in the optimizations. It is impossible to include
this effect, when the acoustic physics is not used in the optimization.

2-3-2 Checkerboard patterns

Checkerboard patterns are numerical artifacts related to the discretization of displacements
and densities. Two elements with high density that are only connected at one point form
a very stiff link numerically. The checkerboarding is a known problem when using TO [37].
One solution to avoid checkerboarding is the implementation of a filter so that a solid element
has to be connected to multiple other elements. A Helmholtz filter [39] was investigated and
implemented in the optimization. With this filter a radius around an element with high
density was chosen and within this radius the elements should also posses some density. The
filter provided a good solution for the checkerboarding problem. The formulas used in the
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Helmholtz filter are:

O(−cOρ0).+ aρ0 = f (2-2)

O =
[
∂

∂x
,
∂

∂y

]
. (2-3)

(2-4)

c was -1, f was − ρ
fil2 and a was − 1

fil2 . The initial value and time derivative of ρ0 was 0.
With the constant, fil, the filter was coupled to the size of the elements, fil had a value of
half the element size. A second manner to avoid the checkerboarding is by using higher order
elements, however this increases the computational time.

2-3-3 Mesh dependency

The computational time rises with the amount of elements, hence the element size of the
mesh can not be too small. This limits the resolution of the design. The implication of this
is that no thin walled structures, such as a diaphragm, can be formed. Also, when a finer
mesh is chosen, the optimal design can be different from that of a coarser mesh. Smaller
structures can be formed, and thus there are more solutions. One approach is a restriction
on the minimum size of structures, this was also done with the Helmholtz filter.

2-3-4 Discretization

There is a vast choice in options on how to discretize the elements in the TO simulation.
The elements for the FEM calculations, the Helmholtz filter and also the optimization solver
each have their own discretization. The element order and the shape function (Lagrange,
Discontinuous-Lagrange, Serendipity,...) can vary for each of them. During simulations it
was noticed that these settings had considerable impact on the convergence time and the
resulting design. To study this effect and in order to find the best settings for the TO, a
small study on discretization was done on a typical example in TO, the force inverter. This
study is reported in Appendix C-2. The study was stopped after 14 combinations of different
settings as it was found out that the settings that worked well for this problem, did not work
specifically well for the hydrophone optimization. The numerical and discretization settings in
TO problems turn out to be problem dependent. This makes it difficult to find good settings
for new problems such as the sensor design problem studied here.

2-3-5 Stability

The optimizations showed very unstable behavior. The results were not reproducible, even
when the simulations were rerun with identical settings. An example of this is illustrated in
Figure 2-3. The instabilities occurred because the difference in the gradients in the elements
was small at the first iteration. In such a situation a small numerical difference between
simulations can already make the optimization move to another local optimum. Such a small
numerical difference can for example be caused by processors, which do the calculations,
that do not end simultaneously. To make the simulation more stable multiple solutions were
conceived:
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Figure 2-3: Three results of identical simulations are presented, they are very different from each
other. Colors indicate the virtual density, red and blue depict the maximum and minimum density
respectively.

• Smaller steps in the MMA (make the move limits in the MMA smaller) (not possible
in Comsol).

• Start with a small penalization and make it bigger after a certain amount of iterations.

• Start without filter and then after some iterations use it.

• Other starting configuration, such as a gradient in the starting densities. In this way
the objective function has a clear gradient in each element at the start.

• Different solver.

Some solutions were implemented, some improved the stability of the optimization, but none
made the optimization completely reproducible, as there were still small differences between
the resulting designs of the same optimizations. For typical TO test problems, where compli-
ant mechanisms are formed such as the force inverter and the design of a bridge these problems
did not occur. The difference between the hydrophone problem and the those typical TO test
problems is that they do not have pressure loads, but rather prescribed displacements or a
point load in one direction.

2-3-6 Closed boundaries

Additional to the problem with finding the boundaries on which the hydrostatic pressure
load should act, the design should also have closed boundaries. A hydrophone only deforms
under a hydrostatic pressure load when it’s inside and outside are not connected. There
was no procedure implemented on how to force the design to be closed, hence the loadcase
implemented in the optimization was not representing the actual sensor use case. This resulted
in designs that did not always had closed boundaries and therefore would not function with
real hydrostatic loads.
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2-4 Results and conclusions

The large amount of different settings made it possible to create the same amount of different
simulation. Each simulation offered a unique solution to the hydrophone optimization prob-
lem. Four selected results of the optimizations in 2D are shown in Figure 2-4. On the left their
underformed configuration is shown and in the middle and on the right the deformed con-
figurations are shown. The deformed configuration shows how the design deforms under the
pressure load, the movement is magnified such that it is visible. In the right column of the fig-
ure, the movement is more amplified than in the middle column. The most important settings
of the TO, that diverged from the basic TO model, are listed in Table 2-1. Some of the 2D
results, such as the one in the 2nd and 4th row have closed boundaries and will function with
real hydrostatic pressure loads. The two other results do not have completely closed bound-
aries. Those design have to be redesigned to get them functioning under real pressure loads.

Table 2-1: The settings of the selected optimizations as seen in Figure 2-4.

1ste row 2nd row 3rd row 4th row
Helmholtz filter Helmholtz filter Helmholtz filter Helmholtz filter

Long fiber Square design domain Pseudo gravity
No soft boundary All elements with same volume

Gradient in begin design

Two selected results of the 2D axi-symmetric TO are shown in Figure 2-5. The TO resulting
in the first design, at the top of the figure, differed from the basic TO as the design domain
was a semicircle. The TO resulting in the second design, in the middle of the figure, had a
higher order discretization of the elements. The designs include some carefully placed hinges
and levers that create the working mechanism. In the bottom of the figure, close-up details
of the second selected design are shown. Both designs in the figure include structures that
were loaded as if there is a normal load and not a hydrostatic one. This was because the
hydrostatic load was not represented well in the optimization. In a plot of the pressure in the
elements of the designs, as provided in Figure 2-6, this can clearly be seen. The "branches"
that deform the most and that cause the mechanism to strain the fiber, do not form a closed
boundary, but yet are loaded by the pressure. Under a realistic hydrostatic pressure they
would not deform.
Inspiration can be found for new transducer concepts from the results of the TO. The resulting
designs of the TO in 2D, which had closed boundaries, can be translated to 3D concepts.
There was no constraint on the eigenfrequency, hence the designs were not stiff and have a
low eigenfrequency, thus the design should be adapted to reach a higher eigenfrequency. The
translation of the 2D designs to good 3D concepts will take too much time and thus there
was chosen to not do this in this research.
The 2D axi-symmetric results are easily translated to 3D concepts. Much the same as with
the 2D designs they have to be adapted to have a higher eigenfrequecy. Unfortunately none
of the results of the 2D-axisymmetric optimization showed closed boundaries on which the
load acts and thus they can not be translated to new concepts. Although no hydrophones
will be manufactured based on the results of the TO in this research, the TO simulations in
this research form a good foundation for future research on the use of TO in the design of
hydrophones.
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Figure 2-4: Results of the TO in 2D, colors indicate the material density. Red and blue depict
the maximum and minimum material density respectively. The fiber is located at the bottom of
the design domain. Left column: undeformed configuration. Middle and right columns: deformed
configurations.
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Figure 2-5: Results of the 2D axi-symmetric TO, colors indicate the material densities. The
fiber is located on the left side, at the axis around which the design is rotated. Left column:
underformed configuration. Right column: deformed configuration. Top: design 1. Middle:
design 2. Bottom: close-up on the working mechanism design 2.
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Figure 2-6: Pressure plot of the results from the 2D axi-symmetric TO, colors indicate the
pressure. Red and blue depict the maximum and minimum pressure respectively. Left: pressure
plot of design 1. Right: pressure plot of design 2.
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Chapter 3

Parametric optimization

The concepts conceived by the TO were not suitable for parametric optimization and thus
existing concepts needed to be optimized. As discussed in Section 1-3-4 several existing con-
cepts were subdivided into four types of transducers: the diaphragm, the reversed diaphragm,
the beam and the mandrel.
The diaphragm and the inverse-diaphragm type show promising sensitivities. However, Ta-
ble 1-5 in Section 1-3-4 shows that there is a trade-off between the sensitivity and frequency
range. This makes sense because when the diaphragm is stiffer, the first eigenfrequency is
higher and inversely proportional the sensitivity becomes lower. The reversed diaphragm is
less often described in literature, but the concept is based on the same basic mechanism as the
normal diaphragm. The reversed diaphragm has one advantage over the normal diaphragm,
namely that less to no prestress is required in the fiber. The beam type also shows approx-
imately the same sensitivity to the same frequency range as the diaphragm type. There is
more variation between the precise mechanical mechanisms of the beam transducers, several
different hinges and reinforcement mechanisms were found in literature. It was anticipated
that the manufacturing of the mandrel type of sensor is very difficult, as winding and glueing
the fiber around the mandrel is difficult.

Due to time limitations it was not possible to optimize all different concepts. The diaphragm
sensor was chosen to be optimized, it is a simple concept that is well known in literature and
relatively easy to manufacture. There are not as many variations on this concept as with
the beam concept, for which optimizing and investigating the different types of reinforcement
mechanisms would take much time. The reversed diaphragm concept was also optimized as
the optimization of this concept is much the same as the optimization of the diaphragm and
it shows the promising advantage that no or less prestrain in the fiber is needed.
Figure 3-1 shows two examples of the two concepts.
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Figure 3-1: Examples of the two chosen types of transducer concepts that were parametrically
optimized. Left: the diaphragm [18]. Right: the inverse diaphragm [19].

3-1 Optimization

With parametric optimization several dimensions of the transducer concept were optimized to
achieve the highest sensitivity while respecting several constraints. In the next sections the
constraints, objective function and the optimization algorithms are introduced. The FEM
model used is checked and the implementation of the added mass effect, which has a big
impact on the dynamic behavior of the transducer, is examined.

3-1-1 Constraints and objective function

The objective and constraints for the parametric optimization originate from the design re-
quirements. The goal of the optimization was to maximize the sensitivity, this was translated
to an objective function that maximizes the strain in the fiber for a static pressure on the
transducer. The driving constraint was the frequency range of the transducer. Preferably
this range is from 1 to 50 kHz because in this range the signal to noise ratio of the neutrino
signal to the ambient noise is the highest.
To be able to make a decision on the trade-off between sensitivity and frequency range, various
optimizations with different frequency ranges as constraint were conducted. This translated
to a constraint on the minimum value of the first eigenfrequency of the transducer in water.
Parametric optimizations with 10, 20, 30, 40 and 50 kHz as constraints for the eigenfrequency
were done.

A quarter of the shortest wavelength was the maximum dimension for the width and length
of the transducer. For different eigenfrequency constraints, different dimensional constraints
were set as listed in Table 3-1. As the speed of sound in a medium is constant, the wavelength
is shorter when the frequency is higher.
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Table 3-1: Maximum size of the components as a function of the desired frequency range.

Eigenfrequency [kHz] Max. length [mm]
10 36.25
20 18.12
30 12.08
40 9.06
50 7.25

The fiber laser, which has a length of 5 mm, has to fit inside the sensor and thus the height
of the inside of the sensor was constrained to a minimum of 5 mm. The prototype of the
sensor was manufactured in-house, which limits the minimum thickness of components. The
minimum thickness of the diaphragms was 0.1 mm.

3-1-2 Algorithms

The parametric optimization of the design of the transducer was done using Comsol. The
parametrization of the design will be introduced later, and is defined by several design vari-
ables. Because the design involves multiple parameters, an optimization algorithm was used
to scan the parameter space.
Gradient based algorithms in Comsol are not compatible with the eigenfrequency study, so
only gradient free algorithms could be used. The gradient free algorithms perform well with
few design variables (<10), which limits the complexity of the design. The available algo-
rithms were Monte Carlo, Coordinate search, COBYLA, BOBYQA and Nelder-Mead.

The algorithms and a short description of their working mechanism, with some (dis)advantages
are briefly listed below [40].

• Coordinate search: Searches along one variable at a time, it estimates the gradient and
then searches along the next variable.

• Monte Carlo: This algorithm selects the values of the variables randomly within bound-
aries. Only with a very dense statistic sampling it is possible to find a global optimum.

• Nelder-Mead: Using a first gradient approximation, it constructs a simplex and then
improves the worst point. It is robust against noisy objective functions and can handle
constraints.

• COBYLA: It stands for "Constrained Optimization BY Linear Approximation" and
improves the objective function values by using an iteratively constructed quadratic
approximation of the objective function. It requires a reasonably smooth objective
function and it is fast.

• BOBYQA: It stands for "Bound Optimization BY Quadratic Approximation" and it
uses a first order approximation gradient. It solves a sequence of linear approximations
constructed from the objective function and constraint values sampled at the corners of
a simplex. It can also consider constraints.
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When the geometry is changed the mesh changes, leading to changing discretization errors for
the objective function. Hence, the objective function was quite noisy as the control variables
were all geometric dimensions. Initial assessment of all mentioned algorithms showed that
in principle all could be applied. A detailed comparison is outside the scope of this thesis.
Two algorithms were selected: Nelder-Mead, because this is the most commonly used, and
COBYLA, because it turned out to be fast and obtained higher objective function values than
others.

3-1-3 The added mass effect

The added mass effect was discussed in Section 1-3-3. This effect must be included in the
optimization as it has a large effect on the eigenfrequency of the transducer.
The added mass of a flat circular disk that moves perpendicular to its surface is 8

3ρr
3, with r

the radius of the disc [41]. Although the diaphragms of the concept are similar to a flat disc,
it is not possible to blindly use this added mass estimation. There are some differences: the
diaphragms in the optimizations are not flat and they deform during excitation. The middle
part moves more than the outer part of the diaphragm and thus the movement is different
from a translation. On top of this, the diaphragms of the transducers are only surrounded
by water from one side, on the other side by air.

Although it is possible to include the added mass effect in simulations, which include an acous-
tic domain around the solid structures, there are two reasons to not conduct the optimization
using such models:

• The simulation time increases and thus the whole optimization requires more compu-
tational time.

• When calculating the eigenfrequencies, the FEM package calculates the eigenfrequencies
of the structure and those of the acoustic domain. It is not possible to automatically
distinguish the structural eigenfrequencies from the eigenfrequencies of the acoustic
domain.

Hence, the optimization used only the structural module with an estimated added mass
added to the diaphragms. An estimation of the added mass was found by first calculating
the eigenfrequency of the transducer in water, using a model which includes the acoustic
module. Then an added mass was determined that, when added to the diaphragm, lowers
the structural eigenfrequency such that it was equal to the eigenfrequency in water. To find
a formula to estimate the added mass, a curve fit was done for multiple calculated added
masses with different values for the geometrical variables. In the next sections the results of
this process are presented.

A small remark about the effect of fluid depth: for a circular disk vibrating in a fluid, the
effect of fluid depth can be neglected for depths larger than the diameter of the circular disk
[42]. Looking at the dimensions of the sensors versus the depth in which the sensors will be
deployed, it was concluded that an effect on the added mass caused by different fluid depths
does not have to be taken into account.
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3-1-4 FEM

The simulations were done in a 2D axisymmetric setting, which saved computational time
compared to a 3D model. The objective function of the parametric optimization was evaluated
with a static study by applying a pressure load on the outer sides of the transducer. The
eigenfrequency constraint was evaluated by calculating the eigenfrequency in the structural
physics of the FEM package while applying an added mass.
To simulate the behavior of the sensor in water an extra physics was added, the acoustic
physics. An acoustic domain, in the form of a sphere of water around the transducer, was
added to the simulation. On the boundary of the transducer with the water there was a fluid-
structure interaction interface that coupled the structural physics with the acoustic physics,
such that the transducer and water could influence each others dynamics. The structural-
acoustic model is shown in Figure 3-2.

Figure 3-2: A FEM model including the structural and acoustic physics. The green area is the
acoustic domain, with water as material. The red area is the transducer and the blue area, on
the left edge of the figures, is the fiber, made of silica glass. The color white means that there is
no material and that the white domain is not included in the simulations.

In appendix D the different FEM models that were used for the optimizations and the fre-
quency response functions are shown. Special boundary conditions are highlighted. As con-
clusions and decisions are partially based on the results of the simulations, it is important
to verify the accuracy and the reliability of the models. Convergence and error checks were
implemented to check the reliability of the models.
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3-2 The diaphragm

3-2-1 Design variables, objective function and constraints

In this section the diaphragm concept is parametrically optimized. The objective function of
the optimization was to maximize the strain in the fiber at a static pressure of 1 Pa. The
geometrical variables in this optimization were L, rcyl, d, D, Rα and Rβ, they are explained in
Figure 3-3. The fiber is the line in the middle of the sensor, the transducer is axi-symmetric
around this line.
Furthermore the material properties i.e. the Young’s modulus E and the density ρ were
variables. The last variable was the prestress that was applied on the fiber before glueing the
fiber to the transducer. A prestress is needed to prevent the fiber from buckling when the
diaphragms moves. This results in a total of 9 variables.

Figure 3-3: The geometric design variables as used in the optimization of the diaphragm concept.

To see which variables have negligible or substantial effect on the constraints or the objective
function, sweeps of the variables were done. In a reasonable range the variables were swept
over 10 values while the other variables remained constant, the structural eigenfrequency
and static sensitivity were calculated. In Figure 3-4 the difference to the average, for the 10
different values of the variable, is plotted. When the effect of a variable is negligible it should
not be included in the optimization, this can reduce the computational time and also make
the optimization less noisy.

All geometrical variables have an effect on the eigenfrequency and the sensitivity of the
transducer. The effect of the prestress in the fiber is negligible. Hence, in the optimization a
prestress caused by 100 gram weight was used. As seen, the Young’s modulus of the selected
transducer material has a large effect on both the sensitivity and the eigenfrequency, while
the density only has an effect on the eigenfrequency.
Since density also changes the ratio between the weight of the diaphragm and the added
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Figure 3-4: A sweep of the variables, in reasonable ranges, was conducted. In each range the
eigenfrequency and sensitivity at 10 equally spaced points was calculated. Left: the effect on the
eigenfrequency constraint. Right: the effect on the strain sensitivity.

Figure 3-5: The ratio between the eigenfrequency in water and the structural eigenfrequency as
a function of density .

mass, a higher density decreases the ratio between the structural eigenfrequency and the
eigenfrequency in water. This is shown in Figure 3-5. Since a higher eigenfrequency in water
increases the dynamic range of the transducer, a higher density is beneficial.

The geometrical optimizations were done with four different materials: aluminum, steel, iron
and alumina. These materials were selected on their characteristics, which are listed in
Table 3-2. As seen the ratio of the Young’s modulus to the density of the material is very
different for the materials, this was chosen such to see if very different ratios have a positive
influence on the added mass in combination with the objective function.

Table 3-2: Material properties of different materials.

Material Young’s modulus [GPa] Density [ kg
m3 ] Ratio [GPa

kg m3 · 103]
Aluminum 71 2795 25.4

Steel 200 7850 25.48
Iron 140 7000 20

Alumina 300 3900 76.92
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The optimization was constrained by a minimum value of the first eigenfrequency of the
transducer. Furthermore the dimensions of the transducer were constrained to a maximum
length, which was listed before in Table 3-1. Some geometrical variables were also constrained
by geometrical feasibility. Table 3-3 presents an overview of all the constraints.

Table 3-3: The constraints for the parametric optimization of the diaphragm concept.

Lower bound Upper bound Reason for constraint
First eigenfrequency 10/20/30/40/50 kHz Required frequency range

L λ
4 Quarter wavelength eigenfrequency

L 2Rβ Geometrical feasibility
rcyl Radius hole for fiber λ

8 Quarter wavelength eigenfrequency
D 0.1 mm Manufacturing constraint
d 0.1 mm Manufacturing constraint
Rα rcyl +D Geometrical feasibility
Rβ

L
2 Geometrical feasibility

Cα
L
2 − d Geometrical feasibility

L
2 − Cα − d

5mm
2 Length fiber laser

3-2-2 Added mass estimation

The only two factors changing the added mass in this type of sensor are rcyl and Rα, because
they influence the part that moves the most in the first eigenmode . On the right of Figure 3-6
the added mass for different configurations of rcyl and Rα is plotted, on the left the added
mass is plotted in function of only rcyl. rcyl clearly has a large influence on the added mass
while Rα has a negligible effect. It was chosen to perform a curve fit with a polynomial of
the third degree, because the added mass of a flat circular disk is 8

3ρr
3. The curve fitted

function for the added mass as well as the theoretical added mass function for a flat disc are
also plotted in the left of Figure 3-6.

The fitted equation for the estimated added mass is:

Madd = 3312r3
cyl − 14.02r2

cyl + 0.06835rcyl − 0.000114. (3-1)

This equation was used to add the added mass to the diaphragms during the optimization.

3-2-3 Results

The resulting values of the objective functions of the optimizations are presented in Table 3-
4. Five different constraints on the first eigenfrequency were used, varied with 4 materials
and 2 algorithms. The two algorithms sometimes showed very different results, although all
the optimizations converged. An example of the convergence of the optimization is shown
in Figure 3-7, this was an optimization with alumina as a material and an eigenfrequency
constrained to 10 kHz. An explanation is that COBYLA is allowed to go slightly over the
boundaries of the constraints during the optimization process and thus it has more possibilities
to find a better local optimum. As the eigenfrequency becomes higher the diaphragms have
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Figure 3-6: The determined added mass of the diaphragm in function of rcyl and Rα. Left: the
added mass in function of rcyl. The fitted curve through these values and the theoretical added
mass of a flat disk are also shown. Right: the added mass in function of Rα and rcyl. Rα has
negligible effect on the added mass.

a smaller diameter, are thicker and show less curvature.
A further discussion of these results follows in Section 3-4. Before that the optimization of
the second concept, the reversed diaphragm, is presented.

Table 3-4: The obtained sensitivity values of the optimization of the diaphragm concept.

Eigenfrequency [kHz] Aluminum [ nε
Pa ] Steel [ nε

Pa ] Iron [ nε
Pa ] Alumina [ nε

Pa ] Algorithm
10 22.63 19.80 23.76 COBYLA
20 9.09 7.99 8.92 COBYLA
30 6.23 5.45 5.61 COBYLA
40 4.50 4.46 3.85 COBYLA
50 3.87 4.01 3.59 COBYLA
10 21.28 14.19 17.97 14.50 Nelder-Mead
20 8.62 7.52 7.50 7.90 Nelder-Mead
30 5.42 4.73 4.99 5.10 Nelder-Mead
40 4.01 2.68 3.42 3.13 Nelder-Mead
50 1.91 1.14 1.21 1.28 Nelder-Mead
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Figure 3-7: The value of the objective function versus the iterations of the optimization. With
both algorithms the objective function converges. Left: COBYLA. Right: Nelder Mead.

3-3 The reversed diaphragm

3-3-1 Design variables, objective function and constraints

In this section the reversed diaphragm concept is optimized. In Figure 3-8 the reversed
diaphragm concept is illustrated, with its variables rcyl, d and L. It consists of two separate
hollow cylinders, each having a membrane that deflects with a pressure difference between
the in- and outside of the cylinders. When the pressure outside is higher, the membranes
move inwards and the fiber is more stretched than before. The two cylinders are set at a fixed
distance from each other using a rigid construction, such as bars. The horizontal line depicts
the fiber.
The two materials that were used for the optimization were aluminum and steel. The objective
function was again to maximize the strain in the fiber for a 1 Pascal static pressure load on
the outside of the sensor.

Figure 3-8: The variables for the optimization of the reversed diaphragm concept.

Table 3-5 presents a list of constraints. The lower bound of rcyl was the size of the hole for
the fiber. It was chosen to not include a possible curvature in the diaphragm as it was found
that for the "normal" diaphragm optimization, the optimizations showed a trend towards a
flat diaphragm when the eigenfrequency constraints were high.
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Figure 3-9: Estimated added mass for the reversed diaphragm in function of rcyl. The theoretical
function of the added mass for a flat disk and the determined added mass are also shown.

Table 3-5: Constraints for the parametric optimization of the reversed diaphragm.

Lower bound Upper bound Reason for constraint
First eigenfrequency 10/20/30/40/50 kHz Required frequency range

rcyl 0.1 λ/8 Quarter wavelength eigenfrequency
d 0.1 mm Manufacturing constraint
L 5 mm Length fiber laser
L λ/4 Quarter wavelength of eigenfrequency

In a similar way as for the regular diaphragm a function to estimate the added mass was
determined. The function of the estimated added mass is:

Madd = 1828r3
cyl + 1.598r2

cyl − 0.005456rcyl + 8.01 · 10−6. (3-2)

It is plotted in Figure 3-9.

3-3-2 Results

The resulting values of the objective function for the optimizations are listed in Table 3-6.
Five different eigenfrequency levels were used as constraint, varied with 2 materials and 2
algorithms. All the optimizations converged and much the same as with the optimization of
the diaphragm, the obtained sensitivities between the two algorithms were different.
A further discussion of these results follows in 3-4.

Table 3-6: The obtained sensitivity values of the optimizations for the reversed diaphragm
concept. NM stands for the Nelder-Mead algorithm and CB for COBYLA.

Eigenfrequency [kHz] Aluminum CB [ nε
Pa ] Aluminum NM [ nε

Pa ] Steel CB [ nε
Pa ] Steel NM [ nε

Pa ]
10 20.68 20.62 19.02 10.88
20 8.09 8.08 7.27 6.88
30 4.65 4.60 4.12 4.12
40 3.11 3.09 2.74 2.71
50 2.27 2.21 1.97 1.96
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Figure 3-10: The obtained sensitivities of the optimization for both concepts, with 2 algorithms
and 4 materials. NM stands for the Nelder-Mead algorithm and CB for COBYLA. Left: the results
for the normal diaphragm. Right: the results for the inverse diaphragm.

3-4 Comparison and choice

In Figure 3-10 the obtained sensitivities for both concepts are shown. On the left the results
of the normal diaphragm are shown and on the right those of the inverse diaphragm. For
both concepts and all the materials the trade-off between the eigenfrequency constraint and
the sensitivity is seen clearly. As the eigenfrequency constraint becomes higher, the obtained
sensitivity decreases. So obtaining a sensitive sensor with a higher bandwidth is a challenge.
Both concepts show comparable sensitivities for the higher eigenfrequency levels which are of
the biggest interest. It was anticipated that manufacturing the diaphragm concept is slightly
easier than the reversed diaphragm. Less parts have to be bonded together and the fiber only
has to be glued twice and not four times to the transducer. This is why the diaphragm type
was chosen to be the preferable concept.

The optimization of the normal diaphragm with aluminum as material performed well for
both algorithms. As aluminum is also a material that is cheap and easy to manufacture
in-house, this material was chosen to be the material of the transducer.
To make a better comparison between the different results of the optimizations of the di-
aphragm concept, the frequency response functions (FRF) of the optimized aluminum designs,
loaded by an acoustic wave, were calculated. These are shown in Figure 3-11. As seen, the
eigenfrequency in the FRFs differ from the estimated eigenfrequency of the optimizations. To
illustrate: 40NM has an eigenfrequency at 36.7 kHz, while the optimization was constrained
to a minimum eigenfrequency of 40 kHz. For the optimization using COBYLA, the differences
in eigenfrequency were larger. For example 50CB, which was constrained to a minimum of
50 kHz, shows an eigenfrequency of 35.4 kHz in it’s FRF. This is because the estimation
of the added mass, especially with smaller radius of the diaphragm, was not perfect. This
flaw can be due to the boundary conditions of the acoustical model that was used during the
estimation of the added mass.
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Figure 3-11: The frequency responses of various optimized designs. The numbers in the legend
represent the value of the eigenfrequency constraint in kHz and NM/CB indicates if the Nelder-
Mead/COBYLA algorithm was used.

In Table 3-7 the dimensions of the geometrical variables of selected optimized designs are
presented. These four optimized designs come into consideration because of their relatively
high eigenfrequency and not extremely low sensitivity. The 50NM optimization shows a very
low sensitivity, thus it is not included in the table. As seen, 30NM, 50CB and 40CB are very
close to the minimum limit of the thickness of the diaphragm, d, which is 0.1 mm. A thinner
diaphragm provides a challenge during manufacturing. 40NM has the longest length. When
the length of the sensor is close to the length of the fiber laser, which is 5 mm, the alignment
between the FBG and the transducer has to be very precise.
Due to these two favorable aspects the 40NM concept was chosen as the design that was
going to be manufactured. The details of the final design and the manufacturing process of
the hydrophone are discussed in the next chapter.

Table 3-7: Dimensions of selected optimized designs [mm]. The number represents the value
of the eigenfrequency constraint in kHz and NM/CB indicates if the Nelder-Mead/COBYLA
algorithm was used.

rcyl D d Rβ Rα L
40 NM 2.73 0.44 0.19 21.67 29.59 5.66
30 NM 2.73 0.36 0.13 21.39 29.82 5.53
50 CB 2.30 0.41 0.10 33.07 25.48 5.42
40 CB 2.46 0.37 0.12 20.91 34.76 5.42

Master of Science Thesis L.M. Peeperkorn



44 Parametric optimization

L.M. Peeperkorn Master of Science Thesis



Chapter 4

Final design and manufacturing

In the previous section the design procedure was discussed and the optimized design that can
be manufactured was chosen. In this chapter the details of the resulting design are given.
The manufacturing process and realized hydrophones are shown. Also more detailed FEM
simulations were conducted to predict the behavior of the hydrophone, the results of which
are presented in this chapter.

4-1 First design sensor

The dimensions of the chosen design from the optimizations are shown on the left in Figure 4-
1 and as one can observe the diaphragm and the outer wall of the transducer are curved. The
possibility to simplify the design in favor of a manufacturing which restricts itself to what
is necessary was investigated. One option for such simplification is shown on the right in
Figure 4-1. The difference in the FRF between the two designs is small, as shown in Figure 4-
2. For this reason it was decided to choose the non-curved design.
The static sensivity of the sensor, i.e. the sensivity at a frequency of "0 Hz", is expected to
be 3.95 nε

Pa . The required fiber prestrain is provided by hanging a mass of 100 grams off its
lower end. After attaching the prestrained fiber to the diaphragm, the diaphragm deflects
1.508 µm in the middle and the fiber has a strain of 573.9 µε. The prestrain should be such
that when the hydrophone (without pressure compensation) is 10 m under water the fiber is
still strained and does not buckle. The maximum depth at which the sensor was tested was
about 10 m. The strain induced by a static pressure at 10 m depth is 386.9 µε, the prestrain
realized by 100 gram weight is sufficient.
As the effect of the wavelength of the acoustic wave to the length of transducer was not known,
it was also decided to produce the same kind of transducer with a length that was three times
as large. Thus, the requirement of the maximum length can be derived and adjusted in later
studies. With the longer sensor it is also possible to study the effect of directionality, when
the acoustics waves travel in other directions towards the hydrophone. The design of these
longer sensors is shown in Figure 4-3.
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Figure 4-1: Left: the optimized design, 40NM, with dimensions [mm]. The radius of the circle
which is used to draw the curvature of the diaphragm is 29.59 mm. The radius of the circle
used to draw the curvatures of the cylinder is 21.67 mm. Right: the same design but without
curvatures [mm]. The circles on the diaphragms depict the glue that attaches the fiber to the
diaphragms.
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Figure 4-2: The FRF of the optimized design ’40NM’ with and without curvatures. As seen the
difference is small.

Figure 4-3: The design of a longer sensor with dimensions [mm].
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4-2 Manufacturing

4-2-1 Manufacturing method

There are various methods to manufacture the sensor. Four different configurations of com-
ponents to construct the transducer are shown in Figure 4-4. In advance it could already
be expected that assembling and gluing the fiber would be the most problematic operation
and therefore configuration 3 appeared the easiest to manufacture. The disadvantage of this
configuration, however, is that there is a risk that the bonding is too close to the diaphragm
and thus influences the behavior of the hydrophone. Configuration 2 and 4 also have this
risk, especially concept 4 as the bonding is throughout the whole diaphragm. The advantage
of concept 4 is that attaching the fiber is easier. Configuration 1, in which the two halves are
first glued together and the fiber is inserted afterwards, is the only configuration without the
risk of a large change in behavior of the hydrophone, but has the disadvantage that fixing
the wire is most difficult to achieve. There are several ways to connect the components to-
gether and thus form the transducer. Two obvious options are gluing and welding. Welding
is preferred as this causes a stiffer bond, gluing however can be done in-house.

The FRFs of configurations 1 and 3 were calculated in a model that includes the glue, these are
depicted in Figure 4-5. The FRF of configuration 1 is very similar to that of the design without
glue. Finally the transducer was manufactured as in configuration 1 and the components were
assembled using glue.

1 2 3 4

Transducer horizontally + plate + 2 plates Transducer vertically
cut in half cut in half

Figure 4-4: Four configurations of which components to manufacture to assemble the transducer.

4-2-2 Tolerances and final design

The tolerances were based on calculations of the static performance and the structural eigen-
frequency. The maximum allowed error (within tolerances) caused by manufacturing was 5%
for the static performance, and 3% for the structural natural frequency. By changing the di-
mensions in the 2D axisymmetric structural model, which did not include an acoustic (water)
domain, and doing an eigenfrequency and static study, the tolerances were found. Table 4-1
lists the maximum allowed differences of the dimensions, to reach these maximum errors. To
reduce the risk of loss of stiffness between the fiber and the diaphragm, the tolerance and
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Figure 4-5: The FRF of the sensor without any glue and the FRF of configuration 1 and 3. The
FRF of configuration 1 is almost the same as that of the sensor without glue.

dimensions for the hole in the center of the diaphragm were kept as small as possible.
Based on the calculations of the tolerances it was decided to make the outer cylinder a bit
thicker, this makes the manufacturing somewhat easier and gives the glue more area to bond
the two halves to each other. The final design and the tolerances for the manufacturing are
illustrated in Figure 4-6.

A sensor, which is three times as long, was also manufactured. The only difference between
the longer sensor and the normal optimized sensor, which has the dimensions as in Figure 4-6,
is that the height of the components is 7.715 mm and not 2.825 mm.

Table 4-1: The maximum allowed differences of the dimensions. The maximum error caused by
the difference was max. 3 % for the structural eigenfrequency and max. 5 % for the static strain
sensitivity.

Normal value [mm] Max. diff. for performance [mm] Max. diff. for eigenfrequency [mm]
rcyl 2.73 -0.055 +0.06
D 0.44 +6.56 -0.16
d 0.19 +0.01 -0.015
L 5.66 +0.65 +0.85

4-2-3 Manufacturing the sensor

One practical constraint during manufacturing was that not all types of fiber with a fiber
laser were in stock. For this design a 125 µm thick fiber was needed with a fiber laser of
5 mm length engraved. While currently only fiber lasers of 2 cm length are commercially
available, shorter lengths are expected to be possible in the future.
Thus the prototypes were manufactured with 125 µm thick fibers with FBGs of 5 mm length
engraved in stead of fiber lasers. This does not complicate the experiments as the acoustic
waves that were emitted during the experiments have a much larger amplitude than the
minimum amplitude that can be sensed by the sensor with the FBG. Hence, a sensor with a
FBG is still suited to characterize the dynamic behavior of the transducer.
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Figure 4-6: The final design of the sensor with tolerances [mm].

Figure 4-7: The components of the transducer.

During the manufacturing process the aluminum parts of the transducer were first machined.
The components as shown in Figure 4-7. No measurements were done on the components to
check the tolerances before assembly.
The next step was to find the location of the FBG, which is invisible, on the fiber. By slightly
pulling the fiber with tweezers and looking whether there is a signal, it could be determined
where the FBG was located on the fiber. The FBG is 5 mm long and while it is not possible
to determine perfectly where the FBG is located on the fiber, the error is estimated to be less
than 1 mm. As the FBG is 5 mm and the inside of the sensor is 5.270 mm it is of importance
to correctly align the FBG and the transducer during the assembly process.
When the FBG and the sensor are not well aligned, part of the FBG will be outside of the
sensor or it will be fixed in the glue, so that strain is only partially induced on the FBG when
the diaphragms deform. However, also in this case the rest of the FBG will still function
and give a correct signal. Only when a large part of the FBG does not experience strain the
sensor is less sensitive.

Subsequently the two halves of the transducer were glued together. After the gluing of the two
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Figure 4-8: The manufactured fiber optic hydrophones. Top; left: S1, right: S2. Bottom; left:
L3, right: L4.

halves, the fiber was laced through the tiny holes that are in the middle of the diaphragms.
The fiber was glued to the diaphragm with a prestrain provided by hanging a mass of 100
grams off its lower end. This turned out to be quite unpractical as guiding the fiber through
the second hole can be time consuming and two fibers also broke while hanging the mass for
the prestrain on the fiber and during the hardening of the glue.

Figure 4-8 shows the two short and two long hydrophones, which were manufactured. The
hydrophones were named: Short 1 (S1), Short 2 (S2), Long 3 (L3) and Long 4 (L4). The
pictures were taken after the testing, this explains the stains and residues of the glue on the
aluminum and the fact that some sensors miss parts of the fiber because the fibers broke
during the manufacturing process or during experiments.

4-3 Frequency response of the final design

With the knowledge of all dimensions and the knowledge gained about the manufacturing of
the hydrophone, detailed FEM models were made to calculate the FRFs of the hydrophones.
In the models there were two possible locations of the acoustic source towards the hydrophone.
When the source is below the FOH, the waves travel in a vertical direction. When the source
is to the right of the FOH, the waves travel in the horizontal direction, this is depicted in
Figure 4-9.

Figure 4-10 shows that when the frequency of the pressure waves becomes higher and thus the
wavelengths become shorter, the ratio between the wavelength and the length of the sensor
changes. When the wave is traveling in the vertical direction, as in the figure, this has an
effect on the way the hydrophone is loaded. Especially in the model with the longer sensor -
in which the sensor is 3 times longer - this effect plays a significant role. As seen in the right
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Figure 4-9: Left: when the source is to the right of the FOH, the waves travel in the horizontal
direction. Right: when the source is below the FOH, the waves travel in a vertical direction.

figure, the length of the longer sensor is larger than one wavelength at higher frequencies.

The effect described above and the effect of directionality, i.e. to see if a wave traveling in a
different direction influences the FRF, had to be further investigated. Figure 4-11 presents
the FRFs with the acoustic waves traveling in different directions. In a 2D axisymmetric
model it is not possible to simulate acoustic waves which travel in the horizontal direction.
Hence, the load in this case was applied in another manner, which was to apply a pressure
boundary load of 1 Pascal directly on the transducer. Also a FRF was calculated with a sine
shaped pressure boundary load (with wavelength the same as that of an acoustic wave in
water at that frequency) to compensate for the wavelength of the acoustic waves. Details on
the FEM models are presented in Appendix D.

For frequencies higher than the first eigenfrequency, the shorter sensor, S1, shows a large
difference between the FRFs for waves traveling in different directions. For lower frequencies,
the difference is small. The effect of directionality is therefore not so big in the frequency
range of interest, which is below the first eigenfrequency. The longer sensor shows a large
difference in the whole frequency range, thus the longer hydrophones have a large difference
in the FRF due to directionality.

Master of Science Thesis L.M. Peeperkorn



52 Final design and manufacturing

Figure 4-10: The acoustic wave is depicted versus the length of the FOHs. The colorbar depicts
the acoustic pressure [Pa]. Left: S1 with an acoustic wave at 20 kHz. Middle: S1 with an acoustic
wave at 60 kHz. Right: L3 with an acoustic wave at 70 kHz. L3 is so long that the top and
bottom diaphragm are loaded by two different valleys.
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Figure 4-11: The FRF of the two designs with varying direction of the acoustic wave. Left: the
FRF of S1. Right: the FRF of L3. For the longer sensor there is a clear difference between the
FRF for a acoustic wave traveling in the vertical or horizontal direction.
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4-4 Requirements check

In Section 1-3 the design requirement for the fiber optic hydrophone for UHE neutrino detec-
tion were set. In this section it is verified if the design meets those requirements.

Sensitivity

The sensitivity requirement demands that the hydrophone has to be able to measure the
ambient noise in the sea at Sea State 0 (SS0). The sea state is a variable that describes the
conditions of the ocean depending on the wind speed. When there is more wind (a higher
sea state level) the sea is noisier and the ambient noise is thus higher. SS0 is when the
water surface is very calm and the water looks glassy. SS1 is when the water surface is still
calm, but there are small ripples, and SS4 is when there are average conditions. When the
hydrophone can measure as low as the ambient noise in the sea, the noise in the sea is the
limiting factor on the minimum amplitude of the signal caused by a neutrino interaction that
can be detected. Otherwise the sensitivity of the hydrophone is the limiting factor.

In Figure 4-12 the FRF of S1 and the sensitivity requirements for different OPD lengths
at SS0 and SS1 are plotted. The figure also depicts the sensitivities required to detect an
acoustic wave, originating from the interaction of a 1 EeV neutrino with water molecules, at
1 km from the interaction. 1 EeV is the lowest energy of the ultra-high energy neutrinos that
will be detected by the acoustic telescope in which the hydrophones will be implemented.

The sensitivity of the hydrophone is certainly significantly higher than the required sensitivity
to measure the acoustic waves from UHE neutrino interactions. With an OPD of 10 or 20 m
in the interferometer the hydrophone is capable of measuring the ambient noise of the ocean
at SS1 for frequencies ranging from zero to just above the eigenfrequency. The ambient noise
at SS0 can only be measured below 10 kHz and around the eigenfrequency. A larger number
of hydrophones are needed to cover the whole detection volume of the telescope, when the
noise at the location is lower than what the hydrophone can measure.
Important to keep in mind is that the noise at the location of the telescope is not known, this
could be higher than the theoretical ambient noise at SS0.
Hence, although the sensitivity requirement to measure SS0 is only partially met, the hy-
drophone can still be used for UHE neutrino detection. A longer OPD length is possible, but
investigation of that option did not fit within the framework of the research reported in this
thesis.

Frequency range

The best signal to noise ratio of the signal from the neutrino interaction and the ambient noise
is between 10 and 50 kHz. It was decided earlier that the frequency range of the hydrophone
should be between 1 and 50 kHz. There was a trade-off between sensitivity and frequency
range, hence a small concession was made on the frequency range.
The designed hydrophone has its first eigenfrequency at 37 kHz and after the peak at the
eigenfrequency, its sensitivity is very low. The highest frequencies between 40 and 50 kHz fall
outside of the measurable frequency range of the designed hydrophone.
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Figure 4-12: The FRF of S1, the sensitivity requirements and the sensitivity required to detect
an acoustic wave from an UHE neutrino.

Dimensions

The hydrophone fits within the maximum dimensions of a quarter wavelength of the highest
frequency in its frequency range. This requirement was created to ensure that the behavior
of the hydrophone is the same for incoming acoustic waves from all directions. Within its
functioning frequency range, below the eigenfrequency, the hydrophone shows little difference
in FRF caused by directionality. The shortest fiber laser has a length of 5 mm, the designed
hydrophone can house this fiber.

Static pressure

Although the design of a pressure compensation mechanism as such was not included in the
research described in this thesis, some ideas were collected about how a pressure compensation
mechanism could be involved in the design. However, the realization of such a mechanism
remains a challenge for future research.
Expectations are that the hydrophone should be able to work when it would be pressure-
compensated. The air inside a pressure-compensated hydrophone has the same absolute
pressure as the water outside the sensor. The air has an absolute pressure of 1 atm when
the hydrophone is above the water surface, thus at 3 km depth the air has an absolute
pressure of 300 bar added to the 1 atm. The effect of the higher absolute air pressure on
the dynamic behavior of the hydrophone was investigated. A FEM model, including various
absolute pressures, was made and the results are shown in Figure 4-13. The volume inside
the transducer is filled with air, which had an absolute pressure of 1 atm, 1 atm added with
the pressure at 2 m water depth (20 kPa) or 1 atm added with the pressure at 3 km water
depth (300 bar).
As seen the FRF shows no difference, except a small peak at 65 kHz, for the lower absolute
pressures. With the absolute pressure simulating an operating depth of 3 km, there is a slight
difference. The eigenfrequency is lower and the sensitivity is also slightly lower. The cause
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Figure 4-13: The FRF of S1 without any air in the FEM model and the FRF of S1 including air.
The models including air have an absolute pressure of 1 atm, 1 atm added with the pressure at
2 m water depth (20 kPa) and 1 atm added with the pressure at 3 km water depth (300 bar).

of this probably lies in a noticeable added mass effect caused by the air. At higher pressures
the density of air is higher and so its effect.

Costs and mass manufacturing

The components for the hydrophone were easy to manufacture. The assembly was, however,
rather difficult because the fiber had to be laced through the small holes in the diaphragm
and is vulnerable to breakage during the application of the prestress or during hardening of
the glue.
An estimation of the costs for mass manufacturing could not be made, more research and
engineering is needed to make a good estimate.
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Chapter 5

Experiments

5-1 Test set-up

The four manufactured fiber optic hydrophones (FOHs), S1, S2, L3 and L4 were characterized
and the results are presented in this chapter. The used experimental setup is depicted in
Figure 5-1: left shows the measurement set-up needed to measure the wavelength shift of the
reflected peak caused by the strain change in the FBG. An asymmetric light source (ASE)
sends out a broad spectrum of light into the fiber. The interferometer is used to convert the
wavelength shift to phase shift. This phase shift is converted to a change in output power
by the optical-electronical unit (OE). The OE is read out by the data-acquisition system
consisting of a NI PXI-1033 and a pc to both record and processes the data. The measured
voltage can then be translated again to the original wavelength shift and thus the strain.
The set-up to measure the FL is shown on the right in Figure 5-1. The set-up is almost the
same, the only difference is the light source, a pump laser that emits a smaller bandwidth of
light than the ASE.
For the experiments the FOH was placed in an anechoic water basin of 10 x 8 x 8 m3 with an
acoustical source of type ITC-1042. The source operates within a frequency range of 0.01 -
100 kHz. Another crucial part of the experiments is the reference hydrophone, a piezoelectric
hydrophone of type BK8103. The total test set-up is illustrated on the left in Figure 5-2, the
signal from the reference hydrophone was amplified before acquiring the data. As seen on
the right side of the figure the hydrophones were attached to a metal wire, which in turn was
attached to a marked rope (with weight at the end), making it possible to lower the sensor
to specific depths. The FOH was attached to the outer-side of the sensor by glue. The glue
should not affect the dynamics of the sensor as the outer-side of the FOH is relatively thick.
The reference hydrophone was attached using tape.

5-1-1 Calibration reference hydrophone system

The output of the reference hydrophone measurement system is used in the data analysis
as input signal. It is therefore very important that the reference hydrophone system (which
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Figure 5-1: Left: measurement set-up for a FBG. Right: measurement set-up for a FL.

Figure 5-2: Left: the test set-up of the experiments. Right: the FOH an reference hydrophone
are glued to a metal wire construction.
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Figure 5-3: The sensitivity of the BK8103. The sensitivity is not completely flat, this is taken
into account during calculations.

includes the amplifier and cables) is correctly calibrated and that losses are taken into account
and compensated for. The sensitivity of the reference hydrophone is checked frequently and is
described in it’s specifications document. The pressure sensitivity of the reference hydrophone
is depicted in Figure 5-3. The sensitivity is not completely flat, this is taken into account
during calculations.
In addition, measurements were executed using a pistophone, the BK4223, to measure the sig-
nal loss caused by cables, connectors and amplifiers. The BK4223 is a device which produces
a pressure wave at 250 Hz with a specific amplitude. The measurements with the pistophone
indicated a signal loss of 8.6 dB. The derived signal loss was not taken into account during
calculations in the following sections, due to the following reasons:

• 8.6 dB loss is a large loss for a system only including the reference hydrophone, an
amplifier and 20 m of cable.

• Two different reference hydrophones and two different amplifiers were tested with longer
and shorter cables, they showed the same losses. Hence, the loss is not caused by cable
length, a flaw in the sensitivity specifications of the hydrophone or a flaw in the amplifier.
The only device that was not interchanged and of which the behavior thus could not be
verified, is the pistophone.

• The experimentally determined transfer functions correlate very well with the FRFs
from the FEM models. Furthermore, additional measurements were done to determine
the static sensitivity of the FOH. This static sensitivity is the same as the sensitivity of
the dynamic measurements when interpolating the transfer function to "0 Hz".
When compensating for the signal loss of 8.6 dB, the experimentally determined transfer
functions as discussed in the next coming sections, lose a factor 2.7 in sensitivity. Hence
in that case they would not correspond anymore with the FEM models and the static
measurements.

The measuring uncertainty of the reference hydrophone between 4 kHz and 200 kHz is 1 dB.
The specifications show that the change in sensitivity for temperature and static pressure
difference (at 2 m depth) are negligible.
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5-2 Results

Several different types of measurement were conducted:

• Static pressure measurements by lowering the hydrophone in the basin.

• Frequency sweeps from 1 to 80 kHz in one sweep and in smaller frequency ranges, with
the source above or next to the FOH.

• Transient pulses at different frequencies.

• Tones at different frequencies and amplitudes.

The static measurements revealed the sensitivity for static pressure. Transfer functions of the
hydrophones were determined from the sweep and pulse measurements. The pulse measure-
ments were also used to study the behavior of the sensor in time. A pulse has approximately
the same shape as the pulse caused by neutrino interactions. With the tone measurements
the sensitivity at one frequency was determined accurately and also the linearity of the hy-
drophones for different amplitudes of the pressure waves was investigated.

To prevent aliasing, the sampling frequency must be a least twice the frequency of the highest
frequency component present in the continuous time signal following the Nyquist criterion.
The sampling frequency that was used is 400 kHz and the highest frequency used in the
measurements was 80kHz.
A common way to convert time measurements to the frequency domain is by using the Fast
Fourier Transform (FFT). This is a very efficient algorithm to describe discrete time measure-
ments as a series of cosines. When the length of the measurement is not precisely an exact
multiple of the period of the signal, or if the signal is not perfectly periodic, leakage errors
occur. Sometimes leakage can even mask components of smaller signals.
The begin- and end-points are discontinuous, these discontinuities are shown in the FFT as
(high) frequency components that are not present in the original signal [43]. To make sure
that there are no discontinuities between the begin and the end point a window (filter) was
applied to the data. A window makes sure that the begin and end point are zero. In this way
the leakage does not affect the complete frequency bandwidth and is confined to a smaller
frequency range. This allows to determine the true amplitude of individual peaks and in the
case of two closely spaced tones it is possible to separate them [44].

Different windows are used for the different types of measurements. Amplitude accuracy is
very important for the data analysis of the tone measurements, hence, a flattop window was
used with 1 s length. To analyze the sweep measurements a rectangular filter with a length
of one sweep was used. During the data analysis of the pulse measurements it is important to
align the window with the pulse. A Hanning window was used with the middle of the window
located at the start of the pulse. The length of the Hanning window should be long enough
to include the dynamics of the hydrophone caused by the pulse, and should be short enough
to exclude the dynamics caused by reflections of the acoustic waves. In the horizontal plane
the space between the source and the hydrophones was approximately 0.5 m and the first
object to cause reflection was the surface of the water which was located 2 m higher. The
first reflection, reflected via the water surface, has a traveling distance of 2.0156 m from the
source to the hydrophones. The time needed for this wave to reach the hydrophones is 1.3
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Figure 5-4: The reflected wavelength while lowering the FOHs to 5 m depth in steps of 1m. The
steps of 1 m depth difference can clearly be seen. Left: L3. Right: L4.

ms, thus the length of half the window should be shorter than this. The length of the window
is 2 ms.
There may be some error in the results if the reference sensor and the FOH were not placed
at the same distance of the source. It is assumed that this difference was very small.

5-2-1 Static pressure measurements

The FOHs were lowered in the basin in steps of 1 m, the reflected optical wavelength was
measured with a Micron optics device. This set-up does not require a reference hydrophone.
Figure 5-4 shows the recorded data of hydrophone L3 and L4. The steps of 1 m depth
difference are clearly visible. Results for S1 and S2 were found similar to that of L3. Only L4
shows odd behavior, with every step it takes some time to settle. It is not known what causes
this behavior. Two possible causes may be that either the hydrophone has a small leakage
or that the FBG is partially located outside the transducer. If the FBG is partially located
outside the transducer when the transducer is moved, the fiber outside the transducer will
bend and it will take some time for the fiber to move to its original position.

The optical wavelength shift between two successive depth levels was determined and con-
verted into the strain in the fiber per Pascal pressure. The results are presented in Figure 5-5.
The two thick black lines depict the static sensitivity as predicted using FEM. The static sen-
sitivity is 3.95 nε

Pa for the short hydrophones and 2.04 nε
Pa for the long hydrophones. The

sensors exhibits similar sensitivity on all depth levels when moving up and down between
these levels. Some error can be explained by the way in which the test was conducted. The
rope was held by hand and also manually lowered and an error of a few cm in depth could
easily be made. An error in marking the distances on the rope can also easily be made. An
error of 5 cm corresponds to an error of 5 %, which is 0.2 nε

Pa using the predicted sensitivity.
Also the lower sensitivity between 0 m and 1 m depth can be explained because that the
sensor was at the surface of the water, and it was sometimes below and sometimes on the
surface during measurements.
The average of the sensitivities is 3.82 nε

Pa for S1, 2.82 nε
Pa for S2, 1.35 nε

Pa for L3 and 0.75 nε
Pa

for L4. It is concluded that S2, L3 and L4 are less sensitive than predicted. Reasons for this
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Figure 5-5: The static sensitivity of the FOHs while lowering them deeper in the water in steps
of 1 m. The black line depicts the predicted sensitivity by the FEM models. Left: the normal
hydrophones. Right: the longer hydrophones.

could be that the diaphragms are thicker or have a smaller radius or that the transducers are
longer. Within the manufacturing tolerances the static sensitivity allowed is in the worst case
3.38 nε

Pa for the short sensors and 1.73 nε
Pa for the long sensors.

When the fiber is attached there will always be some glue on top of the diaphragm. In the
FEM model a drop of glue of 1 mm was taken into account. The glue on the manufactured
sensors can have a different Young’s modulus than the glue in the model and the shape
can be different anyway. Hence the differences between the experimental sensitivity and the
calculated sensitivity may also have been caused by glue affecting the sensitivity or by a
manufacturing error exceeding the manufacturing tolerances.

5-2-2 Transfer function

The transfer functions were determined using the measurements with the sweeps and the
pulses. The sweeps were generated with a function generator and the frequency was increased
at a fixed rate. Typically the sweeps spanned a frequency range of 10 kHz or more and the
period was a few seconds.

The formulas to calculate the transfer function and the coherence function are:

Transfer function = Pyx
Pxx

. (5-1)

Coherence function = |Pxy|2

PxxPyy
. (5-2)

In the equations, Pxx is the PSD of the input signal, which is the output of the reference
hydrophone and Pyy is the PSD of the output signal, which is the output of the FOH. Pxy is
the cross power spectral density of the two signals.
The coherence function is commonly used to examine the relation between the two signals and
to estimate the causality between the two signals. When two signals are perfectly correlated
the coherence is 1, when there is absolutely no correlation the coherence is 0. The coherence
can thus be taken as an indicator of the quality of the transfer function. In the research
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presented in this thesis the transfer functions of the sweeps are filtered with the values of the
coherence function, in which a coherence higher than 0.7 is required.

In Figure 5-6 the transfer functions of the frequency sweep measurements are shown and
compared with the FEM predicted FRFs. On the left side the measurements are shown when
the source is above the hydrophones, on the right side the measurements when the source is
located next to the hydrophones. The first row from above presents the transfer functions
of the measurements with S1, the second those with S2, the third those with L3 and finally
the bottom row represents the measurements done with L4. The various colors in this figure
indicate the transfer functions of the separate measurements and the black line indicates the
FRF from the FEM model.
In general the FEM predicted FRFs correlate very well with the experimentally determined
transfer functions. When the measurements were conducted immediately after each other,
without changing anything in the configuration, it is clearly seen that these measurements
align very well together. But in a measurement that was done later, while in the meantime
the sensor had been moved, a change in behavior is observed. This can clearly be seen in the
top right figure, where there is a dip at the eigenfrequency. A clear explanation for this was
not found, maybe a strange reflection (by the basin, watersurface or the hanging construction)
precisely on only one of the reference hydrophone or FOH and not on the other could have
caused this.

Pulse measurements at different frequencies (and different input voltage to the source) were
also conducted. The input signal is an acoustic wave at a certain frequency, which stops after
one wavelength. In Figure 5-7 the transfer functions of the pulse measurements are compared
to those calculated from frequency sweeps for S1 and L3. The transfer functions of the pulse
measurements verify those of the sweep measurements, they show the same behavior including
the peaks and valleys.

The experimentally determined transfer functions of S1 and L4 correspond very well with the
expected behavior as predicted in the FRF using FEM. The eigenfrequency is located at the
expected frequency. The sensitivities are also the same, even at the resonance peak. The
measurements and the FEM model of S1 have the same Q-factor, which is 0.13, hence the
damping was included correctly in the models. One difference is that the transfer functions of
S1 and L4 with the source horizontal to the hydrophones show unexpected behavior around
68 and 74 kHz. As the axi-symmetric FEM model can only include symmetric eigenmodes,
this may indicate an asymmetric eigenmode.
For the other two sensors, S2 and L3, the shape of the experimentally determined transfer
functions and the FRF by the FEM model have the same general shape. The location of the
eigenfrequencies is though somewhat higher and also the sensitivity is lower. This suggests
that the diaphragms were manufactured stiffer. The behavior of both S2 and L3 with the
source horizontal to the hydrophones, show a dip (or multiple) at the eigenfrequency. This
is seen in the measurements with the burst and the sweeps, thus it can not be caused by
echos. A possible explanation could be that the diaphragms on the same hydrophone have a
different stiffness, which causes dynamic behavior that was not taken into account.

At the end of Chapter 4 it was predicted that the longer sensors would behave differently for
waves traveling horizontally or vertically in the direction of the sensors. The experimentally
determined transfer functions confirm this behavior.
Furthermore, when estimating the static sensitivity by interpolating the transfer functions
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towards 0 Hz, the results from the static measurements are confirmed. The transfer function
and the static measurement results show the same static sensitivity for FOHs S1, S2 and L3.
The static sensitivity for L4 is different and as the static measurement of L4 also showed some
strange behavior, which is not well understood, it was concluded that the static measurements
of L4 were probably executed wrongly.

The manufacturing tolerances can explain the differences between the measurements and the
FEM model partially. A FRF with the largest changes in tolerance was calculated to see what
the maximum change in behavior due to manufacturing tolerances could be. The diaphragm
was made 0.01 mm thicker, the diameter 0.05 mm smaller and the length 0.64 mm longer.
The FRFs of the FOHs with changed dimensions are plotted versus the transfer functions of
the measurements, this is shown in Figure 5-8. The slightly higher eigenfrequency and lower
sensitivity of the L4 hydrophone lies within the possible difference caused by mechanical
tolerances. For S2 and L3 the tolerances can explain some of the difference, but not all.
Similar to the static sensitivities, the glue on top of the diaphragm where the fiber is attached
can have a different Young’s modulus than the glue in the model and the shape can differ,
causing a different behavior.

In Figure 5-9 the PSDs of sweep measurement with FOH S2 are shown. The left figure
presents the PSD of the reference hydrophone and the figure on the right presents the PSD of
S2. The amplitude of the pressure waves emitted by the source scales linearly with frequency,
following the specifications of the source and verified by looking at the PSD of the reference
hydrophone. At low frequencies the amplitude of the emitted pressure waves was so small
that the measurements of the reference hydrophone, but also of the FOH show a large noise.
This noise caused a coherence below 0.7 for frequencies below 10 kHz.

Echo

The transfer functions originating from the frequency sweeps show a substantial jitter. Look-
ing in more detail at transfer functions of different measurements, which overlap in their
frequency range, it is noticeable that this jitter does not behave randomly, but is rather con-
stant. In Figure 5-10 transfer functions of different measurements of S2, conducted after each
other without changing anything in the set-up, are depicted. The PSD of the FOH and the
reference hydrophone are depicted in Figure 5-11. The jitter is present in both hydrophones,
so it is not caused by the dynamics of the hydrophones.

A simulation was conducted of a frequency sweep with echos. An echo that is delayed by 1.3
ms, the minimum travel time for an echo reaching the hydrophones in this set-up, and that
has 5% of the power of the original signal was added to the sweep. An extra echo that is
delayed by 2 ms was added in a second simulation. The PSD of these signals without and with
echos is shown in Figure 5-12. There is a jitter very similar to the jitter in the measurements.
Hence, it is likely that the jitter in the measurements is caused by the echos in the basin. In
further research it is recommended to experiment in a large lake or sea to avoid the echos
that cause this large jitter in the transfer functions.
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Figure 5-6: The transfer functions of the frequency sweep measurements. The colors indicate
the transfer functions of the separate measurements and the black line depicts the FRF from the
FEM results. The 1st row shows the transfer functions of S1, the 2nd row shows those of S2, the
3rd row show those of L3 and the 4th row shows those of L4. Left: the source is located above
the hydrophones. Right: the source is located at the same height of, next to, the hydrophones.
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Figure 5-7: The colored lines that are included in the legenda depict the transfer functions of
the pulse measurements, the blue lines depict the transfer functions of the frequency sweeps with
the source horizontal to the hydrophones. The black line is the FRF from the FEM model. Left:
S1. Right: L3.

Figure 5-8: The magenta lines depict the FRFs of the FOHs with the maximum tolerance error,
the black line depicts the normal FRF from the FEM results and the blue lines depict the transfer
functions from the frequency sweeps. Left: S2. Middle: L3. Right: L4.
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Figure 5-9: The PSD of sweep measurements done with FOH S2. The colors depict different
meaurements. As seen the amplitude of the pressure waves is smaller at lower frequencies and
the the signal to noise ratio is larger. Left: the PSD of the reference hydrophone. Right: the
PSD of S2.
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Figure 5-10: The jitter in the transfer functions of different measurements is almost identical for
measurements with the same configuration. The colors indicate the transfer functions of different
measurements with sensor S2.
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Figure 5-11: The PSD of the FOH and the reference hydrophone is depicted. The jitter exists
in the PSD of the measurements of both the FOH and the reference hydrophone. Left: reference
hydrophone. Right: the FOH.
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Figure 5-12: Left: PSD of a frequency sweep without echo. Middle: PSD of the same signal
with an echo with 5% amplitude that is 1.3 ms delayed is added. Right: PSD same signal with
another echo added with time delay of 2 ms.
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Sweep: 1-30 kHz, 4 m depth

Sweep: 20-50 kHz, 4 m depth

Sweep: 40-70 kHz, 4 m depth

Sweep: 1-20 kHz, 2 m depth

Sweep: 20-50 kHz, 2 m depth

Sweep: 50-70 kHz, 2 m depth

Figure 5-13: Transfer functions of the frequency sweeps of the FOH S2 conducted at 2 and 4
depth. There is no difference.

Depth dependency

To check if the dynamic behaviour of the hydrophones would change with a higher static
pressure, the frequency sweep measurements with FOH S2 were conducted at 2 and 4 m depth.
The transfer functions for these measurements are given in Figure 5-13. As seen there is no
depth dependency. A FEM simulation including different static pressures, corresponding to
0, 2 and 4 m water depth, was conducted. This simulation also showed a negligible difference
in behavior between static pressure differences in this range.

5-2-3 Tone measurements

To determine if the hydrophones behaves linearly, measurements were done with a constant
tone at one frequency. The measurements were done with a varying input voltage of the
acoustic source. The amplitude of the acoustic waves scales linearly with the input voltage.
The PSD of the tone measurements at 30 kHz with different input voltages for the S1 is
depicted on the left of Figure 5-14. The PSD amplitude scales linearly with the used input
voltage. On the right of the figure the measured strains by the FOHs during the measurements,
with tones at several frequencies, as a function of input voltage are shown. Note that the
different slopes are due to the output of the source, which is not constant but increases
with frequency (see Figure 5-9). At higher and lower frequencies all the four FOH’s behave
linearly. This means that the experimentally determined sensitivity is also valid for pressure
waves with a low amplitude, such as the pressure wave from the neutrino interaction.

The transfer functions of the tone measurements complement the transfer functions derived
from the sweeps and the pulse measurements. In Figure 5-15 and Table 5-1 the transfer
functions of the sweep and pulse measurements are compared to the sensitivities from the
tone measurements and the FRFs from the FEM mode. The jitter in the sweep measurements
makes it difficult to find the exact sensitivity. Only the value of the pulse measurement
that had the same frequency as the tone is listed in the table. Except for the 20 kHz tone
measurements with the S1, the sensitivities from the tone measurements correspond very well
with most sweep and pulse measurements. The amplitude of the transfer functions of the
sweep and pulse measurements is thus quite trustworthy.
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Figure 5-14: Left: the PSD of tone measurements at 10 kHz with several voltage as input.
Right: the measured strain of the tone measurements, at several frequencies, as a function of
input voltage for the four FOHs.

Figure 5-15: The sensitivities found with the tone measurements (red stars) are compared with
the transfer functions from sweep (blue lines) and pulse measurements (green lines) and the FEM
model (black line). Top; left: S1, right: S2. Bottom; left: L3, right: L4.
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Table 5-1: Value of the dynamic sensitivity at certain frequencies, deduced from the transfer
functions, which are derived from the various measurements.

Sensor Freq. [kHz] Tone Sweep Pulse FEM model
S1 10 3.88 3.73/2.34 4.284 4.28

20 11 5.51/3.51 5.28 5.66
S2 10 2.99 3.19/4.39/5.87 2.78 4.29

30 4.46 7.24/4.53 5.52 11.36
L3 10 1.39 1.51 1.49 2.28
L4 10 1.56 1.61 1.82 2.28

20 1.63 1.62 2.01 3.44

5-2-4 Pulse measurements

The pulses used during the pulse measurements had approximately the same shape as the
pulses coming from neutrino interactions, which is a sine shaped pulse with a length of only
one wavelength. Hence, it is very interesting to look at the behavior of the sensor for such
signals. Although the used pressure amplitude during the measurements is higher than the
amplitude from a real neutrino signal, the dynamic behavior is still realistic as the FOHs
behave linearly.
The pulse measurements of the FOH S1 are shown for pulses at three different frequencies
in Figure 5-16. The acoustic source sent out a higher amplitude at higher frequencies and
the FOH has also a higher sensitivity at frequencies closer to the eigenfrequency. Hence, the
response of the FOH at 30 kHz is much larger than at 10 kHz. At 10 kHz the amplitude was
even so low that the response in the time domain is difficult to make clearly visible above the
noise. The FOH has, in contrast to the reference hydrophone, a long reverberation after the
pulse, especially for frequencies close to the eigenfrequency. By filtering the original signal
can be retrieved.

Figure 5-16: The pulse measurements at different frequencies. Top row: the response of the
FOH S1. Bottom row: the response of the reference hydrophone.
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Chapter 6

Conclusions and recommendations

As a result of the research as discussed in this thesis, conclusions and recommendations will
be made in this chapter.

6-1 Goal and main conclusions

Goal

Before jumping into the conclusions, the goal of the research reported in this thesis is repeated:

The goal of the research reported in this thesis is to design, construct and test a
hydrophone that can be used to detect ultra-high energy neutrinos, when imple-
mented in a large-scale telescope.

To be implemented in a telescope for the detection of ultra-high energy neutrinos, the de-
signed hydrophone has to meet requirements on sensitivity, dimensions, frequency range and
pressure compensation. The emphasis during the design phase was to come up with different
possibilities to design and optimize transducers that convert pressure into strain in a fiber.
Topology and shape optimization techniques were implemented. In particular, emphasis was
placed on both the manufacturing and testing of a hydrophone, such that the dynamic be-
havior predicted by finite element method models could be verified experimentally.

A systematic approach to design and optimize a transducer, that converts pressure to strain
in a fiber, was used to design a fiber optic hydrophone. Four hydrophones were successfully
constructed and tested. By experimentally investigating the dynamic behavior of the four
constructed models, the predicted dynamic behavior by the FEM models was verified. Hence
it was concluded that the modeling approach was sufficiently accurate. Detailed findings and
recommendations on the different approaches used for the design, the manufacturing and the
experiments are presented in Section 6-2.
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Requirements

Sensitivity: The first requirement is that the hydrophone must be able to measure the
ambient noise in the sea at Sea State 0 (SS0). The sea state is a variable that describes the
state of the ocean, when there is more wind (a higher level of the sea state), the sea is noisier
and the ambient noise is higher. SS0 is when the water surface is very calm and the water
looks glassy. SS1 is when the water surface shows small ripples and SS4 is when the conditions
are moderate. When the hydrophone can measure as low as the ambient noise in the sea,
the noise in the sea is the limiting factor on the minimum amplitude of the signal caused
by neutrino interaction that can be measured. Otherwise the sensitivity of the hydrophone
is the limiting factor. The designed hydrophone can measure the ambient noise at SS1 in
its complete frequency range, the ambient noise at SS0 can only be measured below 10 kHz
and around the first eigenfrequency of the hydrophone. The conditions in the sea are mostly
above SS0, hence most of the time the noise will be the limiting factor.
In the case of measuring at a location with an ambient noise lower than the hydrophone is
able to measure, slightly more hydrophones are needed to cover the whole detection volume
of the telescope. The fiber optic hydrophone has a sensitivity that is significantly higher than
required to measure the acoustic signal coming from ultra-high energy neutrino interactions.
Thus, although the required sensitivity to measure SSO is only partially met, the hydrophone
can still be used for the detection of ultra-high energy neutrinos.

Frequency range and directionality: The hydrophone should have a frequency range of
1 - 50 kHz. There was a trade-off between sensitivity and frequency range, hence concessions
had to be made. The frequency range of the hydrophone goes up to 40 kHz. The hydrophone
was also constrained to certain wavelength related dimensions. These constraints were made
to obtain a hydrophone that does not show direction-dependent dynamic behavior. The
hydrophone meets this requirement and only shows a small change in dynamic behavior due
to directionality in its frequency range.

Pressure compensation: The fiber optic hydrophone needs to operate in the deep-sea at
3 km depth. As this exceeded the limits of the project, a pressure compensation mechanism
was not designed in this research. However, designing such a mechanism is necessary before
the hydrophone can be implemented in the acoustic telescope for neutrino detection. The
behavior of the hydrophone, in the case of being pressure-compensated, was predicted. At
a hydrostatic pressure of 300 bar, the pressure at 3 km depth, the dynamic behavior of the
transducer will only slightly change.

Conclusions

The manufactured hydrophone and it’s specifications are presented in Figure 6-1.

To conclude: the designed hydrophone is suitable for ultra-high energy neutrino detection.
However, extra engineering is needed to design a pressure compensation mechanism and to
implement it in arrays to be used in the neutrino detection telescope. The dynamic behavior
was characterized using FEM models and was experimentally verified.
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Figure 6-1: Left: the manufactured hydrophone. Right: the specifications of the hydrophone.

6-2 Detailed findings and recommendations

6-2-1 Design and optimization

A systematic approach to design and optimize a transducer, that converts pressure to strain
in a fiber, was used to design a fiber optic hydrophone. Extensive literature research was
done on fiber optic based hydrophones. Surprisingly, only a small amount of mechanisms
was found. Limited research on other types of hydrophones and transducers was done. It
is recommended that when further research is continued in this area, the literature on other
types of hydrophones should also be explored, as they are more developed than the fiber optic
based hydrophones.
Topology optimization was used to find inspiration for new transducer concepts. Many differ-
ent topology optimization simulations with hydrostatic pressure as load and various settings
were performed in a 2D and 2D axi-symmetric environment. A large amount of possible
designs was conceived. However, the conversion of the topology optimized designs to real
concepts was too extensive and time-consuming in the context of this project and therefore
it was decided to optimize an already existing concept.
Although many potential designs were found, there are some flaws in the optimization that
are recommended to be improved in the future. Most optimization issues originate from the
pressure load that is applied in the optimization. The complexity of topology optimization
with pressure load problems lies in the fact that at each iteration step the pressure load
changes in location, direction and magnitude. One of those issues is that it is difficult to get
a stable optimization, another is that no procedure was found to force the boundaries of the
transducer to form a closed cavity. Hence, not all the resulting designs of the optimization
have closed boundaries. When a boundary is not closed, the design does not function under a
real hydrostatic loads. For further research other methods to work with hydrostatic pressures
loads can be tried, such as methods with boundary identification or with a filter on densities
to determine where pressure should be applied.
Topology optimization can also be implemented inside an already existing transducer to
enhance the performance. In this way no hydrostatic pressure directly interacts with the
finite elements in the design domain of the optimization. Finally, when the encountered
problems are solved, the optimization should be applied in 3D, which will cost much more
computational time. 3D has total design freedom and no limitations, such as the design must
be symmetrical, and therefore very different and potentially superior designs can be formed.
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This research done within the framework of this project can be seen as a good starting point
for future research on the use of topology optimization in combination with pressure loads.

The dimensions of two concepts, the diaphragm and the reversed diaphragm were parametri-
cally optimized. Two algorithms were used to obtain the highest sensitivity, while constraining
the eigenfrequency. Different eigenfrequencies values were used as constraints to create suffi-
cient variation in frequency range and sensitivity to select an optimal design for the detection
of neutrinos. One phenomenon that had to be taken into account during optimization is the
effect of added mass. When a structure accelerates in a fluid, the fluid applies an extra inertial
force on the structure. This causes a large decrease of the eigenfrequency of a diaphragm that
is moving in water. The added mass effect is a complex phenomenon and not much literature
was found on estimating the effect of added mass with FEM software. With the method that
was employed in this thesis the added mass could be estimated and used for optimization.
This method includes the estimation of the added mass applied on the diaphragm in function
of the diameter of the diaphragm. This estimation was based on a curve fit of the calculated
added mass for several different radii of the diaphragm.

There are some recommendations for the parametric optimization: the first is on the esti-
mation of the added mass effect. When calculating the frequency response of the optimized
design using FEM models, which included the acoustic physics, it was observed that the esti-
mate of the added mass was not perfect. To illustrate: the optimized design, which was used
as the basis of the final design, has an eigenfrequency at 36.7 kHz, while the optimization was
constrained to a minimum eigenfrequency of 40 kHz. So, the estimation of the added mass was
not precise for very small diameters of the diaphragm. It is recommended to find a better fit
for the estimation of the added mass when doing further research on hydrophones, because its
effect on the eigenfrequency can be considerable. Alternatively, a coupled acoustic-structural
simulation approach can be used, however this gave challenges in identifying the structural
vibration modes out of the many structural and acoustic modes the simulation produces.
This is an interesting entry for further research. In future research shape optimization on the
shape of the diaphragm can be of added value. For example, one could think of a corrugated
diaphragm.

6-2-2 Manufacturing

The parametrically optimized design was first simplified to make manufacturing simpler. Two
hydrophones with the optimized dimensions and two hydrophones of three times longer length
were manufactured. The longer hydrophones were manufactured to study the effect on the
dynamical behavior caused by a different ratio of transducer length to the wavelength of the
acoustic waves. Machining the components was easy, however the assembly showed some
difficulties. It proved difficult to attach the thin optical fiber to the transducer, without
the risk of breaking the fiber. Further engineering is needed to make the assembly more
suitable for mass manufacturing. Another recommendation is to make a design with more
margin between the length of the FBG and the transducer in which the FBG must fit. A last
recommendation is to design a hydrophone in which the fiber laser can be engraved in the
fiber while it is already fixed to the transducer. In this way the fiber laser is automatically
aligned with the transducer and the fiber laser, which is invisible, does not have to be located
before assembly.
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6-2-3 Experiments

The goal of the experiments was to verify the frequency response functions of the transducer
as predicted with FEM. Four types of measurements (static, frequency sweeps, pulses and
tones) were executed to have a complete set of data, such that they could complement and
corroborate each others results. The experimentally determined behavior of two of the manu-
factured hydrophones corresponds very well with the predicted frequency response functions.
The sensitivities and the location of the eigenfrequencies match. The other two hydrophones
showed similar behavior as well, when taking into account the possibility that the diaphragms
were manufactured stiffer than expected.

By doing measurements with the source located at different orientations to the hydrophones,
it was possible to verify the directionality of the hydrophones. Also with measurements at
different depths, the depth dependency could be confirmed. The hydrophones behave linearly
at low and high frequencies and thus the determined behavior of the hydrophones is also valid
at low pressure amplitudes, like in the cases when the signal comes from neutrino interactions.
Furthermore, pulse measurements were conducted with pulses, which have approximately the
same shape as the signal coming from a neutrino interaction.

There are, however, a few (unexplained) artifacts observed in the measurements that raise
questions. One can occasionally see a dip in the sensitivity at the eigenfrequency and also
the data are very noisy under 10 kHz, resulting in the situation that no conclusions can be
drawn about the behavior of the sensors below this frequency. It is recommended to examine
these artifacts. In the transfer functions of the sweep measurements a large constant jitter
was present. It is likely that this jitter is caused by echos in the basin, in which the tests were
conducted. To avoid these echos, the measurements should be done in a large volume lake or
sea.

Finally, additional measurement were conducted with a pistophone. They were done to
compensate for signal losses in the reference hydrophone system. For several reasons it was
assumed that the results of those measurements were invalid. An accurate calibration of the
complete measurement system is necessary for good results and thus the problem with the
signal loss measurement should be resolved before doing further testing. A first experiment
to do this is by using an acoustic source of which the behavior is well known.
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Appendix A

Acoustic waves and units

A-1 Acoustic waves

An acoustic wave is the propagation of a mechanical perturbation in a medium, in this case
water. Because the medium has elastic properties, the local compressions and decompressions
propagate from one point to its surrounding points, away from their source. The rate of
propagation is called the velocity of the acoustic wave. The acoustic waves in water are
longitudinal waves. The acoustic pressure is the variation of pressure around the average
hydrostatic pressure.

The propagation velocity c of the acoustic wave depends on the density ρ and the elasticity
modulus E of the medium, which are also dependent on the pressure, salinity and temperature.
The wavelength at a certain frequency is thus also dependent of those variables. In sea water
the velocity is close to 1500 m/s, in air this is approximately 340 m/s [45].

c =
√
E

ρ
(A-1)

λ = cT = c/f. (A-2)

In acoustics it is common to work with logarithmic scales, intensity and power. The absolute
acoustic pressure is expressed in dB re 1 µPa.

A-1-1 Propagation losses

There are two main processes in which the acoustic wave loses intensity, the geometrical
spreading loss and the attenuation loss. These losses determine the range of the acoustic
wave. The hydrophone’s performance depends directly on signal to noise ratio and thus on
the amplitude of the acoustic wave at that point.
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Figure A-1: The temperature distribution in the Mediterranean sea.

First a small explanation about the geometrical spreading loss. When the acoustic wave
spreads from its source and the energy of the acoustic source is conserved, the energy will
spread over spheres with larger and larger radii, Ri. The intensity will decrease each time
it is further from the source. The intensity, seen in equation Eq. (A-1-1), will decrease
proportionally to the surfaces (Si) of the spheres.

I1
I2

= S2
S1

=
(
R1
R2

)2
. (A-3)

Second there is the attenuation loss. When the acoustic wave is traveling through the water,
part of the energy is absorbed by the sea water, this is called attenuation loss. In distilled
water the attenuation loss is proportional to the square of the frequency of the wave. Because
of this waves with a higher frequencies have a higher attenuation loss and will propagate
less than the waves at lower frequencies. In sea water there is also some extra attenuation
due to the ionic relaxation of chemical compounds [6], this is dependent on pressure and
temperature of the water. The Mediterranean sea where the telescope will be located shows
some favorable characteristics for neutrino detection. At great depths the sea still has a
temperature of about 13 degrees Celsius and the change in temperature is negligible, this is
favorable for the ionic relaxation and causes a longer attenuation length. The temperature
distribution in the Mediterranean sea is shown in Figure A-1. In Figure A-2 the absorption
and attenuation length in the sea and in pure water are depicted, as seen, the absorption is
very dependent on frequency.
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Figure A-2: Left: the absorption of acoustic waves in function of the frequency of the wave
[46]. Right: the attenuation length of acoustic waves in functions of the frequency of the wave
[6]. The straight line is in pure water, the solid thick line is in seawater at 2000 m depth and the
dashed line is in seawater at 100 m depth.

A-2 Logarithmic scale and power spectral density

Because the large range in acoustic pressure and power it has become common to use a
logarithmic scale, this scale is noted in decibels (dB). A dB quantifies the difference between
two values. A decibel is equal to 10 log10

P1
P2
. A 10 dB difference between P1 and P2 means

that P1 is ten times higher than P2.

When working with acoustic pressure, the sound pressure level (SPL), the ratio of intensities,
is expressed as in equation Eq. (A-4).

SPL = 10 log
(
P1
P2

)
= 10 log

(
p2

1
p2

2

)
= 20 log

(
p1
p2

)
. (A-4)

A reference level, pref is used to be able to compare the absolute pressure in dB.

pdB = 20 log
(

p

pref

)
. (A-5)

In underwater acoustics 1 µPa is usually used as the pressure reference. When working with
air the reference pressure is usually 20 µPa. In water this is thus expressed as dB re 1 µPa.

The power spectral density (PSD) is the mean-squared pressure of the noise measured in
a given frequency bandwidth divided by the measurement bandwidth, it is also called the
spectral level (SPL). Its decibel unit in underwater acoustics is dB re 1 µPa2

Hz . The total power
content of the PSD is the same as that of the time signal the PSD is calculated from.
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Appendix B

Added mass effect

FEM models were made of two beams of which the eigenfrequencies in water are already
known in literature. The eigenfrequencies, experimentally determined in literature [47][48],
and found by simulations are listed in Table B-1 and Table B-2. Figure B-1 shows one of the
models of the simulations. The boundary condition at the outer side of the acoustical domain
is the spherical wave radiation boundary condition.

Figure B-1: Model for the simulation of a beam in water.

Table B-1: The eigenfrequencies of a one side clamped beam found with simulations and ac-
cording to [47].

Mode In air from source In air simulation In water from source In water from simulation
1 15.1 15.16 4.2 5.51
2 94.9 94.98 30 34.86
3 266.2 266.14 95 99.52
4 522 522.15 198 200.12
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Table B-2: The eigenfrequencies of a one side clamped beam found with simulations and ac-
cording to [48], only the bending modes of the beam are in the table.

Mode In air from source In air simulation In water from source In water from simulation
1 169.12 177.92 128.46 137.5
2 1060.1 1109.6 809.3 862.1
3 2947.5 2201.4 2421.5

L.M. Peeperkorn Master of Science Thesis



Appendix C

Topology optimization

C-1 Overview

There is a vast choice in how to set up the TO simulations. Here the variations on objective,
constraints, boundary conditions and more that were studied are laid out.

• Material properties

– Young’s modulus and Poisson ratio
∗ Different ranges in which the Young’s modulus can vary:
∗ 1e-6 to 1e3 Pa
∗ 1e-6 to 1 Pa
∗ 1e-3 to 1e3 Pa
∗ 1e-3 Pa to 200 GPa
∗ 1 Pa to 200 GPa

– Bulk modulus and shear modulus

• Interpolation methods

– SIMP: with varying heights of penalization
– RAMP
– SIMPRAMP [49]

• Interpolation between different material phases

– Solid - void
– Solid - void - Soft material
– Solid - Soft material
– Solid - water
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– Solid - void - water [50]

• Shape design domain

– Quarter circle
– Half circle
– Circle
– Rectangular
– Hole, in the middle of the design domain, that is not part of the design domain.

No design can be formed here.
– Small gap around fiber which is not part of the design domain.

• Initial design field

– Uniform value for the density of all elements
– Gradient in the begin densities from the elements
– Starting design

• Model of fiber (solid, spring, thin elastic layer, long, short, ...)

• Filter

– None
– Helmholtz filter

• Boundary conditions

– Symmetric
– Soft boundary
– Roller
– Elastic with springs
– Hard boundary
– Hard+soft boundary

• Load cases of varying sizes (from 1e-6 Pa to 1 Pa)

– Point/boundary load
– Pressure loads
– Prescribed displacement
– Load with direction pointed to the middle
– Load on point/boundary of solid structure
– Prescribed displacement solid structure
– Loads with springs
– Expansion solid material
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• Discretization of elements

– Linear
– Quadratic
– Higher order elements
– Lagrange/serendipity
– Real/complex

• Objective function (maximizing or minimizing)

– Displacement of (the end) point on fiber
– Maximizing elastic energy in fiber
– Maximizing the strain in the fiber
– 1/(one of the above objective functions)
– The quadratic of one of the above objective functions, with this approach the

optimization algorithm can choose to for example to extend or shorten the fiber

• Constraints

– Maximum amount of material
– Maximum ratio between different material phases
– Elastic energy in the design domain
– Maximum displacements of elements
– Elastic energy with a pseudo-gravity load case

• Mesh

– Element size
– Element shape
– All uniform elements

• Termination criteria

– Maximum number of iterations
– Convergence of the objective function

C-2 Discretization

The typical force inverter problem is used for a small discretization study. 100 iterations
were done for each optimization with different settings, the results and settings are shown in
Figure C-1. The first column are the components in the simulations that are discretized and
the second column lists the various possible settings. The "x" in the other columns depict
which setting were used and at the bottom of the columns the resulting design after 100
iterations is depicted.

Master of Science Thesis L.M. Peeperkorn



86 Topology optimization

Figure C-1: A small discretization study for the TO. The "x" marks which discretization settings
are used in the optimization. The results of the optimization after 100 iteration are seen in the
pictures.
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Appendix D

Finite element model

For this research Comsol, a finite element method (FEM) package, is used. Several simulation
models are used for different purposes. First a brief explanation on the used physics is given
and then the models that were used for the different purposes are explained and checked.

D-1 Physics and boundary conditions

Three different physics or modules are used. First of all the structural and acoustics physics
are used to solve the equations of motion. The fluid-structure interaction interface is added
to combine the structural and acoustic physics on their shared boundaries. Second the opti-
mization module is used to set-up the optimization algorithms with its objective, constraints
and other settings.

The structural module solves the mechanical equations for the elastic deformations of the
transducer, while the acoustic toolbox solves the Navier-Stokes equations to find the velocity
and pressure fields of the fluid. The multiphysics coupling is on the acoustic-structure bound-
ary interface. It couples a pressure acoustics model to structural components, including the
fluid load on the structure and the structural acceleration as experienced by the fluid. For
example: the velocity of the structure is coupled to the velocity of the fluid and on that
boundary they must be the same. The equations that are used on exterior boundaries read
as follows, where n is the surface normal, utt is the structural acceleration, pt is the total
acoustic pressure and FA is the load experienced by the structure:

− n(− 1
ρc

(δpt − qd)) = −nutt.FA = pt ∗ n (D-1)

The solvers should behave correctly when coupling the physics. The model should be fully
coupled or solved in a segregated way, for large models an iterative solver could be more
efficient or robust.
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The name of the finite element method already tells that the size of the model and the amount
of elements is finite. It is not possible to recreate an infinite domain for outgoing acoustic
waves, such as there is in real life situations. In Comsol two options to truncate the acoustic
domain are given, such that reflection of the waves at the outer boundaries of the model is
minimized: the perfectly matched layer (PML) and the spherical boundary condition. When
the spherical boundary condition is applied on a boundary, it is completely transparent for
waves traveling perpendicular on the boundary. Waves at other angles are also passed, but
when the angle becomes too sharp to the boundary they tend to get reflected. The PML is
not a boundary condition but rather a domain, a layer, that is added around the model and
that artificially absorbs the wave equations. When perfectly modeled the PML absorbs waves
of all frequencies and with every angle of incidence.

D-2 Models

D-2-1 Added mass estimation

The function, which was used to estimate the added mass during the parametric optimizations,
was derived using two separate models. To calculate the eigenfrequencies of the concept in
water a model with the structural and acoustic physics was used. To estimate the added
mass, which has to be applied on the diaphragm, a model which only includes the structural
physics was used.
The structural-acoustic model is shown in Figure D-1. The green depicts the acoustic domain,
with water as material. The red depicts the transducer, made of steel, and the blue depicts
the fiber, made of silica glass. A spherical wave radiation boundary condition is applied on
the outer edge of the circle. The structural model is identical to the structural-acoustic model,
but without the acoustic domain. In both models a prestress (initial stress and strain) was
applied on the fiber in the z-direction, as shown on the right in Figure D-2. In the structural
model an added mass was applied on the diaphragms, as presented on the left in Figure D-2.
The spherical wave radiation boundary condition was used to truncate the acoustic domain.
With this method there is no need to add extra elements to the model. Later it turned out
that this was not the right choice as the PML gives more accurate results. This may be
the reason why there was a the discrepancy between the estimated eigenfrequencies during
the optimization and the eigenfrequencies seen in the frequency response fuctions that were
calculated later on.

D-2-2 Optimization

The models used during the parametric optimizations resemble the models used for the added
mass estimation. The only difference was that they include an extra line of symmetry to
reduce computational time, only the half of the transducer was simulated in the model. This
model also had a prestress in the fiber. The objectives and constraints in the optimization
were calculated as follows:

• The eigenfrequency constraint was checked by doing an eigenfrequency study of the
transducer while the diaphragms are loaded with the added mass.
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Figure D-1: Model with the acoustic and structural physics used for added mass estimation. The
green color indicates the acoustic domain, which has water as a material. The red color indicated
the transducer and the blue color indicates the fiber, which is made of silica glass.

Figure D-2: Left: the boundaries on which the added mass is applied. Right: the areas in which
the prestress in the fiber is applied.
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Figure D-3: The FEM model that was used for the parametric optimizations of the diaphragm
concept. Left: the blue indicate the area in which the strain was measured. Right: the boundaries
on which the pressure load was applied during the parametric optimizations are blue.

• The other constraints only includes geometrical measurement, they do not need a study
to be checked.

• The objective was calculated by doing two static studies. One with a boundary load and
one without, the boundaries which were loaded are depicted in Figure D-3. For both
studies the strain in the blue part of the fiber as shown in Figure D-3 was calculated.
The objective was found by subtracting the strains with- and without the boundary
load.

D-2-3 Frequency response function

The frequency response function was calculated using the model seen in Figure D-4. Dark
blue depicts the PML, light blue depicts the acoustic domain, red the fiber, orange the glue
and green the aluminum transducer. The structure was fixed in the point as indicated on the
left in Figure D-5. The strain was measured in the blue section in the middle figure. The
boundary load to simulate waves coming from the right side, thus traveling in the horizontal
direction, was applied on the blue boundaries in the right of the figure. The formula used for
the boundary load was cos( 2π

c/freqR), with R being the distance from the axi-symmetric axis
and freq the frequency of the incoming wave. The loadcase in the situation that the wave
was coming from below was applied using a background pressure field in the acoustic domain.
The most outer boundary of the PML had a spherical wave radiation boundary condition.
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Figure D-4: The FEM model that is used to calculate the frequency response functions. Dark
blue indicates the PML, light blue indicates the acoustic domain, green the transducer, orange
the glue and red indicate the fiber.

Figure D-5: Boundary conditions of the FEM model used for the calculation of the FRFs. Left:
the point that was fixed in the model. Middle: blue indicated the area where the strain in the
fiber was measured. Right: the blue boundaries were loaded by the pressure load, when waves
were simulated to travel in the horizontal direction.
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D-3 Error checking

There are methods to check whether a model is already sufficiently accurate. The models
in this thesis were checked using a mesh refinement convergence study, an element order
convergence study and by comparing them to experimental data.

D-3-1 Mesh refinement convergence study

The mesh and the accuracy that can be obtained are directly related to each other. For each
element in the mesh the governing equations are solved. When the mesh is too coarse, not
enough accuracy is obtained. When the mesh is very fine a good approximation of the true
value is found, however the computational time will be much larger. With the mesh refinement
study the model was solved multiple times, but each time a finer mesh was implemented. The
results of these different simulations were compared by analyzing the strain in the fiber at
multiple frequencies. The model was meshed as in Figure D-6.

First a mesh-convergence check was done for the mesh of the diaphragm. A fixed number of
elements was imposed on the blue borders as is illustrated on the left side of Figure D-7. The
boundaries on the right side had the same number of elements divided by 5. The mesh used
for the calculations is shown on the left.

In Figure D-8 the mesh convergence checks are shown for the mesh of the diaphragm. With
35 elements, the amount that was used in the calculations, the sensitivity is already very
accurate.

Next a mesh convergence check was done on the other structural elements. A mesh was
assigned by using the automatic size function in Comsol. Using this function the mesh can
change ranging from a course mesh tot a very fine mesh. The mesh that was used for the
FRFs was made with the ’normal’ mesh size settings. The results of the check are shown in
Table D-1. From this it is deduced that the mesh size settings of these components do not
have a large effect on the sensitivity.

Table D-1: Mesh convergence study of the other structural elements.

Mesh size settings Sensitivity 1 kHz
normal 3.9600
fine 3.9600
finer 3.9602

Extra fine 3.9604
Extremely fine 3.9604

Next the mesh of the acoustic domain was checked. The maximum element size of the acous-
tic domain is obtained by dividing the shortest wavelength by 8. In Figure D-9, the mesh
convergence checks for different mesh sizes are shown. The mesh convergence study was done
for waves with a frequency of 1 Hz, 20 kHz and 80 kHz. Only at the high frequencies, the
settings matter because than the element size is of the same order of magnitude as the wave-
length. At lower frequencies the element size is already a lot smaller than the wavelength and
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Figure D-6: The mesh used in the FEM models. The PML has a structured mesh, while the
other parts use an unstructured triangular mesh.

Figure D-7: The mesh of the diaphragm in the FEM model. Left: a fixed number of elements
was imposed on the blue borders. Right: the same number of elements divided by 5 is imposed
on the blue borders.
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Figure D-8: The convergence check for the mesh of the diaphragm was done by changing the
amount of elements. Left: acoustic wave at 1 Hz. Middle: acoustic wave at 20 kHz. Right:
acoustic wave at 50 kHz

Figure D-9: The mesh convergence check for the acoustic domain. The used maximum element
size was the wavelength divided by the index of the x-axis in the figure. As seen the difference in
sensitivity between the used element sizes is negligible at lower frequencies. At a higher frequency,
80 kHz, convergence is clearly seen. Left: acoustic wave at 1 Hz. Middle: acoustic wave at 20
kHz. Right: acoustic wave at 80 kHz.

thus the changes in element size had negligible effect.

The influence by the size of the acoustic domain on the sensitivity was also checked. The
radius of the acoustic domain was calculated as is the equation below:

Radius = rcyl +D + λlow
AA

(D-2)

rcyl is the radius of the diaphragm, D is the thickness of the outer walls of the hydrophone,
λlow is the wavelength of an acoustic wave in water at 3 kHz, AA was varied between a value
of 2 and 12 to change the radius of the acoustic domain. The change in sensitivity, for pressure
waves at 1 Hz and 20 kHz, was negligible in this radius.

The PML had a structured mesh, that consisted of 8 layers. The PML has different stretching
options and in this case the rational stretching option was used as this is commonly used for
open radiation problems and it is efficient for many angles of incidence. The thickness of the
PML layer was checked for convergence. The PML thickness was: λlow/DD, where DD was
varied between 2 and 12. The change in sensitivity, for pressure waves at 1 Hz and 20 kHz,
was negligible in this range of thickness.
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Figure D-10: The element order convergence check. Left: the element order for the structural
physics is varied. Right: the element order for the acoustic physics is varied.

D-3-2 Element order convergence study

The element order convergence study works basically the same as the mesh refinement study.
The only difference is that now size of the elements does not change, but that the elements
order changes. In the left side of Figure D-10 the element order convergence study for the
structural module is shown. The fixed amount of elements of the diaphragm was 25 or 60
and the element size for the other structural elements was set to "coarse". On the right side
of the figure the element order convergence study for the acoustic elements is shown. Only
when the elements are linear the difference in sensitivity is large. In the models a quadratic
element order was used.
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