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Abstract
As important tools for information filtering, rec-
ommendation systems have greatly improved the
efficiency of users’ access to information in daily
life by providing personalized suggestions. How-
ever, as people’s reliance on it grows, recent studies
have gradually revealed their potential risks of so-
cial unfairness, such as gender discrimination that
may result from job recommendations. The unfair-
ness not only harms the interests of specific indi-
viduals or groups but also threatens the credibil-
ity and long-term sustainability of systems. There-
fore, building fairness-aware recommendation sys-
tems that proactively identify and mitigate unfair-
ness is crucial for achieving responsible recom-
mendation services. This study focuses on sys-
tematically evaluating the effectiveness of current
fairness intervention strategies. Specifically, pre-
processing methods (including data relabeling and
resampling) and post-processing methods (includ-
ing re-ranking, calibration, and equity of attention)
are selected and implemented on the two datasets
MovieLens-1M and Lastfm-NL, then comprehen-
sively evaluated in terms of two types of metrics:
accuracy and fairness. The experimental results
show that different methods are effective in im-
proving different fairness targets, with varying de-
grees of accuracy loss or gain. This paper fur-
ther explores the trade-offs between maintaining
accuracy and improving fairness on intervention
methods, and proposes future improvement direc-
tions for fairness-aware recommendation systems
in light of the experimental results.

1 Introduction
With the rapid expansion of information, people face an over-
whelming volume of content, which exceeds their ability to
process it effectively, known as information overload [1].
Recommendation systems (RS) have become important tools
for handling this issue by helping users navigate the vast digi-
tal landscape [2]. From e-commerce and streaming platforms
to social networks and personalized services, RS play an im-
portant role in many aspects of everyday digital life.

Traditionally, RS mainly focus on utility-based metrics like
click-through rate and dwell time. However, this pursuit of
optimizing accuracy often raises other issues, such as diver-
sity, privacy, and especially fairness concerns [3]. As systems
for allocating attention and exposure, RS essentially influence
which users receive access to which content, thus shaping
people’s digital experience and resource allocation [3]. This
has raised concerns about unequal treatment across demo-
graphic groups and decreased visibility of niche or underrep-
resented content[4]. These disparities often stem from biased
training data and can be further amplified by recommendation
algorithms, leading to reinforced social inequality, decreased
user trust, and content diversity [4].

Therefore, the study of fairness in RS is not only a tech-
nical challenge but also a social imperative [3]. Fairness has

long been regarded as a basic ethical principle and the core
of modern legal frameworks, designed to prevent discrimina-
tion based on sensitive attributes such as gender, race, and
age [5]. From a user’s perspective, fair RS ensure that all
users have access to high-quality and high-diversity recom-
mendations. From an item’s perspective, fair RS can improve
the exposure of long-tail content and support niche or minor-
ity creators [6]. On a broader level, promoting fairness can
improve system sustainability by encouraging a diverse and
active user and content base, ultimately realizing long-term
sustainability of recommendation platforms [7].

Although multiple fairness-aware recommendation meth-
ods have been proposed [3], there are still some open ques-
tions about the comparative effectiveness of these methods
under different evaluation metrics, and the degree of trade-
offs on accuracy and fairness they bring. Based on these gaps,
this paper focuses on the following three research questions:

• RQ1: How do the current fairness intervention methods
affect accuracy and fairness in RS, respectively?

• RQ2: What trade-offs exist between accuracy and
fairness when applying these methods to real-world
datasets?

• RQ3: Which type of intervention method achieves the
best overall balance between fairness and accuracy?

In this paper, five representative fairness interventions (in-
cluding two pre-processing and three post-processing meth-
ods) are selected and empirically explored using two publicly
available real-world datasets: the MovieLens-1M dataset [8]
for movie recommendations and the Lastfm-NL dataset [9]
for music recommendations. The performance of the meth-
ods in terms of the trade-off between accuracy and fairness
under multiple metrics is systematically evaluated through a
comprehensive quantitative analysis. The metrics used cover
user-side and item-side fairness metrics, and accuracy metrics
commonly used in RS.

The paper is structured as follows: Chapter 2 introduces
the background of fairness in RS; Chapter 3 describes the
methodological framework, including the selected interven-
tion methods, evaluation metrics, datasets, and experimental
setup; Chapter 4 reports the experimental results; Chapter 5
discusses ethical considerations and reproducibility; Chap-
ter 6 analyzes the main findings and implications; and Chap-
ter 7 presents conclusions and directions for future research.

2 Background
2.1 Recommendation systems
A recommendation system is an information filtering tool
that predicts user interest in items based on available data,
such as user profiles, item characteristics, and user-item in-
teraction history, and then provides personalized suggestions
accordingly [2]. For example, we define a user set U =
{u1, u2, . . . , um} and an item set V = {v1, v2, . . . , vn},
where m and n denote the number of users and items re-
spectively. The interaction history between users and items
is represented by a binary matrix H ∈ {0, 1}m×n, where an
entry hij = 1 means that user ui interested with item vj , and
otherwise hij = 0. These interactions can be explicit, such as



ratings that directly express user preferences, or implicit, such
as purchasing, clicking, or browsing that indirectly indicate
user interests. The main task of a recommendation system is
to predict a preference score ĥij for each user-item pair, en-
abling the system to generate a personalized top-k item list
lui

for each user ui [10]. To ensure clarity and consistency
throughout this paper, a complete list of notations is provided
in Appendix A.

RS use different recommendation models to predict user
preferences [2]. Collaborative filtering recommendation
models [11; 12] are mainly based on user-item interaction
history to identify user groups with similar preferences or
item groups with similar characteristics, and then recommend
items that may be of interest to the target user. In contrast,
content-based recommendation models [13; 14] use item fea-
tures or metadata, such as textual descriptions or tags, to gen-
erate recommendations by matching features of content that
the user historical preferred. To overcome the limitations of
a single approach, hybrid models [15] emerged. Such mod-
els improve recommendation effectiveness in practice by in-
tegrating collaborative filtering, content-based, or other tech-
niques. These diverse recommendation techniques are widely
used in different industries based on their characteristics to
improve user experience [2].

2.2 Fairness in recommendation systems
Fairness is the foundation of social construction and a core
human value, widely recognized in philosophy, sociology,
law and economics [16]. In the context of RS, which func-
tions as a two-sided platform that serves both users and items,
fairness refers to equitable treatment of all participants, in-
cluding users who receive recommendations, and items or
providers, whose content is recommended [4; 17].

User fairness refers to the equitable treatment of users,
evaluated either at the individual or group level [10]. Indi-
vidually, users with similar preferences, behaviors, or needs
should receive comparable recommendation results. At the
group level, users can be grouped based on sensitive at-
tributes(e.g., age, gender, geography) or user behaviors, and
different groups should receive comparable recommendation
results. This includes consistency in metrics such as accu-
racy and diversity, to avoid arbitrary differences in user ex-
periences [4]. For example, it is unfair if female or older
users receive a poorer quality of recommendations than male
or younger users. User attribute bias and user selection bias
are common causes of user unfairness [18].

Item fairness, also known as ”provider fairness”, focuses
on the distribution of exposure to items or the entities behind
them, evaluated either at the individual or group level [10].
Individually, items of similar quality or relevance should have
equal chances of being recommended. At the group level,
specific item categories (e.g., genre, types) or provider groups
(e.g., independent or minority creators) should not be unrea-
sonably suppressed in terms of exposure [4]. Item fairness is
especially important when platforms monetize item exposure
or when underexposure leads to negative feedback loops that
discourage participation of niche or smaller providers. Ex-
posure bias and popularity bias are common causes of item
unfairness [18; 19].

2.3 Intervention Methods
To solve the fairness problem that is gradually becoming ap-
parent in RS, a variety of intervention methods have recently
been proposed [3]. These methods can be categorized into
three types based on the intervention stage in the recommen-
dation pipeline [18] (as shown in Figure 1):

Figure 1: Three fairness intervention stages in RS Pipeline

Pre-processing methods operate at the data level and aim
to reduce potential biases before model training [3]. These
approaches balance the population distribution or weaken the
association of sensitive attributes with predicted outcomes
by modifying the training data. Typical techniques include
data relabeling [20; 21], which promotes population bal-
ance by modifying sample labels; data resampling [22; 23;
24], which achieves balanced distributions by oversampling
or undersampling certain groups; and data modification [25;
26], which modifies features to obscure sensitive informa-
tion or reduce attribute-related disparities. These meth-
ods are model-independent and can be integrated with any
downstream recommendation algorithm, making them highly
adaptable for practical use.

In-processing methods intervene during the training by
embedding fairness constraints directly into the models [3].
These often involve fairness-aware regularization terms[27],
adversarial learning [28], or reinforcement learning frame-
works [29]. Although these methods can offer fine-grained
control over trade-offs between fairness and accuracy, they
typically require modifying the internal mechanism of spe-
cific models, which has the limitation of their applicability
across different models or domains.

Post-processing methods adjust the model outputs after
training is completed. These methods focus on re-ranking
the recommendation results to achieve fairness goals with-
out changing the underlying model [3]. Examples include the
FA*IR re-ranking [30], Calibration [31], and exposure-based
adjustments [32]. Post-processing is attractive when access
to training is restricted, as it allows fairness improvements
without retraining or model changes.

This study focuses on pre-processing and post-processing
methods because of their widespread applicability, ease of in-
tegration, and compatibility with black box recommendation
models. The former are suitable for early development stages
or when retraining is feasible, while the latter provide practi-
cal solutions for retraining existing systems that are costly or
impractical. Therefore, these two type interventions provide
a flexible and effective toolbox for mitigating unfairness in
real-world recommendation settings, allowing interventions
both before and after model deployment.



3 Methodology
This section outlines the selected fairness intervention meth-
ods, metrics, datasets, and experimental setup to evaluate the
intervention effects on fairness and accuracy.

3.1 Fairness Intervention Methods
To mitigate unfairness in recommendation results, two pre-
processing and three post-processing intervention methods
are used in this study. These methods are selected based
on their relevance to the research, effectiveness in improving
fairness, and simple applicability to real-world RS.

3.1.1 Data Relabeling
Data relabeling is a pre-processing fairness intervention that
modifies training labels to balance the distribution across
different groups, thereby reducing bias before model train-
ing [3]. The strategy was originally proposed by Kamiran
and Calders in classification [21], and then adapted to rec-
ommendation tasks. The core idea is to selectively modify
ground-truth interactions, such as ratings or clicks, so that the
training data does not over- or under-represent the behavior
of groups that are either over- or under-represented. This is
particularly relevant in datasets where specific user or item
groups dominate the distribution of positive interactions.

Objective. Given a user-item ground-truth matrix H =
(hij)

m×n and a binary sensitive attribute A = {a1, a2} that
divides users into two disjoint groups (e.g., a1: protected, a2:
unprotected), the aim is to reduce disparity in positive label
distributions between these groups. So, we aim to construct a
modified matrix H̃ = (h̃ij)

m×n such that:

P (h̃ij = 1 | aui = a1) ≈ P (h̃ij = 1 | aui = a2)

where aui
is the sensitive attribute of user ui. Users from

both groups are equally likely to have positive interactions,
such as clicks, plays or high ratings represented in the dataset.

To achieve this, relabeling involves flipping some inter-
action labels, either demoting existing positive interactions
or promoting negative ones, based on group-level statistics,
to balance the distribution of positive labels across differ-
ent groups while preserving overall data structure and utility.
Thus, the trained model is less likely to replicate or reinforce
biases presented in historical interactions.

3.1.2 Data Resampling
Data resampling is a pre-processing fairness intervention that
adjusts the interaction frequency or proportion of positive in-
teractions between different groups in the training data. The
method was first proposed by Kamiran and Calders in a clas-
sification [21], and then applied in RS [22], especially when
the distribution of interaction data between groups with dif-
ferent sensitive attributes is imbalanced.

Objective. Data resampling is similar to data relabeling in
that they both attempt to reduce the distributional differences
of positive interactions between different sensitive attribute
groups at the training data level. However, unlike resampling,
which directly modifies the labels, resampling preserves the
original interaction labels.

There are two main ways of implementation: one is over-
sampling by replicating samples, and the other is undersam-
pling by randomly selecting a subset based on data statistics.
However, in some recommendation models, duplication of in-
teraction data does not affect training results. Therefore, in-
spired by Rastegarpanah et al. [23], oversampling is achieved
by adding antidote interactions. For example, to increase the
interaction rate of female users, positive interactions between
female users and items that other female users have interacted
with, as well as negative interactions between female users
and items interacted with mainly by male users, are randomly
added.

The method is not only applicable to user-side fairness im-
proving, but can also be extended to items to realize fair ex-
posure on content providers.

3.1.3 FA*IR Re-ranking
FA*IR is a fairness-aware re-ranking method proposed by
Zehlike et al. [30], which was initially used to process the
ordered output of classification models and later adapted to
RS. The core idea of it is to ensure that protected group mem-
bers are proportionally represented within the top-k positions
in a user’s recommendation list, thus achieving fairness in the
sorting result.

The approach balances ranking quality with fairness.
FA*IR employs a greedy strategy: when constructing a new
list of recommendations, it prioritizes the item with the high-
est current utility at each step, while dynamically monitoring
and satisfying fairness constraints. The approach is useful in
contexts where fairness in top-k recommendations is critical,
such as news push, recruiting platforms, or resource distribu-
tion platforms.
Objective. Given a user ui, let lbui

be the base top-k recom-
mendation list generated from predicted scores Ĥ . The goal
is to reorder lbui

to obtain a fair list lfui
such that the num-

ber of protected items among the top-j positions satisfies a
minimum fairness threshold:

|ljui
∩ Vp| ≥ ⌊α · j⌋, ∀j ∈ {1, 2, . . . , k}

where: Vp ⊂ V is the set of all protected items, α ∈ [0, 1]
is a fairness constraint parameter to set the minimum percent-
age of protected items required for each location j.

This greedy re-ranking strategy incrementally builds a top-
k list that ensures the presence of protected items in each
prefix while preserving relevance as much as possible. The
parameter α controls the strength of the fairness constraints.
The higher the value, the stricter the requirement on protected
group representation.

3.1.4 Calibration
Calibration-based re-ranking was first proposed by
Steck [31], which aims to make the recommendation
list better reflect the user’s actual preferences across item
categories. A calibrated RS ensures that the category
distribution in the top-k recommendations closely matches
the user’s historical interests. This helps avoid overrepre-
senting or underrepresenting certain types of content, which
could otherwise affect user satisfaction and fairness of the
experience.



Objective. Let p(c | ui) be the empirical distribution of
item categories c ∈ C based on user ui’s historical interac-
tions, and q(c | ui) be the distribution of item categories in
the current top-k recommendation list lbui

. The goal of cali-
bration is to minimize the divergence between these two dis-
tributions, usually measured using the Kullback-Leibler (KL)
divergence:

Cal(ui) = KL(p ∥ q) =
∑
c∈C

p(c | ui) log
p(c | ui)
q(c | ui)

A lower calibration score indicates that the recommenda-
tion list more accurately represents the user’s category-level
preferences.

To achieve this, a greedy re-ranking strategy is usually
used: at each step, it selects the next most relevant item, based
on its predictive score ĥij and minimizes the calibration di-
vergence. In this paper, we group items by gender preference
(e.g., female, neutral, male preference) and use the calibra-
tion strategy to optimize the distribution of content in each
gender group to improve overall fairness.

This method is suitable for reducing category-level bias
and promoting a more personalized and equitable user expe-
rience.

3.1.5 Equity of Attention
The Equity of Attention framework, introduced by Biega et
al. [32], focuses on item-side fairness in RS. The approach
emphasizes that the exposure of an item should be propor-
tional to its relevance. In conventional rank-based recom-
mendation settings, this in turn leads to the aggravation of the
Matthew effect of the popular items, and makes it difficult for
long-tailed content to gain exposure opportunities [33].
Objective. While the original framework defines a global
optimization objective to align exposure with relevance
across the entire item set, we adopt an efficient greedy re-
ranking strategy inspired by the core principle. In the absence
of real exposure data (e.g., views or clicks), we approximate
an item’s exposure evj by counting the number of times it ap-
pears in the base top-k recommendation lists Lb of all users.
We construct the final recommendation list Lf in an iterative
manner. At each step, an item vj ∈ lbui

is selected to have the
highest score:

score(vj | ui) = ĥij − λ · log(evj + 1)

where ĥij is the predicted relevance score and λ is a hy-
perparameter to control the trade-off between relevance and
exposure fairness. Items with high predicted relevance but al-
ready high exposure are penalized, encouraging the inclusion
of cold items but still acceptable relevance. Each time an item
is selected, its exposure count evj increases accordingly.

This greedy re-ranking procedure promotes a more bal-
anced exposure distribution while maintaining the quality of
personalized recommendations. This approach has good scal-
ability and practicality in offline implementation.

In summary, these five fairness intervention methods
adopted in this study have different fairness goals, and we
will systematically evaluate their practical effects on fairness
and accuracy of recommendation results.

3.2 Evaluation Metrics
Quality evaluation is challenging due to the diverse and sub-
jective ways users perceive recommendation quality. There-
fore, existing studies typically rely on statistical indicators
rather than user-reported satisfaction [34]. This paper eval-
uates the effectiveness of the fairness intervention methods
from two dimensions: Accuracy and Fairness.

3.2.1 Accuracy Metrics
Accuracy metrics measure the performance of recommenda-
tion results. In this paper, we adopt five widely used accu-
racy metrics from the RecBole framework [35]: Precision,
Recall, Hit Ratio, Mean Average Precision, and Normalized
Discounted Cumulative Gain. These metrics measure the rel-
evance and ranking quality of the recommendations.

3.2.2 Fairness Metrics
Fairness metrics are linked to how fairness is defined [17].
In RS, fairness is typically evaluated from two perspectives:
user-side and item-side. These metrics assess how equitably
recommendation results are distributed across different user
groups or item categories.

User-side fairness metrics focus on whether users or user
groups receive comparable recommendation quality [36].
Recommendation quality here includes both accuracy and di-
versity. Accuracy measures whether the recommendations
match the user’s interests, and diversity reflects the exposure
to a wider range of content to prevent the formation of infor-
mation bubbles, and to help users to broaden horizons [36].
We use the User Group Fairness (UGF) metric [36] to cap-
ture disparities between groups: UGF-NDCG measures the
difference in accuracy (NDCG), while UGF-IC reflects the
difference in diversity, measured by Item Coverage.

Item-side fairness evaluates how attention or exposure
is distributed across items or item categories. We em-
ploy five standard item-side fairness metrics provided by
RecBole [35]: Item Coverage, Average Popularity, Shan-
non Entropy, Gini Index, and Tail Percentage. These met-
rics reveal whether the recommendation model is biased to-
ward popular items and whether it fairly recommends long-
tail content.

These metrics are widely used in fairness-aware recom-
mendation researches [3]. The definitions of each evaluation
metric are summarized in Table 1, with detailed descriptions
and mathematical formulas provided in Appendix B.

3.3 Datasets
In this paper, two widely used real-world datasets are se-
lected: MovieLens-1M(ML-1M) and Lastfm-NL. The main
reasons for choosing these two datasets include the fact that
they both provide user-side demographic information, belong
to different interaction domains, and have a broad application
base in fairness recommendation research.

The ML-1M dataset [8] contains approximately 1M ex-
plicit ratings ranging from 1 to 5, provided by 6,040 users for
3,706 movies. Basic attributes such as gender, age, and oc-
cupation of users are provided, and one or more movie genre
tags of items are provided.



Table 1: Evaluation metrics used in this study. Arrows (↑, ↓) indicate
preference direction.

Metric1 Interpretation

Accuracy
Pre@K ↑ Proportion of recommended items that are relevant
Rec@K ↑ Proportion of relevant items that are retrieved
Hit@K ↑ At least one relevant item appears in top-K
MAP@K ↑ Mean precision over relevant items
NDCG@K ↑ Rank-sensitive relevance evaluation

User Fairness
UGF-NDCG@K ↓ Accuracy gap (NDCG) between female and male user groups
UGF-IC@K ↓ Diversity gap (IC) between female and male user groups

Item Fairness
IC@K ↑ Fraction of unique items recommended across all users
AP@K ↓ Mean popularity of recommended items
SE@K ↑ Dispersion of item exposure across users
GI@K ↓ Inequality in item exposure
TP@K ↑ Exposure to long-tail (less popular) items

1 Metric abbreviations: Pre = Precision, Rec = Recall, Hit = Hit Ratio, MAP = Mean
Average Precision, NDCG = Normalized Discounted Cumulative Gain, UGF = User
Group Fairness, IC = Item Coverage, AP = Average Popularity, SE = Shannon Entropy,
GI = Gini Index, TP = Tail Percentage.

Dataset Users Items Interactions Sparsity
ML-1M 6,040 3,706 1,000,209 95.532%
Lastfm-NL 8,792 36,077 434,240 99.863%

Table 2: Basic information of the two datasets

The Lastfm-360K dataset [9] records the top 50 most
played artists for 359,347 users. It contains about 17.6 mil-
lion user-artist interactions covering 160,168 unique artists.
User attributes such as gender, age, and country are available.
Due to its large scale, direct use for training can be computa-
tionally expensive and time-consuming. Therefore, we con-
structed a condensed subset, which keeps only users living
in the Netherlands and removes users lacking gender infor-
mation. The Lastfm-NL contains 8,792 users, 36,077 artists,
and 434,240 interaction pairs. The interactions are implicit
and represented by play counts ranging from 1 to 56930. The
dataset is highly sparse, with a sparsity rate of 99.863%.

These two datasets offer complementary features: ML-
1M is more suitable for studying fairness performance in
small-scale, structured and explicit feedback scenarios, while
Lastfm-NL represents a large-scale, implicit feedback setting
with imbalanced user behavior. Using both allows for a com-
prehensively assess of the applicability and validity of differ-
ent fairness methods under diverse data featurs.

3.4 Experimental Setup
Baseline Scenario. The baseline represents a standard col-
laborative filtering setup using Bayesian Personalized Rank-
ing (BPR) without any fairness interventions. This scenario
serves as a control to quantify the degree of fairness in a typ-
ical recommendation model. We use Bayesian optimization
for hyperparameter tuning. The tuning process searches for
optimal learning rate, regularization coefficient, batch size,
and embedding dimension. The validation set is used for
early stopping strategy. The length of the recommendation
list is set to k = 10.

Figure 2: Experimental scenarios overview. All scenarios use the
same BPR model configuration and data splits.

Pre-processing Scenario. A fairness-aware data process-
ing strategy is applied before training, including relabeling
or resampling, to mitigate bias at the data level.

Post-processing Scenario. A fairness-aware re-ranking
strategy is applied to the output of the baseline model, includ-
ing FA*IR, Calibration, or Equity of exposure, to improve
fairness without retraining.

The datasets are split using RecBole’s built-in data splitting
function, configured as follows: each user’s interaction his-
tory is randomly sorted and proportionally divided into 80%
training, 10% validation and 10% testing set. This process
is executed one by one at the user level to ensure that each
user has data coverage in the training, validation and testing
phases.

Only one fair intervention method is applied per round of
experiments to independently evaluate its effectiveness. We
measure both accuracy and fairness scores before and after
the interventions to assess trade-offs between accuracy and
fairness.

4 Experimental Results
This section presents our experimental results in terms of the
three research questions (RQs) introduced in the introduction.

4.1 RQ1: Effects of Fairness Interventions on
Accuracy and Fairness

Table 3 reports the performance of various fairness interven-
tion methods across accuracy and fairness metrics for the
ML-1M and Lastfm-NL datasets. Below, we highlight the
best-performing methods for each metric.

4.1.1 Accuracy Metrics
ML-1M: Undersample achieves the best performance in
Pre@10 (0.0565), Rec@10 (0.0800), Hit@10 (0.4361),
MAP@10 (0.0331), and NDCG@10 (0.0770).

Lastfm-NL: Oversample shows the best results in Pre@10
(0.0350), Rec@10 (0.0797), and Hit@10 (0.3049). Under-
sample and Relabel achieves the best MAP@10 (0.0279).
Undersample again has the highest NDCG@10 (0.0615).



Method Accuracy User Fairness Item Fairness
Pre↑ Rec↑ Hit↑ MAP↑ NDCG↑ NDCG(M)↑ NDCG(F)↑ UGF-NDCG↓ IC(M)↑ IC(F)↑ UGF-IC↓ IC↑ AP↓ SE↑ GI↓ TP↑

ML-1M dataset
Baseline 0.0547 0.0787 0.4283 0.0326 0.0756 0.0770 0.0721 0.0049 0.3527 0.2737 0.0790 0.3758 1299.8182 0.7930 0.9230 0.0002
Relabel 0.0535 0.0772 0.4210 0.0306 0.0727 0.0739 0.0696 0.0043 0.3641 0.2992 0.0649 0.3986 1276.9728 0.7976 0.9158 0.0001
Oversample 0.0542 0.0759 0.4238 0.0313 0.0736 0.0774 0.0640 0.0134 0.3082 0.2846 0.0236 0.3554 1358.2146 0.7800 0.9319 0.0000
Undersample 0.0565 0.0800 0.4361 0.0331 0.0770 0.0784 0.0734 0.0050 0.3055 0.2438 0.0616 0.3323 1392.1854 0.7740 0.9377 0.0000
FA*IR 0.0547 0.0787 0.4283 0.0326 0.0756 0.0770 0.0721 0.0049 0.3543 0.2748 0.0796 0.3785 1299.7498 0.7923 0.9230 0.0005
Calibration 0.0529 0.0762 0.4200 0.0320 0.0739 0.0752 0.0706 0.0046 0.3562 0.2740 0.0823 0.3839 1237.6068 0.7992 0.9208 0.0003
Equity 0.0454 0.0660 0.3719 0.0266 0.0626 0.0635 0.0603 0.0032 0.5468 0.4600 0.0869 0.5778 842.5324 0.8975 0.7863 0.0006
Lastfm-NL dataset
Baseline 0.0332 0.0753 0.2902 0.0270 0.0594 0.0601 0.0565 0.0036 0.1016 0.0381 0.0635 0.1116 631.4422 0.6938 0.9888 0.0040
Relabel 0.0345 0.0787 0.2981 0.0279 0.0614 0.0624 0.0572 0.0052 0.1404 0.0490 0.0914 0.1575 599.8631 0.6912 0.9831 0.0080
Oversample 0.0350 0.0797 0.3049 0.0275 0.0614 0.0613 0.0618 0.0005 0.1650 0.0568 0.1082 0.1860 537.2037 0.7136 0.9780 0.0112
Undersample 0.0347 0.0786 0.2974 0.0279 0.0615 0.0621 0.0591 0.0030 0.1674 0.0577 0.1097 0.1895 553.2270 0.7099 0.9775 0.0108
FA*IR 0.0332 0.0753 0.2902 0.0270 0.0594 0.0601 0.0565 0.0036 0.1042 0.0386 0.0656 0.1147 631.1572 0.6922 0.9886 0.0040
Calibration 0.0312 0.0711 0.2762 0.0263 0.0571 0.0576 0.0554 0.0022 0.0920 0.0379 0.0541 0.1011 590.1089 0.7074 0.9893 0.0023
Equity 0.0323 0.0735 0.2804 0.0254 0.0567 0.0573 0.0545 0.0028 0.1951 0.0714 0.1237 0.2159 487.5218 0.7500 0.9674 0.0086

Table 3: Comparison of fairness intervention methods on ML-1M and Lastfm-NL. Accuracy metrics (Pre@10, Rec@10, Hit@10, MAP@10,
NDCG@10) and fairness metrics (User: UGF-NDCG@10 and UGF-IC@10; Item: IC@10, AP@10, SE@10, GI@10, TP@10).

4.1.2 User Fairness Metrics
ML-1M: Equity has the lowest UGF-NDCG@10 (0.0032).
Oversample achieves the lowest UGF-IC@10 (0.0236).

Lastfm-NL: Oversample achieves the lowest UGF-
NDCG@10 (0.0005). Calibration has the lowest UGF-
IC@10 (0.0541).

4.1.3 Item Fairness Metrics
ML-1M: Equity performs best across IC@10 (0.5778),
AP@10 (842.5324), SE@10 (0.8975), GI@10 (0.7863), and
TP@10 (0.0006).

Lastfm-NL: Equity again outperforms other methods in
IC@10 (0.2159), AP@10 (487.5218), SE@10 (0.7500), and
GI@10 (0.9674). Oversample achieves the best TP@10
(0.0112).

Overall, we observe that Undersample and Oversample
perform well on accuracy and user fairness, while Equity
achieves the strongest improvements in item fairness across
both datasets.

4.2 RQ2: Trade-offs of Fairness Interventions
Between Accuracy and Fairness

This subsection presents the observed trade-offs between rec-
ommendation accuracy and fairness introduced by different
intervention methods. We analyze both user fairness and item
fairness on the ML-1M and Lastfm-NL datasets.

4.2.1 User Fairness
Figure 3 (left) shows the trade-offs between accuracy
(NDCG@10) and user fairness metrics (UGF-NDCG@10,
UGF-IC@10). These two metrics reflect the disparity in rank-
ing relevance and diversity between different user groups, re-
spectively.

ML-1M: Undersample achieves the highest NDCG@10
while maintaining moderate fairness levels, suggesting a
well-balanced outcome. Equity achieves the lowest UGF-
NDCG@10, suggesting strong relevance fairness. However,
it performs poorly in UGF-IC@10 and accuracy. In contrast,
Oversample significantly reduces UGF-IC@10 but performs
poorly in UGF-NDCG@10, though with a small drop in ac-
curacy. Calibration and Relabel show slight improvements
in relevance fairness, while FA*IR has similar performance
compared to the baseline.

Lastfm-NL: Oversampling again performs well, achiev-
ing both the lowest UGF-NDCG@10 and competitive
NDCG@10. However, its UGF-IC@10 remains relatively
high. Calibration achieves the best UGF-IC@10 fairness
and slightly improves UGF-NDCG@10, with some accuracy
degradation. Equity shows improvements in relevance fair-
ness but has the worst IC gap and lowest accuracy.

4.2.2 Item Fairness

Figure 3 (right) illustrates the trade-offs between accuracy
(NDCG@10) and item fairness metrics(GI@10, TP@10).
These two metrics reflect the equity of exposure distribution
and how well the system promotes long-tail content.

ML-1M: Equity achieves the lowest GI@10 and the high-
est TP@10, indicating highly equitable and diverse item ex-
posure, though it also has the greatest drop in accuracy. Cal-
ibration and FA*IR strike a moderate balance, showing rel-
atively low GI@10 and higher TP@10 values while keep-
ing NDCG@10 close to the base. Relabel slightly improves
GI@10 but shows limited impact on tail exposure, suggesting
it does not effectively promote content diversity. Its accuracy
remains below the base level. Oversample and Undersample
achieves the highest GI@10 and lowest TP@10 values among
all methods. This indicates their tendency to favor popular
items, failing to improve exposure fairness. Although they
achieve high accuracy, they do so at the cost of item fairness.

Lastfm-NL: Equity again achieves the lowest GI@10, in-
dicating the most equitable item exposure distribution. It also
provides one of the highest TP@10 values, showing effec-
tiveness in recommending long-tail items. Despite this, its
accuracy remains the lowest among all methods. Oversam-
ple and Undersample show strong performance in TP@10,
reaching the highest tail exposure while maintaining the best
NDCG@10. FA*IR performs similarly to the base model.
Relabel balances both fairness metrics reasonably well. It
achieves relatively high TP@10 and lower GI@10, while
maintaining competitive accuracy. Calibration shows a de-
crease in fairness and accuracy, with high GI@10 and the
lowest TP@10.



(a) ML-1M: User Fairness vs. Accuracy (left) & Item Fairness vs. Accuracy (right)

(b) Lastfm-NL: User Fairness vs. Accuracy (left) & Item Fairness vs. Accuracy (right)

Figure 3: Fairness(User and Item) vs. Accuracy trade-offs for ML-1M and Lastfm-NL datasets.

4.3 RQ3: Best Overall Balance Between Fairness
and Accuracy

Based on the metric scores from Table 3 and the trade-off
trends observed in Figure 3, we analyze which methods are
most suitable under different optimization goals.

4.3.1 Accuracy-Oriented Ranking
When accuracy is the top priority, Undersample consistently
achieves the highest NDCG@10 across both datasets. It
reaches 0.0770 on ML-1M and 0.0615 on LastFM-NL, with
small compromises in fairness. This makes it the most ef-
fective method when preserving ranking performance is the
main goal.

FA*IR also maintains a high accuracy, with a small im-
provement on fairness, making them practical alternatives in
accuracy-constrained environments.

4.3.2 User Fairness-Oriented Ranking
To reduce disparities in recommendation accuracy between
user groups, Oversample performs best on the user-side fair-
ness metrics. It significantly reduces UGF-IC@10 on ML-
1M and UGF-NDCG@10 on Lastfm-NL datasets. These
gains come with controllable losses in accuracy for ML-1M,
but increase the accuracy for Lastfm-NL surprisingly.

4.3.3 Item Fairness-Oriented Ranking
From the item side, the Equity method is effective in improv-
ing the fairness of item exposure. In the ML-1M dataset,
the method achieves the lowest GI@10 value and the highest
TP@10 value, and also demonstrates good long-tail content
exposure in the LastFM-NL dataset.

4.3.4 In conclusion:
• Accuracy-focused systems should prefer Undersample

for its higher accuracy than the baseline, but with higher

fairness fluctuations; FA*IR brings a small fairness im-
provement while maintaining accuracy.

• User fairness-sensitive systems benefit most from
Oversample, which shows strong improvements in both
relevance and diversity fairness.

• Item fairness-driven systems should consider Equity
for effectively improving long-tail exposure and expo-
sure balance, although some accuracy will be sacrificed.

5 Responsible Research
5.1 Ethical Considerations
This study focuses on fairness in RS, exploring five interven-
tions, including relabeling, resampling, and fairness-aware
re-ranking, to reduce disparities in recommendation quality
across gender populations and in exposure of items. All ex-
periments are conducted using publicly available benchmark
datasets: MovieLens 1M and Lastfm 360K. These datasets
do not contain any identifiable personal information. The de-
mographic attribute gender is used only for group-level fair-
ness evaluation, not for individual profiling. We did not in-
troduce or manipulate any ethically sensitive or inferred at-
tributes, and all data were used in accordance with responsi-
ble research standards.

In addition to their technical effects, fairness interven-
tions may also have long-term implications for the platform
ecosystems. For example, a fair exposure mechanism may
incentivize more participation, but it may also lead to user
attrition or resistance if the intervention strategy is too strict
or out of user expectations. In addition, any algorithmic tool
can be misused, and fairness mechanisms can even be used
to mask or exacerbate bias if they are not regulated. It is



therefore important that such technologies are designed and
deployed in a way that is transparent, auditable and subject to
strict ethical oversight and governance.

5.2 Reproducibility
To ensure transparency and reproducibility, all aspects of the
experimental pipeline are thoroughly documented and will be
made publicly available.

Implementation Environment All experiments were con-
ducted on macOS Sequoia machine. The software environ-
ment includes:

• Python 3.10

• RecBole 1.2.1

• NumPy, Pandas and Matplotlib

Code and Configuration The complete source code, in-
cluding data pre-processing scripts, training pipelines, fair-
ness intervention implementations, and evaluation modules,
is organized and will be released via a public GitHub reposi-
tory. The repository contains:

• Atomic file loaders and demographic pre-processing
tools

• Implementations of each fairness intervention method

• Fixed YAML configuration files for reproducible train-
ing

• Precomputed logs and metric outputs

Reproducibility Support Step-by-step setup instructions
are provided, including shell scripts and configuration-driven
pipelines for executing all experiments. This ensures that re-
sults can be easily replicated by other researchers

These practices ensure that this research remains verifiable,
reusable, and aligned with responsible standards in machine
learning and AI research.

6 Discussion
This study systematically evaluates a variety of fairness-
aware interventions for RS, focusing on analyzing the trade-
offs between accuracy and fairness on the user side and the
item side.

Balancing Accuracy and Fairness The experimental re-
sults clearly reveal that accuracy and fairness are not com-
patible in RS. If the system prioritizes the balance of user ex-
perience, Oversample significantly improves the recommen-
dation quality difference among user groups; if the goal is to
increase the exposure of long-tail content and the diversity
of item distribution, Equity significantly reduces the popu-
larity bias. However, both of them reduce the relevance and
ranking performance of recommendations to some extent. In
contrast, Undersample maintains a high recommendation ac-
curacy while sacrificing little fairness. Thus, in practice, the
weighting trade-offs need to be clarified according to the sys-
tem requirements: whether to maximize the overall utility, or
to emphasize the fairness goal of the platform, or to find an
acceptable compromise between the two.

Comparison to Prior Work The results of this study are
basically consistent with existing literature [30; 31; 32], es-
pecially in the effectiveness of post-processing methods (such
as Equity and Calibration) in improving fairness. However,
our study further highlights the potential of pre-processing
methods such as Oversample and Relabel in controlling for
loss of accuracy. Unlike most literatures that only focus on a
few metrics or methods, this paper adopts multi-dimensional
fairness evaluation and method comparison, thereby provid-
ing a more comprehensive evaluation perspective.

Dataset-Specific Observations The experiment also re-
vealed differences in performance of intervention strategies
under different datasets. In ML-1M with clear structure and
rated scores, item-side interventions (such as Equity) perform
well in improving exposure diversity; while in Lastfm-NL
datasets with sparse interactions and implicit feedback, user-
side approaches (such as Oversample and Undersample) im-
prove more significantly in fairness. Interaction types, thresh-
olds, sparsity, and demographic structure will affect the ef-
fectiveness of the intervention strategies. Therefore, in actual
deployment, it is necessary to select and optimize the method
according to the data characteristics.

Methodological Strengths and Limitations A key
strength of our methodology is the comprehensive evaluation
framework with multiple fairness and accuracy metrics. This
allows insights into the performance of different intervention
methods in terms of trade-offs across multiple dimensions.
However, the research still has limitations. On the one hand,
this paper mainly analyzes the single sensitive attribute of
gender, and does not cover more complex cross-groups; on
the other hand, the interventions need to be carefully tuned
for each dataset application based on its statistics rather than
adopting uniform hyperparameter settings.

Unexpected Findings and Open Questions An unex-
pected result in this study is that the Undersample method
shows a better balance between accuracy and fairness. The
method mitigates the impact of gender bias on model train-
ing by controlling the average interaction frequency and the
proportion of positive feedback for users of different genders
in the training set to make the male and female groups more
equal in data distribution. The experimental results show that
some user-side fairness metrics are improved along with a
significant increase in accuracy, outperforming those inter-
vention methods with stronger expected effects. This find-
ing suggests that in certain scenarios with severe data imbal-
ances, appropriately reducing the dominant group sample can
instead contribute to the overall performance and fairness of
the model. However, it also leads to new questions: is the
strategy applicable to other datasets or have similar effect on
other sensitive attributes? Is it equally effective in more com-
plex multi-group or cross-attribute environments? These de-
serve further exploration in future research.

In general, fair recommendations are essentially a multi-
objective optimization problem. Under the needs of different
data environments and platforms, the effects and costs of fair
intervention strategies vary significantly. Therefore, RS de-
signers need to carefully weigh the accuracy and fairness, and
make decisions that match the actual scenario.



7 Conclusion and Future Work
This study systematically evaluates fairness interventions in
RS, on both pre-processing and post-processing strategies.
By using the RecBole framework, five representative fairness
methods: Relabel, Resample, FA*IR, Calibration, and Equity
of Attention, are examined for their impacts on accuracy and
fairness across two widely-used benchmark datasets: Movie-
Lens 1M (explicit movie ratings) and Lastfm-NL (implicit
music interactions).

Through extensive experiments, the primary contributions
of this research include:

• A comprehensive comparative evaluation of a variety of
fairness intervention methods in RS, from both accuracy
and fairness dimensions.

• A unified experimental pipeline integrating pre-
processing and post-processing fairness interventions
within the RecBole framework.

• Practical insights that there is no universal method that
can perform optimally in all scenarios, and the selection
of fairness strategies should be weighed and customized
with the characteristics of the platform, fairness goals,
and the specific needs of the application scenarios.

In summary, this study shows that fairness-aware interven-
tions can be viable, flexible, and effective tools for improving
equity in RS. However, no single method consistently out-
performs others across all evaluation metrics, which further
highlights the inherent complexity and context-dependency
of balancing accuracy and fairness.

While this study clarifies several key aspects of trade-offs
between fairness and accuracy, several important issues re-
main open for exploration. First, integrating group-aware per-
sonalized objectives directly into model training, i.e., explor-
ing in-processing fairness methods, could achieve more fine-
grained fairness optimization, though this typically requires
modifications to the model architecture. Second, hybrid ap-
proaches that combine pre-processing and post-processing
strategies may achieve a better balance between fairness and
accuracy. Moreover, extending fairness interventions to do-
mains involving more complex or sensitive user attributes,
such as employment, education, or healthcare, could intro-
duce both new opportunities and important ethical consid-
erations. On this basis, further assessment of fairness per-
formance among cross-groups (e.g., combinations of gender
and age) can help reveal structural inequalities that are diffi-
cult to detect under a single-attribute perspective and promote
a more comprehensive understanding of algorithmic bias. Fi-
nally, fine-tuning the hyperparameters in fairness intervention
methods is also a key direction to enhance their usefulness
and stability, especially when facing real systems with differ-
ent data characteristics and target demands.

Appendix
A Notations
The summary of notations used in the paper:

• U = {u1, u2, . . . , um}: the set of m users.

• V = {v1, v2, . . . , vn}: the set of n items to be recom-
mended.

• H = (hij)
m×n: the ground-truth interaction matrix,

where hij is the true preference score of user ui for item
vj .

• Ĥ = (ĥij)
m×n: the predicted interaction matrix, where

ĥij is the score predicted by the recommendation model
(e.g., BPR).

• H̃ = (h̃ij)
m×n: the interaction matrix after applying a

pre-processing method, where h̃ij is the modified score.

• k: the length of the top-k recommendation list.

• Lg = {lgu1
, lgu2

, . . . , lgum
}: the set of ideal recommenda-

tion lists generated from ground-truth preferences.

• Lb = {lbu1
, lbu2

, . . . , lbum
}: the set of base recommenda-

tion lists generated from Ĥ .

• Lf = {lfu1
, lfu2

, . . . , lfum
}: the set of fairness-enhanced

recommendation lists obtained after applying fairness
interventions.

• lbui
[t]: the item ranked at position t in user ui’s base list

lbui
.

• lb/jui : the top-j sublist of user ui’s base list lbui
.

• A = {a1, a2, . . . , as}: the set of values for a protected
attribute (e.g., gender or age), where each user ui has a
value aui ∈ A.

• C = {c1, c2, . . . , ct}: the set of item categories, where
each item vj is assigned to one category cvj ∈ C.

• sui
: the performance score of user ui based on a speci-

fied evaluation metric (e.g., NDCG@10).

B Definition of Metrics
B.1 Accuracy Metrics
Precision(Pre) Precision measures the proportion of rec-
ommended items in the top-k list that are relevant to the user.
For each user ui, Pre@k is defined as:

Pre@k(ui) =
|lkui

∩ lgui
|

k
Recall(Rec) Recall measures the proportion of relevant
items that are accurately recommended in the top-k recom-
mendation list for each user. It reflects the completeness of
the recommendations. For each user ui, Rec@k is defined
as:

Rec@k(ui) =
|lkui

∩ lgui
|

|lgui |
Hit Rate(Hit) Hit Rate checks whether at least one relevant
item appears in the top-k recommendation list. For each user
ui, Hit@k is defined as:

Hit@k(ui) =

{
1, if lkui

∩ lgui
/∈ ∅

0, otherwise



Mean Average Precision (MAP) MAP measures the rank-
ing quality of relevant items in the top-k list. For each user
ui, we sum the precision at each rank where a relevant item
appears, and normalize by the number of relevant items (or
k). MAP@k is defined as:

MAP@k =
1

min(|lgui |, k)

k∑
t=1

I[lbui
[t] ∈ lgui

] · Pre@t(ui)

where Pre@t(ui) denotes the precision at cut-off t for user
ui.
Normalized Discounted Cumulative Gain(NDCG)
NDCG evaluates both the relevance and ranking quality of
recommendations. It gives higher weights to items appearing
earlier in the ranked list.

For each user ui ∈ U , let lfui
be the final top-k recommen-

dation list, lfui
[t] = vj be the item at position t, and lgui

be
the ground-truth recommendation list based on ground-truth
preference score hij for user ui and item vj . Then the user’s
utility for this item is defined as µui(vj) = hij . The Dis-
counted Cumulative Gain (DCG) for each user ui is:

DCG@k(ui) =

k∑
t=1

µui(l
f
ui
[t])

log2(t+ 1)

The Ideal DCG (IDCG) is computed based on lgui
:

IDCG@k(ui) =

min(k,|lgui
|)∑

t=1

µui
(lgui

[t])

log2(t+ 1)

Finally, the NDCG@k for user ui is:

NDCG@k(ui) =
DCG@k(ui)

IDCG@k(ui)

B.2 Fairness Metrics
User-oriented Group Fairness(UGF) UGF is defined as
the absolute difference in average recommendation quality
between the two sensitive groups. Lower UGF values indicate
a more equitable distribution of recommendation accuracy or
diversity across sensitive user groups. Let A = {a1, a2} be
a binary sensitive attribute set, where each user ui belongs to
exactly one group: either Ga1 or Ga2 , and sui be the recom-
mendation performance score (e.g., NDCG@k) for user ui.
UGF@k is defined as:

UGF@k =

∣∣∣∣∣∣ 1

|Ga1
|

∑
ui∈Ga1

sui
− 1

|Ga2
|

∑
ui∈Ga2

sui

∣∣∣∣∣∣
Item Coverage(IC) IC measures the proportion of unique
items recommended across all users, reflecting diversity or
equitable exposure of recommended items. Higher IC in-
dicates more diverse and equitable recommendations. Let
n = |V | be the total number of items, IC@k is defined as:

IC@k =

∣∣⋃
ui∈U l

f
ui

∣∣
n

Average Popularity(AP) AP measures the average popu-
larity of items recommended to users. Lower AP suggests
better promotion of long-tail items. Let ϕvj represent the in-
teraction number of item vj in the training set, AP@k is de-
fined as:

AP@k =
1

|U |
∑
ui∈U

∑
vj∈lfui

ϕvj

k

Shannon Entropy(SE) SE calculates the entropy of the
distribution of item occurrences, reflecting the diversity of
recommended items. Higher SE indicates greater item di-
versity. Let ψvj represent the occurrence number of item vj
in the top-k recommendation lists Lf of all users, SE@k is
defined as:

SE@k = −
∑
vj∈V

p(vj) log p(vj), p(vj) =
ψvj

|U |k

Where p(vj) is the probability of recommending item vj in
all recommendation lists.
Gini Index(GI) GI measures inequality in the distribution
of recommended items. A GI of 0 means perfect equality,
all items recommended equally. While a value close to 1 in-
dicates extreme inequality, only one item is recommended.
Sort all items by ψvj in non-decreasing order, resulting in the
sorted sequence ψ1 ≤ ψ2 ≤ · · · ≤ ψn. GI@k is defined as:

GI@k =

∑n
j=1(2j − n− 1) · ψj

n
∑n

j=1 ψj

Tail Percentage (TP) TP measures the proportion of rec-
ommended items that belong to the long-tail set T ⊂ V . A
higher TP indicates a greater proportion of long-tail items in
the recommendation lists. TP@k is defined as:

TP@k =
1

|U |
∑
ui∈U

∑
vj∈lfui

I{vj ∈ T}
k
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