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Abstract

Background Pencil beam scanning (PBS) is becoming a more common treatment modality. However, its
ability to deal with moving targets is known to be limited, as beam motion and target motion can reinforce
each other, deteriorating the planned dose distribution in what is called the interplay effect. Literature con-
cerning breathing motion usually investigates regular, repeating patterns. However, human breathing is irreg-
ular. This work aims to investigate the magnitude of the interplay effect when considering irregular breathing
signals.

Method In silico calculations of dose distributions were made in the treatment planning system RaySearch
(version 7.99), using an XCAT phantom with 50 CT phases to model a moving patient anatomy. An interplay
calculator was included in the treatment planning system, allowing calculation of disturbed doses based on
an input treatment plan and an irradiation time model for an IBA Proteus Plus proton therapy accelerator.
The target investigated was a spherical tumour in the liver with a diameter of 5 cm, irradiated with two beams
each delivering a uniform dose to a prescription dose of 63 Gy. Plans without and with 5x layered repaint-
ing were created. Clinically realistic regular breathing patterns were generated to establish a baseline, after
which irregularities were introduced. The basic form for all patterns was a si n4 signal, with regular signal
amplitude ranging from 6 to 18 mm, period ranging from 3 to 4 s and phase between 0 and 2π. Irregularities
that were considered were baseline shifts up to 34 mm, changing amplitudes ranging between 6 and 18 mm,
changing periods between 1.6 and 5.2 s and some combinations thereof. Evaluation was done by looking at
dose homogeneity H I5 and the fraction of the CTV volume that received a dose outside of the clinical limits
of 95% and 107%, V107/95. For the regular patterns, both a systematic and a randomised analysis were carried
out. For irregular patterns, only a systematic analysis was carried out.

Results The mean of H I5 was found to be 31% for regular patterns; the means of all irregular patterns stay
below this, even though the size of the irregularities for some breathing patterns was very large. The mean
of V107/95 was found to be 0.7 for regular patterns. Irregularities were not seen to cause further deteriora-
tion. Five times layered repainting causes a statistically significant decrease of the magnitude of the interplay
effect across all breathing patterns by 50-80%, but is approximately 50% less effective against baseline shift
than against all other types of breathing. Interplay effect size correlates strongly with amplitude, but this
correlation can be obscured because period and phase introduce very large variance.

Conclusions The interplay effect in general is large for the investigated target size, prescription dose, beam
configuration and machine performance. It can cause as much as 100% of the CTV to receive a clinically un-
acceptable dose and lead to large inhomogeneities. Irregular breathing was not found to be notably worse.
Repainting is very effective, even against irregular breathing, but baseline shifts can undermine the effec-
tiveness of applying repainting. Separately considering breathing irregularities for tumours similar to that
investigated here is of low importance; it is more important to properly model the magnitude of the interplay
effect using an accurate, individualised breathing pattern.
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Introduction

In this thesis, the effects of irregular breathing rhythms on the deposited dose distribution of Pencil Beam
Scanning (PBS) proton therapy (PT) will be investigated. In order to do so, a theoretical background and
explanation of relevant terms and concepts will be given in this chapter.

To start, in Section 1.1, an overview will be given of cancer as a main subject of healthcare and research
worldwide, following which Section 1.2 provides more detail on the underlying biology of cancer. Section 1.3
will list the general treatment options currently available, after which Section 1.4 zooms in on the specific
application of radiation therapy.

Chapter 2 will present the background of this work, detailing the relevant theoretical background before lay-
ing out the research goals. With the research goals in mind, some additional theoretical topics are discussed
to establish the framework in which the research was carried out in Chapter 3, which details the extended
cardiac-torso (XCAT) phantom that was used and explains the treatment planning process. The research
method is discussed in Chapter 4. After that, results are presented and discussed in Chapters 5 and 6. Finally,
conclusions are drawn and compared to similar work in Chapter 7.

1.1. Cancer: a global problem

Healthcare professionals around the world face many illnesses, infections and other setbacks in patient health
on a daily basis. Some are minor, some are manageable, but of course there are also potentially fatal health
problems. Cancer is a main contributor to loss of life worldwide, but can also severely impact quality of life
even if the patient can be cured. More specifically, it is the second leading cause of death worldwide, causing
9.6 million deaths in 2018 [1]. This is roughly 1/6th of all deaths. The economic impact is also significant,
being estimated at US$ 1.16 trillion in 2010 [2]. The incidence is already high: 17 million new cases were
detected in 2018. Furthermore, these numbers are still expected to rise by as much as 60% over the next ten
to twenty years [3].

Cancer is itself an umbrella name for many different types of tumour. Nearly any part of the body is suscep-
tible to some form of cancer. The most prevalent forms are lung cancer, colorectal cancer, stomach cancer,
and breast cancer and cervical cancer in women and prostate cancer in men [4]. Figure 1.1 shows the number
of deaths per year due to all types of cancer. It can be seen that, even though medical technology continu-
ally improves, the total death toll continues to rise. This is of course partially due to increasing populations
and life expectancy, but the variety of different types of cancer also contributes to making the disease more
difficult to combat.

Cancer is not a disease that can exclusively be treated in hospitals, however. The World Health Organization
(WHO) reports that 30-50% of all cancer cases are preventable [5]. Worldwide, tobacco, lifestyle decisions
such as diet and activity level, and alcohol list among the chief contributors to preventable cancer incidence.
Age is also an important contributing factor. It is of course not part of the list of preventable aspects, but
should be included in any discussion on the causes of cancer, since it has such a major influence, both on
an individual’s chance of developing cancer and on which types are then likely to be found [6]. Lastly, it is
important to note that some cancers are truly unavoidable, as people can have a hereditary predisposition.

1.2. Causes and mechanisms of cancer

The root cause of cancer is a change in a DNA sequence in a cell of the body, compared to healthy tissue, called
a gene mutation. This can occur due to a random error when the DNA is copied during cell reproduction, as
a result of DNA damage due to for example radiation, tobacco or other environmental factors, or the defect

1



2 1. Introduction

Figure 1.1: Overview of total number of cancer deaths worldwide, split out per type of cancer. All types that caused fewer than 100,000
deaths worldwide in 2016 are grouped under ’Other cancers’. Source: [7]

could be genetic, i.e. inherited from parents [8]. These changes are likely to result in tumour growth if the
change relates to a part of the DNA involved in cell reproduction or cell death. Cells that exhibit uncontrolled
reproduction can multiply rapidly, pushing away healthy tissue. Cells also know when they need to die, ini-
tiating a process called apoptosis. Resisting this process allows cells to proliferate more easily than healthy
cells. Combining an increased rate of reproduction and an extended lifespan, it is easy to see how tumours
can start to grow. As the tumorous tissue grows, more mutations can occur, allowing some tumour cells to
develop the ability to attack healthy tissue, for example. This sets the stage for the tumour to start spreading
beyond its initial location, which is called metastasis. The entire process is depicted in Figure 1.2. Tumours
that do not develop metastatic ability are called benign, and can often be treated well; in some cases, they are
fairly harmless if left untreated, or can even resolve on their own. Only if a tumour becomes malignant, i.e.
develops aggressive behaviour towards healthy tissue, is it called cancer. Malignant tumours always require
treatment; if left unchecked, cancerous growth can lead to a range of health issues and even death [9].

1.3. Main cancer treatment options

Once a tumour is discovered, a biopsy is taken to determine whether it is a malignant or benign growth, after
which treatment options can be assessed and discussed with the patient. There is a wide range of available
treatments. The most common are surgery, chemotherapy and radiation therapy. They will be outlined in
more detail in this section, with particular focus on radiation therapy, which is the subject of this report. Aside
from these three main treatment methods, options include for example immunotherapy, hormone therapy
and stem cell transplantation. It is possible that only one type of treatment is needed, but in most cases, a
combination of treatment modalities is applied [11].
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Figure 1.2: General stages of cancer growth. At first, a single cell is mutated. A: the cell divides more rapidly than its neighbours. B:
Further mutations affect not just the growth rate, but also other characteristics of some of the cells. C: Benign tumour, pushing healthy
tissue to the side but without actively damaging it or metastasizing. D: Malignant tumour, actively destroying surrounding healthy tissue
and invading other parts of the body. E: cancer spreads throughout the body (metastasis). Source: [10]

1.3.1. Surgery

Surgery is a relatively straightforward method in theory: a surgeon can cut away tumours. Of course, there are
numerous complicating factors that need to be accounted for as well. For example, this method only works
well on solid tumours that have not yet spread. This means that it is not very effective against metastasised
tumours or leukemia, i.e. blood cancer. Note that not the entire tumour is necessarily removed; surgery
can also be used to remove a tumour partially, for example to relieve pressure or pain on nearby organs. It
is also possible to remove the bulk of a tumour, leaving difficult-to-reach sections behind to be treated via
alternative methods.

Surgery is commonly applied to breast, colorectal and skin cancer, for example. However, this is often depen-
dent on the progress of the disease; if the tumour is detected early enough, surgery has the potential to be
fully curative, but if the treatment starts late and the tumour has metastasised, surgery is generally supported
by chemotherapy or radiotherapy [11].

1.3.2. Chemotherapy

Chemotherapy refers to the use of drugs to treat the tumour. It is a global treatment, unlike surgery and
radiotherapy; the entire body will be affected. Since the drugs are designed to stop or slow down the speed
of multiplication of cancer cells, other fast-dividing cell types typically suffer from chemotherapy, resulting
in side effects like hair loss, a dry mouth and fatigue. However, its wide-ranging effectiveness also makes it
uniquely suited for treating metastasised tumours, lymphoma and leukemia, while it is often also applied
to shrink large tumours before radiotherapy or surgery is used to treat the remaining tumour volume more
accurately [11].

1.3.3. Radiation therapy

Radiation can damage cells when the particles cause breaks in DNA strings, crippling cells if enough damage
is done. Cancerous cells are more susceptible to this than healthy tissue, since their ability to repair the
damage is reduced. The method is also called radiation oncology. This modality can be roughly divided in
two: radiating from the inside out and from the outside in. The prior method is called brachytherapy, in
which a radioactive substance is inserted in or near the tumour. The radiation will then damage the tumour,
but some collateral damage to nearby healthy tissue is unavoidable. Brachytherapy is commonly applied to
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for example cervical, prostate and eye tumours. It is important to consider that this might make the patient
into a source of radiation, so additional concerns such as safety of family members must also be considered.
If it is not possible or desirable to insert a radioactive substance, a beam of particles can be applied to irradiate
the tumour.

For both brachytherapy and external beam radiotherapy, dose deposition occurs in the targeted tumorous
tissue, but due to the dose deposition over a range of depths, it is generally impossible to avoid irradiating
healthy tissue. However, healthy cells often have better repair capabilities than tumours, which is why nowa-
days, radiotherapy treatments are given in fractions. That means a patient is irradiated with a fraction of the
total dose needed to achieve the clinical goal. In between fractions, the healthy and unhealthy tissue recover
at different rates, allowing more healthy tissue to recover by the time the treatment is over than if the whole
dose had been applied in a single treatment [12]–[16].

1.4. External beam radiation therapy

In general, a radiation beam can be generated using a variety of different types of particles, but photons are
the most common type of beam. Dose-depth profiles are used to describe the amount of radiation dose
deposited as a function of depth in a certain medium, allowing comparison of various modalities from a
physics perspective. Figure 1.3 shows such a depth-dose profile graph for various modalities.

Figure 1.3: Depth-dose profiles showing the deposited dose as function of depth in water for various particles and energies. The peak in
the proton and carbon profiles is called a Bragg peak. Source: [17]

1.4.1. Photons

The most commonly used type of external beam radiotherapy is photon irradiation. The main physical pro-
cess by which it interacts with the patient tissue is called Compton scattering. In this process, a photon with
high energy (in the order of 4-18 MeV [18]) interacts with an electron in the shell of an atom, ejecting the
electron with part of its energy, while being scattered in a different angle with the remainder of its own en-
ergy. The electron then deposits its energy in the tissue after a finite range, while the photon continues on its
way, causing ionisation in the tissue as it decreases in energy at an exponential rate. This yields the lengthy
(theoretically infinite) tail seen in Figure 1.3 after it reaches the depth at which most energy was deposited
[15], [19]. A convenient trait, however, is the relatively low entrance dose, since no secondary electrons have
yet been generated at the point of entry of the beam. This is generally called the skin-sparing effect.
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1.4.2. Electrons

As can be noted from Figure 1.3, electrons have a similar dose deposition curve to photons, but with two
notable differences. First, the skin-sparing effect is not present, which can be explained by the fact that while
photons need to interact with tissue for ionised particles to be generated, electrons are themselves ionised
particles. Second, the curve drops off significantly quicker and more sharply, effectively resulting in a finite
range of the electron beam, unlike the theoretically infinite range of a photon beam. For this reason, electrons
can only really be used for ranges up to about 10 [cm], making it most effective for superficial targets such as
melanomas [15]. However, electrons are not very commonly used anymore in clinical practise.

1.4.3. Heavy particles

Heavy ions are an emerging modality. Most commonly, carbon ions are used for irradiation, but helium and
neon ions are also used. Their mass reduces straggling in the beam, resulting in sharp lateral penumbras.
Combined with the Bragg peak in the depth-dose profile (illustrated in Figure 1.3 for carbon ions), these
particles clearly have the potential to have a large effect on a very small volume, while barely causing any col-
lateral damage. This accuracy is somewhat compromised by the fragmentation tail [20]. The main drawback
of heavy ions is a varying Relative Biological Effectiveness (RBE); for photons and electrons, this is generally
1 and protons have an RBE roughly of 1.1. However, for carbon ions and even neutrons, the RBE can range
between 5 and 20, meaning the same dose in [Gy] can cause anywhere between 5 and 20 times as much dam-
age on a cellular level. As a result, dose prescription becomes more complicated in this scenario. Another
drawback is that heavier particles require even larger accelerators, and the requirements for accuracy and
robustness of the plan against uncertainties become more stringent as well [15], [19], [21].



Research Background

This chapter provides the background for the research. First, Section 2.1 elaborates on the basic principles of
PT. Section 2.2 explains which types of motion can be encountered in radiotherapy and provides an overview
of the currently available methods for mitigating the detrimental effects of motion. Finally, Section 2.3 sets
out the research goals for this work.

2.1. Proton therapy basics

PT can roughly be divided into scattering techniques and scanning techniques. There are several different
methods for delivering a proton dose to a patient, including PBS, which is the focus of this work, but also
Uniform Scanning (US), Single Scattering (SS) and Double Scattering (DS) [22], [23]. For all methods, it holds
that for different particle energies, the Bragg peak occurs at different depths. The greater the energy, the
greater the depth, assuming the medium through which the beam travels is homogeneous, or at least has a
fairly uniform density. Various reliable algorithms for dose distribution calculations are available, but high-
density regions such as bone, and air cavities such as in the lungs, can complicate treatment planning.

2.1.1. The spread-out Bragg peak

The division in scattering and scanning techniques mainly refers to how the beam is shaped to fit the target
in the plane orthogonal to its direction of travel. In all methods, the depth is modulated using a Spread-Out
Bragg Peak (SOBP), although the mechanism by which this SOBP is created varies. The concept is shown in
Figure 2.1. An SOBP can be created by stacking different beams on top of each other, varying the intensity and
energy to create beams with Bragg peaks at different depths and delivering a different total dose along their
path. In scattering techniques, the SOBP is created when a uniform beam with high energy passes through
a range modulator wheel; this wheel has a varying thickness along its perimeter and therefore causes the
beam to pass through a different thickness continually, modulating the remaining energy of the protons to
vary the depth to which they penetrate. As a result, the full SOBP is applied continually, so the complete
target is irradiated continuously. In scanning techniques, the SOBP is created by irradiating with distinct
energies, created by slowing down the beam as necessary as it leaves the accelerator. This effectively cuts
the target volume into layers, and one layer is irradiated before moving on to the next. The deeper layers
tend to be more heavily weighted than shallower layers, as they need to provide the full dose nearly on their
own, while the shallower depths are irradiated by multiple layers. If done correctly, the resulting sum of the
beams is a profile with a range of approximately uniform dose, allowing irradiation of the whole tumour with
the desired dose [24], [25]. However, because the beam needs to move to cover the entire tumour, active
scanning techniques often perform poorly when the target moves.

2.1.2. Scattering techniques

SS and DS are scattering techniques, with the main variable being the size of the irradiating beam. The gen-
eration of such beams is shown schematically in Figure 2.2. In SS, the beam is small in the lateral plane,
caused by passing the beam through a single scattering film. The beam intensity beyond the scattering point
becomes a Bell-curve, meaning the intensity of the beam rapidly drops with distance from its central axis. To
produce a beam with near-constant intensity, it is passed through a narrow opening, cutting the beam profile
off beyond the roughly uniform peak of the Bell curve. As a result, SS is only able to irradiate a small target. It
is also a very inefficient technique, since the vast majority of protons are blocked by the collimator. This also
results in a relatively large amount of stray radiation. Therefore, it is only used for some very specific cases,
such as eye tumours. As the name suggests, DS employs a second scatterer. This scatterer is shaped in such
a way that it refocuses the beam after the first scatterer, delivering a beam with a uniform lateral profile. This

6
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Figure 2.1: Creation of a spread-out Bragg peak with a range of approximately 12 [cm] and a width of approximately 9 [cm] by stacking
many individual Bragg peaks on top of each other to generate a relatively uniform high-dose region wide enough to irradiate a three-
dimensional target. Source: [25]

reduces the amount of protons that need to be blocked off, greatly increasing the efficiency compared to SS.

Once the beam leaves the nozzle, SS and DS both employ apertures and compensators. The aperture is a ring
of heavy material, such as copper, to cut the beam off laterally to fit the tumour shape, while the compensator
is a light material similar to water in density, such as lucite, that will change the depth of the Bragg peak to fit
the beam to the tumour in the direction of travel. It is important to note that the entire tumour is irradiated
simultaneously and therefore, the beam does not need to be moved [22]. A drawback of scattering methods is
that they require patient-specific apertures and compensators to be created, one for each treatment field, and
these pieces become activated during use, requiring additional precautions in disposal, while the interaction
also generates secondary radiation in the form of neutrons, resulting in an additional dose that is difficult to
model due to the varying RBE of neutrons.

Figure 2.2: Schematic overview of single scattering and double scattering proton therapy principles, showing how the lateral beam profile
is moulded to the desired shape. Source: [22]

2.1.3. Scanning techniques

Contrary to scattering techniques, PBS and US do not irradiate the entire volume simultaneously. Instead,
in both cases, the beam irradiates layer by layer, with each layer being irradiated with a constant energy to
generate the SOBP. Starting at the deepest part of the target volume by irradiating with the highest energy, the
energy is decreased step by step until the layer closest to the surface is reached. In doing so, the beam needs to
be moved laterally as well to ensure the entire tumour volume is irradiated. This is where the methods differ
in approach. US sweeps a broad beam of uniform intensity across the layer, the movement or scanning speed
varying to make sure that each section receives the required dose. In PBS, the layer is irradiated in discrete
spots, with a single pencil beam irradiating a spot until the prescribed dose is reached, before moving on to
the next spot. This process is schematically depicted in Figure 2.3.
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Figure 2.3: Schematic overview of pencil-beam scanning being used to irradiate a tumour layer-by-layer. The spots on the left-most
coloured layer are the positions at which the beam is targeted in that layer. Source: [26]

2.2. Motion in radiotherapy

The human body is not completely rigid. In fact, it has many degrees of freedom, and most are independent
of one another. For the purposes of radiotherapy, types of motion are typically divided in two main groups:
interfractional and intrafractional motion [27], [28]. This refers to the concept of fractionation explained in
Section 1.3. Interfractional motion is then motion between fractions, while intrafractional motion occurs
within the time span of delivery of one treatment fraction [29]–[31]. Interfractional motion comprises several
sources of motion, although these are not motion in the traditional sense. There is no actual motion occurring
during treatment, rather, the changes with respect to planning or previous treatment fractions need to be
accounted for at the start. Interfractional motion can normally be classified in four categories:

• Setup errors. These are inaccuracies in patient positioning. When the patient is placed on the treatment
table before every fraction, there will generally be slight shifts and rotations every time.

• Filling and emptying of organs. As part of their function, a range of organs will fill up and then empty
out again, such as the bladder and intestines. Depending on filling, the range of protons might change,
since a full bladder or bowel slows the particles down more than several centimeters of air.

• Changes in patient anatomy and non-rigidity. The general shape of a patient body can change. It
is common to see non-negligible weight loss if the patient receives chemotherapy simultaneously, for
example. Similarly, non-rigid parts of the body such as fatty or muscle tissue may settle differently from
fraction to fraction.

• Tumour shrinkage. If a treatment is effective, or if alternative modalities are applied simultaneously, it
is possible to see shrinkage of the tumour over the course of treatment. This is unlikely to be noticed
between concurrent fractions, but can cause a significant inaccuracy by the later fractions compared
to the Computed Tomography (CT) scan on which planning was done. Of course, tumour growth while
treatment is ongoing is also possible.

Intrafractional motion refers to changes that occur while the patient is on the treatment table. The main
sources of intrafractional movement are breathing and cardiac function [27]. Due to the cycle of expansion
and contraction of the lung, the entire thorax and a number of the abdominal organs move. This motion is
the focus of this research. The beating of the heart mostly affects lung tumours, having greater frequency but
smaller magnitude than breathing motion [32].
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2.2.1. The interplay effect

In active scanning proton therapy, motion is of even greater concern than in modalities where the beam does
not move. This is because the movement of the beam can cause an exacerbation of the target motion, a phe-
nomenon which is called the interplay effect. This effect is well-established since the earliest days of active
scanning techniques [33]–[35]. The interplay effect is the primary focus of this work, and is schematically
explained in Figure 2.4. It shows two types of motion: a moving tumour and a moving beam, representing
the effect these movements have on the static plan shown in white. The irradiation of a single layer can take
several seconds, depending on the system, number of spots and dose per spot to be delivered. In this time,
the tumour moves, causing a number of spots to be delivered to the wrong location. This can lead to certain
locations being irradiated multiple times in a single layer and others receiving no dose at all. Since protons ir-
radiating the deepest layers also deposit dose in all the layers they pass through, the effect of misplaced spots
can stack up rapidly. This way, a plan that looks very homogeneous without accounting for the interplay ef-
fect, may in practise see a significant portion of its target volume either over- or underdosed. The interplay
effect is capable of degrading a dose distribution in such a way that large fractions of the target volume fall
outside of clinically acceptable limits. This has a detrimental effect on the chance of achieving the targeted
damage to the tumour, while simultaneously increasing the risk to nearby organs [36], [37].

Figure 2.4: Conceptual representation of the interplay effect. In white, a planned treatment is shown in which a pencil beam is moved
from spot to spot to irradiate a delineated target volume. However, while the beam traverses the planned path, the organ, and with it the
target volume, is moving due to breathing motion. This causes the actual irradiation, shown by the coloured spots, to deliver a dose to
other areas than was planned, and can result in over- or underdosage of certain areas, as is shown on the bottom right. This is called the
interplay effect. Source: [38]

2.2.2. Visualising motion using 4D CT imaging

Many tumour sites are not very susceptible to motion, such as brain tumours. However, especially around
the diaphragm, breathing motion is known to be an issue and must be accounted for in planning, but for
that to be possible, motion must first be recorded. This is generally done using a 4-Dimensional Computed
Tomography (4DCT) scan. A normal CT scan records the three physical dimensions; the fourth dimension in
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this case is time. Figure 2.5 shows this process, which involves taking multiple 3D CTs, while recording the
breathing pattern, for example by monitoring the chest wall or through markers placed on the chest. After
the imaging finishes, the various 3D CTs, called the phases of the 4DCT, can be combined to create ’average’
images, or the breathing signal can be analysed to find a representative point such as the mid-ventilation
point, which can then be used as reference phase [39].

Figure 2.5: The process by which a 4DCT is obtained: several CT images are taken, while the breathing signal is monitored. The images
are then linked to the breathing phase they are taken at, so that motion in the field of view can be recorded. Adapted from [40].

2.2.3. Motion management techniques

It is clear that motion is a many-sided problem, but also one of such magnitude that it cannot be ignored.
Therefore, many strategies have been implemented, aimed at either mitigating the effect of motion or at-
tempting to mitigate the motion itself [41]. For example, even though this was not why it was originally
implemented, fractionation works automatically as motion management [42]. Spots can receive more than
the planned dose for one fraction and less the next, since the motion, or at least its effect on the delivered
dose distribution, is often random. Specialised techniques to combat the effects of motion include:

• Immobilisation devices. These have been commonly applied in nearly every treatment centre for many
years, for all radiotherapy modalities. Their primary purpose is to create a reproducible patient setup,
thus reducing setup errors and speeding up the setup process. They also serve to maintain patient
position during treatment. Common immobilisation devices include masks and bags that are shaped
to patient anatomy and fixed to the treatment table [43].

• Gating. In gating, tumour motion is monitored, usually via a surrogate such as chest wall motion or
by placing markers on the chest [44]. The beam is then turned on when the signal is within a certain
part of the breathing range, switching off again once the signal leaves the allowed range. This normally
means the tumour is only irradiated when it is relatively close to the planning position, but this method
is not always reliable if tumour motion is not measured directly, since the relationship between tumour
and surrogate can often vary over the course of a full treatment or even during a single fraction [41],
[45]–[47].

• Breath holding. A patient can be requested to hold their breath, or at least to keep the breathing shal-
low for the course of the irradiation, so as to minimise tumour motion. It works similar to gating in that
breathing is controlled rather than tumour motion itself, so it also relies on a consistent relationship
between tumour and breathing. This technique is commonly used in conjunction with gating, and
patients can be trained to some extent to increase the effectiveness of the method. However, repro-
ducibility from fraction to fraction is often poor [48], [49].

• Repainting. This method is specific to active scanning particle therapy, since it irradiates on a spot-by-
spot basis. Repainting, sometimes also called rescanning, delivers only a fraction of the daily dose for
each spot, coming back to each spot multiple times. This essentially causes additional fractionation
of the treatment. It can be done by irradiating a layer in several fractions until the total dose per spot
is delivered, before moving on to the next layer, or the entire volume can be irradiated, before starting
back at the deepest layer to repaint. The prior method is called layered repainting, the latter is called
volumetric repainting [35], [50]–[52].
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• Beam tracking. This is theoretically the optimal method: the tumour location is monitored and the
beam or treatment couch is moved in order to compensate for the motion in real time. However, this
method is difficult to facilitate, since it requires a system to monitor the motion in real time with suffi-
cient accuracy, the obtained images must then be processed quickly and reliably and finally the beam
or couch motion must be generated, resulting in high hardware demands. Simplified methods are also
possible which compensate only for changes in the equilibrium position that occur for a certain mini-
mum duration [53] or that monitor tumour motion in real time but apply a gating approach rather than
moving the beam or patient [54].

2.3. Research goal

In this project, the main goal will be to quantify the effect of irregularities in a breathing rhythm on the mag-
nitude of the interplay effect. A lot of research has been carried out on quantifying breathing patterns, on the
effect of breathing in radiotherapy, and on the interplay effect specifically. However, the breathing considered
is regular in the vast majority of the research. Furthermore, it is often done using patient data, meaning the
amount of data is limited and there is little to no ability to examine the isolated effect of various breathing
parameters. Since variations in those parameters are to be studied, the use of patient data is not ideal. There-
fore, several research questions are considered in this work, before the magnitude of the effect of irregularities
in breathing can be adequately examined. These are:

1. What is the magnitude of the interplay effect for regular breathing?

2. Which parameters of a regular breathing pattern have the largest impact on the magnitude of the inter-
play effect?

3. Which parameters should be varied over the duration of a breathing pattern to obtain realistic irregular
breathing patterns?

4. What is the magnitude of the interplay effect when considering irregular breathing patterns?

5. What is the magnitude of the interplay effect when applying clinical standards for mitigation of motion
effects?

In order to answer these questions, several things will be needed:

• A target that is affected by breathing motion.

• Data of a moving human anatomy with high resolution.

• A clinically accepted treatment plan.

• A large number of clinically realistic breathing patterns.

• A method for calculating the interplay effect based on a breathing pattern input.

The work was done in the RayStation planning suite by RaySearch [55]. The selected target was a liver tu-
mour. Most interplay investigations focus on the lung, since lung tumours are the most obviously affected
by interplay, but lung tumours are not treated at the Westdeutsches Protonentherapiezentrum Essen (WPE),
so no standardised planning process is available. Liver tumours, however, are also affected due to their close
proximity to the diaphragm, and they are commonly treated and investigated at the WPE [56]–[58].



Patient Model and Treatment Planning

Patient data is difficult to obtain, often contains artefacts and regions that are difficult to contour and a 4D
CT typically has only 10 phases, limiting the accuracy with which a particular breathing signal can be recon-
structed [59]. These issues can all be reduced by the use of a computer-generated phantom, which is what is
done in this work. The phantom that was used for this research is called the XCAT phantom. Its origin and
properties will be explained in Section 3.1. Section 3.2 provides an overview of the advantages and limitations
of the phantom. With the patient model in hand, a treatment plan needs to be made, which will serve as in-
put and baseline for the calculations of the interplay effect. Section 3.3 gives some standard clinical practices
from the WPE concerning general planning strategies. Section 3.4 then zooms in on the additional considera-
tions taken when motion needs to be accounted for. Last, Section 3.5 discusses the different dose calculation
algorithms available.

3.1. Origin and properties of the XCAT phantom

The XCAT phantom is a software phantom developed at the Johns Hopkins University, Baltimore, MD, USA
[60], [61], by building upon an earlier phantom, the 4D NCAT phantom, designed primarily for use in single-
photon emission computed tomography (SPECT) research. The phantom is a so-called hybrid phantom,
combining properties of both voxelised and mathematical phantoms. Voxelised phantoms such as the NCAT
are based on real patient data, allowing a very accurate representation of that particular anatomy. However,
they cannot be manipulated very well to vary patient parameters or to induce organ motion. Furthermore,
their resolution is often insufficient for use in high-resolution applications such as CT or Magnetic Resonance
Imaging (MRI). A mathematical phantom is, as the name suggests, built by way of equations or geometric
primitives, which makes them very flexible in creating different patient anatomies and enables modelling of
organ motion. However, the mathematics is often a relatively poor representation of actual patient geometry.
Software phantoms have potentially significant applications in medical research, to aid in improving both
medical imaging devices and reconstruction techniques, and allowing evaluation of a wide range of clinical
scenarios. Results are only of value if the anatomy is realistic.

Hybrid phantoms offer a middle road: they take segmented patient data as input but then fit a mathematical
model to the anatomy. This combines anatomical accuracy and mathematical malleability, to create a ver-
satile tool that can be used for large-scale research. It avoids having to irradiate patients many times, which
leads to dose limitation concerns, or making physical phantoms for many different patient anatomies, which
is costly and time-consuming. The XCAT phantom was created based on 4D-tagged MRI and high-resolution
respiratory-gated 4DCT patient data to establish accurate models for cardiac and respiratory motion, respec-
tively. Organ volumes were obtained from International Commission on Radiological Protection (ICRP) pub-
lication 89 [62], a wide range of body measurements was taken from the Visible Human anatomies library
of the National Library of Medicine [63]. 3D polygonal surfaces were created from the anatomical structures
and used as input for generating non-uniform rational B-splines (NURBS) surface structures for abdominal
organs such as the bladder and prostate [64]. Tissue with highly arbitrary topology, such as the brain and
vascular system, were modelled using subdivision surfaces to avoid requiring the large numbers of parame-
ters needed to accurately define such structures using NURBS surfaces [65]. The XCAT phantom can create
phantoms of both genders for a range of ages, body types and motion parameters [60], [66], [67].

For this case, a male adult phantom was created. Sagittal, coronal and transversal views of the phantom can
be seen in Figure 3.1. Breathing motion for the phantom is linked to the diaphragm; it is deflected by a given
input value, after which surrounding organs such as liver and heart are moved by a scaled value. Based on six
such moving region of interests (ROIs), a deformation field is created to transform the rest of the phantom,
such as muscle and blood vessel tissue and the remaining organs. For the phantom used here, fifty different
phases were generated, corresponding to diaphragm deflections of 1 to 50 [mm], in effect creating a 4DCT
with five times the common clinical resolution.
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(a) Sagittal view (b) Coronal view (c) Transversal view

Figure 3.1: The phantom generated for use in this research. The patient anatomy is that of an adult male. It was generated by the
Technische Hochschule Mittelhessen using the XCAT software [67].

3.2. Advantages and limitations

There are advantages to using the XCAT phantom. Some of these were already discussed when introducing
the phantom, such as the available range of patient anatomies. On the other hand, the phantom also has
limitations. Both the positive and negative aspects of the phantom as they relate to this work are discussed
here.

3.2.1. Breathing model

In clinical practise, breathing models are often created using a surrogate for the tumour motion. 4DCTs often
record the chest wall motion, for example, extracting the amplitude of the motion either by monitoring the
surface or by tracking markers placed on the chest [68]. However, this implicitly assumes a linear relationship
between tumour and surrogate motion which does not always hold. Figure 3.2 shows the relationship of chest
wall markers to tumour motion for the anatomy used in this work. There is a sizeable portion where the rela-
tionship is roughly linear, but for larger amplitudes, the relationship changes very significantly. An advantage
of the XCAT is that the motion of the phantom anatomy is based on diaphragm amplitude, which tends to
correspond more closely to tumour motion [69], [70]. However, the phantom does not distinguish between
inhalation and exhalation, merely taking diaphragm amplitude as input for its rendering of breathing motion.

3.2.2. Contouring

Since the XCAT phantom is computer-generated, it allows for perfect contouring. Two versions were cre-
ated, one version with realistic attenuation coefficients, called the ’ATN’ phantom, and one where each organ
had a pre-defined, unique Hounsfield Units (HU) value, called the ’ACT’ phantom. The individual phases
were numbered based on their amplitude, e.g. the phases with 5 [mm] amplitude were named ’ATN_05’ and
’ACT_05’. Using a script, the pre-set HU values were used to contour each organ perfectly on the ’ACT’ phan-
tom. These contours were then copied to the ’ATN’ phantom, so that there the organs were also perfectly
contoured. After this, the ’ACT’ version was deleted to reduce memory usage. All subsequent steps were
done on the ’ATN’ set of CTs. See Figure 3.3 for a side-by-side view of the ATN phantom without and with its
contours.
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Figure 3.2: Correlation of anterior-posterior chest wall movement with inferior-superior tumour motion in the phantom used in this
research, showing that the assumption of a linear relationship between the two only holds for a limited range.

(a) Phantom without organ contours (b) Phantom with contoured organs

Figure 3.3: XCAT phantom without and with its organs contoured. Note the perfect delineation, which would not be possible when using
real patient data.

3.2.3. Transformation accuracy

The deformation fields generated by the XCAT software are not always consistent [71]. Since the original
deformation fields were not accessible anyway, they needed to be approximated. Various models and ap-
proaches are available within RayStation for calculating deformation fields. The first attempt used informa-
tion from all organ contours as well as HU-values to establish the deformations. However, this was found
to lead to a significant offset, especially around the diaphragm, reaching as much as 2 [cm] at certain loca-
tions. Since this area is of great interest in this project, the field was discarded. Three alternative options were
considered:

• ROIsOnly: This deformation field was created by again using contours of all organs, but without HU-
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Deformation field Maximum similarity Average similarity Minimum similarity
ROIsOnly 0.9924 0.9419 0.6455
LiverLungHeartRib 0.9924 0.9801 0.9386
Unfocused 0.9931 0.9827 0.9449

Table 3.1: Maximum, average and minimum dice similarity values for the 49 XCAT phases for different deformation field settings, based
on accuracy of the transformation of the liver. The reference phase result was trivial and thus excluded from the analysis. The Unfocused
field was selected for further work.

value input.

• LiverLungHeartRib: This deformation field was created by using only the contour information for the
organs in the immediate vicinity of the diaphragm. They were set to be ’Focus regions of interest’,
meaning the field was calculated around these organs only, with a larger window in which the defor-
mation field slowly dropped off to zero. Portions of the phantom remained untransformed.

• Unfocused: The same organs as for field ’LiverLungHeartRib’ were selected. However, they were not
used to focus the deformation field, meaning the entire phantom was included in the calculations.

Then, for each deformation field, a copy was made of the liver contour in the reference phase and transformed
to the other phases using the calculated deformation fields. Next, a union ROI was created on each phase of
the transformed and contoured version. Then a similarity coefficient was computed by comparing the size of
the union ROI, called the dice similarity coefficient d [72]:

d = 2V (A∪B)

V (A)+V (B)

Results are shown in Table 3.1. It was found that the ’Unfocused’ deformation field had the best fit and was
thus used further. Note that for the reference phase, d was always equal to one since no transformation was
applied. This trivial result was excluded from the analysis.

3.2.4. Motion range limitations

The XCAT phantom has been extensively tested, with special attention being paid to accurate modelling of
respiratory motion [60], [61]. However, there is no clear limit for the accuracy of this motion; the phantom will
simply calculate a result based on an input, no matter what that input is. It is clear that sufficient testing was
carried out for normal breathing ranges, but no limit for the inputs during validation of the breathing motion
was found, meaning inaccuracies could start to occur at the end of the range of amplitudes. These extreme
amplitudes could be validated by having a patient breathe as deeply as possible during a CT scan, and com-
paring the obtained images to the results of the XCAT with the input data set to match the particular patient.
A problem of this approach, however, is that this would cause a significant dose to the patient, especially if
small steps in the breathing amplitude are to be investigated, as this likely requires taking a 4DCT for several
full breathing cycles to obtain the desired number of different deep-inspiration amplitudes. Therefore, vali-
dating the assumption of continued XCAT reliability throughout the amplitude range used in this work seems
ethically undesirable, unless a modality is used that does not require ionising radiation. MRI seems suitable
for this, since it also has a sufficiently high accuracy, and conversion to CT is well-established [73]–[75].

3.3. General planning standards

A variety of different tumours are treated with PT. Furthermore, the patient age ranges from infants to el-
derly patients of both genders. As such, a variety of different requirements and steps must by necessity be
considered in planning. However, there are some practices commonly used around the world.
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3.3.1. Structure definition

Treatment planning typically considers four volumes to delineate the tumour and to include various types
of margins, as defined by the International Commission on Radiation Units and Measurements (ICRU) [76],
[77]. These are shown in Figure 3.4. The smallest volume is the Gross Tumour Volume (GTV), which encom-
passes the extent of macroscopic disease as seen on the planning CT scan. However, it is known that the
tumour may spread microscopically, which means it is not visible on planning images. To account for this
microscopic growth, a margin is applied, creating the Clinical Target Volume (CTV). This is the tumour vol-
ume which must be irradiated to achieve local control. However, it is possible for the tumour to move, for
example due to breathing or changes in nearby anatomy. To ensure the CTV will be covered adequately in
all scenarios, additional margins are applied, corresponding to the range of the motion, yielding the Internal
Target Volume (ITV). Finally, the patient setup before each fraction induces uncertainties, which are encom-
passed by additional margins on top of the ITV, or on top of the CTV in case no ITV needs to be defined. This
volume, the largest of the target volumes defined by the ICRU, is called the Planning Target Volume (PTV).
The planning process can then be roughly summarised as the striking of a balance between irradiating the
target and ensuring the dose to nearby organs at risk (OARs) remains below their tolerance [78].

Figure 3.4: Standard clinical planning volumes, as defined by the ICRU. GTV = Gross Tumour Volume, corresponding to the detectable
borders of the tumour. CTV = Clinical Target Volume, corresponding to the GTV plus a margin for unnoticeable, microscopic spread. ITV
= Internal Target Volume, corresponding to the CTV plus additional margins to compensate for physiological changes such as motion and
changes to tumour shape. PTV = Planning Target Volume, corresponding to the ITV or, if this is not defined, to the CTV, plus additional
margins to account for setup and range uncertainties [76], [77]. Image source: [79]

3.3.2. Robust planning

Proton therapy is known to have a highly localised dose deposition, making it susceptible to errors. Therefore,
it is important to account for uncertainties. These are introduced when considering the accuracy with which
the setup during planning CT can be reproduced for treatment, but uncertainties in the recorded HU and its
subsequent conversion to proton path length must also be accounted for. At the WPE, this is done according
to ICRU standards [80], by applying a 3.5% correction to account for range uncertainties. Sources of range
uncertainty are the acquired HU values used in the planning CT, the conversion from HU to proton stopping
power and variation in the proton range during irradiation. Furthermore, a 5 [mm] uncertainty in every
direction is used to account for setup uncertainties, provided the margin between the CTV and PTV is at least
5 [mm]. For brain tumours, a margin of just 3 [mm] is applied between CTV and PTV, since patients wear a
mask and there is negligible motion involved. The setup uncertainty margins are set to 3 [mm] as well in that
case, but the range uncertainty is kept at 3.5%.
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3.3.3. Intensity modulated proton therapy

Many plans are created using a combination of beams, each of which delivers a roughly uniform dose, adding
up to the total prescribed dose. This method is called Single Field Uniform Dose (SFUD). However, it is also
possible to apply several non-uniform fields, which together still add up to the prescribed dose at any point
in the target volume. This method is called Intensity Modulated Proton Therapy (IMPT) and is a commonly
used planning technique. Its sharper dose gradients generally allow for better sparing of OARs, but density
gradients in the irradiated tissue, such as in the lungs, can have a strong deteriorating effect, so in such cases,
SFUD planning is often considered a more robust choice.

3.4. 4D treatment planning

Standard robustness is applied to every plan, whether the CTV is moving or not. To account for motion,
additional steps are taken, starting with recording the motion through a 4DCT. Once the resulting images
have been imported to the planning software, a reference phase must be selected. This phase will then be
used for planning. This can be done either by creating an ITV or by 4D planning.

3.4.1. Creating an ITV

An ITV is essentially another uncertainty margin, similar to the construction of a PTV. While a PTV accounts
for setup uncertainties, the ITV accounts for motion uncertainties. It is created by delineating a CTV on each
phase and then combining all CTVs on the reference phase, resulting in an ITV that contains the full range of
CTV motion over all phases in a single ROI, after which planning can proceed normally with the calculation of
the PTV. Naturally, the PTV is larger when generated this way than without ITV calculation, so this means the
dose will be applied to a larger area, resulting in poorer planning results for OARs in general than if motion
were not accounted for. However, if the motion were left unchecked, the dose to both OARs and CTV would
be unpredictable. This could potentially lead to underdosage of certain parts of the target volume, resulting
in reduced tumour control, or to increased dose to healthy tissue, increasing the chance of complications.
This inherent trade-off is one of the reasons why proton therapy is less commonly applied to moving targets.
Moreover, an ITV is often based on a snapshot of the motion during a 4DCT and therefore may not accurately
represent the motion [81].

3.4.2. 4D planning and optimisation

Using an ITV, all motion is summarised on one reference phase, after which planning proceeds normally.
However, this method only accounts for CTV motion but neglects all OARs, thereby inducing uncertainties
in the dose to OARs as well as in the range of protons due to density changes in their path. Alternatively,
full 4D planning is an option: a plan is made on an averaged version of the 4DCT set and evaluated on the
phases with the most extreme breathing, allowing for a clearer picture of the dose to all regions of interest
[82]. However, this requires more time, both for planning and for evaluation by physicists and doctors. The
method is also still relatively new and consensus guidelines are still being drafted. Any tumour that would
absolutely require 4D planning is therefore more likely to be treated with a different modality instead, such
as DS.

3.4.3. Targets commonly affected by motion

There is a range of organs which are affected by motion, and tumours in any of these are generally considered
moving targets. Note that this refers to intrafractional motion, that is, motion during treatment. Interfrac-
tional motion such as filling/emptying of bladder and bowels and patient weight gain are disregarded. These
are often accounted for by, for example, asking patients not to eat or drink for a certain amount of time before
treatment or by taking a verification CT and adapting the plan in case of notable changes in patient anatomy.
Organs for which breathing motion is significant include the lungs and heart and most of the abdominal or-
gans, such as pancreas and liver [27]. However, intrafractional motion is not limited to breathing. Motion
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can also be induced by the heart, for example. These contributions are generally smaller and more localised,
however, and are therefore noted but otherwise neglected for the purposes of this work [32].

3.5. Dose calculation algorithms

RayStation offers two algorithms to calculate the final dose distribution: the pencil beam algorithm (PBA) and
Monte Carlo (MC)-based dose calculation. PBA is generally faster than MC-based methods, but has known
inaccuracies when handling tissue heterogeneities because it uses relatively straightforward density scaling,
modelling the proton path as water with varying density. In regions where this approximation is valid, results
tend to correspond well with MC, but it fails for many regions of the body as well. Another drawback is that
PBA does not model particle interactions, and so does poorly in calculating secondary particle radiation.
MC does model the physics of particle interactions, and it models material properties based on material
composition, mass or electron density or ionisation potential, resulting in a highly accurate model of the
inhomogeneities in the proton path and allowing for accurate calculation of secondary radiation [83]. This
is relevant in the case of implanted markers, which are often metal implants in soft tissue, and at any air
cavities in the patient anatomy. The prime example of an air cavity is of course the lung, and indeed PBA is
known to perform badly when optimising for lung tumours [84], [85]. For liver plans, the error is in general
more acceptable, but there is still a clearly notable error that should not be neglected entirely [86]. For proton
therapy, the difference between the models is even more important than for photon therapy, owing to the
prevalence of sharp dose gradients, often near healthy tissue, which form a large part of the appeal of proton
therapy.

At the WPE, no plans are clinically approved using the PBA for optimisation; only MC-optimised plans are
eligible for approval by doctors and physicists [87]. Therefore, from a purely scientific or clinical perspective,
MC dose calculations would be the optimal choice. However, the increased accuracy comes at a consider-
able cost in terms of calculation time. In the case of the plan investigated here, evaluating a single breathing
pattern with the MC engine was found to take between two and four hours for the plan without repainting, de-
pending on server load caused by other activities such as the calculations run by the planning team members.
This yielded a stark contrast with the run time of an interplay evaluation using PBA, which ranged between
10 and 20 minutes for the plan without repainting. Due to the increased number of spots, the plan with 5x
layered repainting saw an increase of approximately 75%, ranging from 18 to 35 minutes. No MC optimisa-
tion was carried out for the 5x layered repainting plan, but it can be extrapolated that each calculation would
then take anywhere between 3.5 and 7 hours. Since the calculations were divided equally between the plans
with and without repainting, a quick ballpark figure would be that almost 6000 calculations at an average of
approximately 4 hours each would result in a total calculation time of well over 20,000 hours. Clearly, this is
a prohibitive computational load, which would have resulted in a drastic decrease in the variety of breathing
patterns that could be investigated. The purpose of this work was to evaluate the magnitude of the impact
various types of breathing irregularities have compared to regular breathing; in essence, this was an investi-
gation into the relative magnitudes of both effects. Since the inaccuracies of PBA apply to each calculation
equally and the beams did not pass through any air cavities or other sharp tissue density gradients, they were
deemed acceptable, and the additional amount of scenarios that could be evaluated was considered to be of
sufficient value to offset the drawbacks when comparing with MC.
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It is clear that organ and tumour motion due to breathing is an issue. In order to quantify the severity of
interplay, a static reference plan is required. This is created in Section 4.1. A baseline for the interplay effect
is established using regular breathing, which is discussed in Section 4.2, before the generation of irregular
patterns in Section 4.3. The algorithm with which the disturbed dose distributions are calculated is laid out
in Section 4.4. The metrics for evaluation of the distributions are listed in Section 4.5. The assumptions that
were made are discussed in Section 4.6.

4.1. Static reference plan

The static reference plan was copied from earlier work at the WPE [38]. This means a CTV was prescribed
with a dose of 6300 [cGy], to be administered in 15 fractions of 420 [cGy] each. Spreading the total prescribed
dose out over a period of several weeks through fractionation is standard, but since interfractional effects
were neglected, this was not considered.

4.1.1. Input parameters

Figure 4.1 shows all regions of interest that were used for planning. The target was a manually generated
spherical CTV of 5 [cm] diameter located in the liver, which was deemed representative for hepatocellular
carcinoma [88]. This target suffers significantly from breathing motion and would therefore normally be
treated with DS. However, since the liver is relatively homogeneous, it is possible to treat the volume with
PBS. This is desirable since many proton therapy centres are switching to or only building PBS rooms, but
before patient treatment is possible, it is necessary to investigate the magnitude of the effect of target motion
on the dose delivered by PBS [56]. An ITV was created based on CT phases ATN_20, ATN_22, ATN_24, ATN_26,
ATN_28, ATN_30 and ATN_32. This corresponds to a 12 [mm] motion range around reference phase ATN_26.
Some trial-and-error was required to generate the CTV in such a way that the ITV never reached into the
lung cavity on the reference phase, to avoid problems with optimisation. The CTV material properties were
then set equal to water. Once the ITV was defined, two beams were introduced, with 250 and 340 degree
gantry angles. The 250 degree beam required a 51 [mm] water equivalent thickness (WET) range shifter to
be inserted to get layers with deliverable energies. Air gap between the snout and the patient surface was
reduced as much as possible for both beams. Once the beams were aimed at the CTV isocentre, a beam-
specific PTV was calculated for each of them. This was done using the 3.5% and 5 [mm] margins introduced
in Section 3.3, except at the distal edge of the ITV, where a margin of 7 [mm] was applied to account for
additional range uncertainty. One support ROI was created, consisting of the liver contour minus the CTV,
with a 1 [cm] padding applied to the CTV in the calculation to ensure a margin between the two regions of
interest. This contour, called ’LiverMinusCTV+1cm’, was used to set an optimisation goal for the dose to the
healthy liver tissue.

The optimisation criteria, shown in Figure 4.2, can be divided in three categories. The dose requirements
on the ITV and beam-specific PTVs aim to create a homogeneous dose distribution in the CTV equal to the
specified dose prescription. The dose fall-off requirement and dose limit for the ’LiverMinusCTV+1cm’ ROI
were set to ensure a steep dose fall-off outside the ITV, limiting the dose to healthy tissue. Last, the dose
constraints applied to the CTV ensure the target does not receive a dose outside of the clinical limits (5985
and 6741 [cGy] correspond to 95% and 107% of the prescribed dose, respectively). The resulting plan was ap-
proved by a medical physicist at the WPE. The resulting dose distribution is shown in Figure 4.3. As explained
in Section 3.5, all optimisation was done using the pencil beam algorithm.
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Figure 4.1: Overview of all relevant contours used in treatment planning

Figure 4.2: List of the criteria fed into the optimisation engine of RayStation. The combination of the criteria was chosen to ensure a
homogeneous dose distribution in the CTV while balancing the weight of each beam and limiting the dose to the surrounding healthy
tissue.

4.1.2. Layered repainting plan

A liver tumour suffering from motion as investigated here would generally be treated using DS at the WPE. If
PBS would be used, the presented plan would usually be executed with five times layered repainting, one of
the methods available to mitigate motion effects described in Section 2.2. To investigate the effectiveness of
this practise, a copy of the patient data and plan were made, so that two calculations could be run simultane-
ously, with the second plan set to repainting. Since RayStation v7.99 only includes repainting instructions as a
’note’, but does not actually adapt the spots it has calculated, an additional script was provided by RaySearch.
This script takes several inputs:

• Repainting method: volumetric or layered?

• Number of repaints
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Figure 4.3: Dose distribution of the approved static plan that was used as reference. Its spot weights and locations were used to calculate
the beam model for the interplay evaluations.

• Minimum spot weight

For this plan, 5x layered repainting with a minimum spot weight of 0.025 [MU] was selected. This is the lower
limit that the treatment system at the WPE is capable of providing. The original plan was then copied by
the script and each layer was split into five new layers of the same energy, with spots equal to 1/5 of their
original weight, unless this fell below the setting for minimum allowed spot weight. In that case, the spot
would be distributed over 4 layers (or even less if the new weights were still too low). This resulted in a near-
quintupling of the number of spots. As a result, calculation times for the repainting plan were notably longer
for the repainting plan than for the plan without repainting. However, since the transformation from the 50
phases back to the reference phase was also very computationally demanding, the increase was not a factor
of five, but rather varied between roughly 50% and 80%. The total irradiation time also increased, but since
layered repainting requires no additional energy layer switching, which is one of the most time-consuming
parts of the beam time model, the total irradiation time increased by approximately 100%. This brought the
maximum irradiation time of any beam to 65 [s], and since the program starts over at the start of the signal
when calculating for the next beam, signals with a length of 100 [s] were generated. The exact beam time
models for both beams and both plans are provided in the repository [89].



22 4. Research Method

4.2. Regular breathing

The problem of breathing motion is well established. A lot of research has already focused on the impact of
breathing on a wide range of medical procedures, including proton therapy [52], [90], [91]. The purpose of this
work is to investigate the effect of irregularities in a breathing rhythm on the magnitude of the interplay effect.
For that purpose, a baseline of regular signals was investigated, after which irregularities were introduced
[92]. In this work, the base model was a sinusoid. Use of trigonometric functions to model breathing is well-
established, with the si n4 especially being popular [93]. Putting this base model into an equation form:

d(t ) =
(

Ar e f −
A

2

)
+ A · si n4

(
1

T
(t −θ)

)
(4.1)

Here, d(t ) is the deflection in [mm], Ar e f is the deflection in [mm] of the reference CT phase, A is the am-
plitude in [mm], T is the period in [s], t is the time variable in [s] and θ is the phase offset in [rad]. For the
purposes of this work, regular motion is defined as motion that repeats periodically, without change in any
of the parameters over time. More specifically, the XCAT phantom bases breathing motion on the average
diaphragm motion. The conversion between actual diaphragm motion in [mm] and CT phase is 1:1. Since
the tumour is close to the diaphragm, its motion is approximately equal to the diaphragm motion, so no
conversion factors between motion signal and CT phase were applied. Ar e f is the deflection in [mm] for
the phase that was chosen as reference phase. This is often either the average over all phases or the end-of-
exhalation phase [94]–[96]. However, since in this project the phases and breathing patterns were generated
independently from the CT phases, the reference phase could also be chosen independently. Phase 26, with
an amplitude of 26 [mm], was selected, being in the middle of the available range. The time vector t was
created with a length of 100 [s] for every breathing pattern, both regular and irregular.

4.2.1. Randomly sampled breathing patterns

With the basic model known, realistic values for the individual parameters needed to be established. The
parameters that could be varied are all on the right-hand side of Equation 4.1; the only parameter that was
not varied was the reference phase, which was kept constant at phase 26 and was the equilibrium value of
the sinusoid for all regular patterns. From literature, realistic values for the amplitude of tumour motion and
the period of one breathing cycle were found to be normally distributed around µamp = 12[mm]; σamp =
1.8[mm] and µT = 3.4[s]; σT = 0.17[s] [97]–[99]. Since the start phase is dependent on exactly when the beam
is activated, which is essentially a random process, this ranged from zero to 2π [rad]. To create a breathing
signal, the amplitude and period were taken pseudo-randomly from a normal distribution, while the phase
offset was obtained from a uniform distribution. The resulting signal was then stored in a file. In this way,
a total of 1000 clinically realistic signals were generated and their input parameter values were stored in a
separate file for analysis. To give an idea of the signals investigated, the input values are shown in Figure 4.4.

4.2.2. Single variable breathing patterns

For the randomised input signals, all three parameters were varied simultaneously. In order to investigate the
effect of the individual parameters, breathing patterns were generated that vary only one parameter at a time,
with the other two at their respective mean values, or 0 [rad] phase offset. First, amplitude was varied from
1 to 20 in 1mm increments. The maximum amplitude generated by the randomised signals was roughly 18
[mm], so the limit of 20 [mm] ensures the full range of clinical signals was covered. Period ranged from 1.6 to
5.2 [s], in 0.3 [s] increments. For phase, the range was naturally taken from 0 to 2π, in steps of 0.3 [rad].

4.3. Irregular breathing

A clear definition for regular signals has been established: a sinusoidal base signal with fixed parameters. It
logically follows that irregularity can be introduced by varying these parameters over time. This is precisely
the definition of an irregular breathing pattern in this work: a sinusoidal base signal, whose main parameters
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Figure 4.4: Histograms of the values of each of the variables used in generating regular sinusoidal breathing.

vary over the duration of the signal. Specifically, three parameters were allowed to vary: the reference phase
Ar e f , the amplitude A and the period T . The phase offset θ only impacts the signal instantaneously at the
start, and thus was not considered a variable that was of clinical interest. The deflection d itself was also
considered, since instantaneous changes such as coughing could be reflected by imposing disturbances on
top of the base signal. However, only a minor portion (up to approximately 5 [s]) of the signal would be
affected, so the impact was expected to be smaller than that of the other variables. Eventually, variation of d
was discarded due to a lack of time.

4.3.1. Baseline shift

During a treatment fraction, a patient might relax, causing a decrease in the anterior-posterior (AP) diameter
of the chest while increasing the lateral diameter under the influence of gravity [53], [100], [101]. This can
be modelled by a variation of the reference phase. Relatively large patients that relax over the course of half
an hour can see much larger shifts in average tumour position, so the maximum positive shift was set to 34
[mm], or a shift to an equilibrium position of 60 [mm]. This means the signal itself can actually have a d
greater than 50 [mm] at times; in this case the dose will by default be plotted to phase 50 for as long as d >
50 [mm]. Since an increase in the AP direction is also technically possible but far less likely, the maximum
negative baseline shift was to phase 20, i.e. a 6 [mm] change. Note, however, that the final baseline value
is only obtained after 100 [s], while the longest irradiation time for any field was found to be 65 [s], so the
irradiation always ended before the final value for the baseline shift was reached. Figure 4.5 shows a sample
signal, in which the baseline shifts by 10 [mm]. In total, 40 shifts were considered: from 20 to 60 in 1 [mm]
increments, passing over 26 since this would simply be a regular pattern again. For each shift, 13 signals were
generated; each signal had a different amplitude, which remained constant, ranging from 6 to 18 [mm] in 1
[mm] increments. This range corresponds to the full range seen for the regular signals with random inputs.
Period and starting phase offset were 3.4 and 0 in all cases. In total, there were therefore 520 signals generated
with baseline shifts.

4.3.2. Amplitude change

The second parameter that can be varied throughout a signal is the amplitude. With setup and irradiation of
several fields, a patient can often be on the treatment table for half an hour or longer. In that time, patients
can start to breathe more deeply, sometimes even falling asleep. Conversely, they may also be anxious about
what is occurring, leading to shallower breathing. To model this irregularity, the amplitude of the signal was
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Figure 4.5: Example signal with baseline shift. Here, the baseline or equilibrium position shifts from 26 [mm] at the start to 36 [mm] at
the end of the signal, with an amplitude of 12 [mm].

allowed to vary over time [100]–[102]. Figure 4.6 shows an example of such a signal. In this particular case,
the amplitude at the start is 8 [mm] and this gradually increases to 15 [mm].
Overall, the start and end values of the amplitude ranged from 6 to 18 [mm] in 0.5 [mm] increments. Rejecting
signals where the start and end amplitude were identical, this leads to 25×24 = 600 signals in total. For all
signals, period T was kept constant at 3.4 [s] and phase offset θ was 0.

Figure 4.6: Example signal with varying amplitude. Here, the amplitude varies from 8 [mm] at the start to 15 [mm] at the end of the
signal.

4.3.3. Period variation

Last, the period of the signal was varied. Shallower or deeper breathing does not only vary amplitude, in this
case the breathing cycle length will naturally vary too. The data used for generating the randomised regular
signals suggests µT = 3.4[s] and σT = 0.17[s], but a larger range was selected, identical to the single variable
analysis of the effect of varying the period: from 1.6 to 5.2 [s] in 0.3 [s] increments. The concept was the
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same as for amplitude variation; each period value was matched with every other value to create a linearly
changing value for the period. Figure 4.7 shows a signal with the period increasing from 1.6 [s] at the start to
5.2 [s] at the end, with a 12 [mm] amplitude. The starting phase offset θ was again set to zero. The amplitude
was also constant, but since different breathing speeds often go hand-in-hand with a different amplitude,
all signals were varied for five different amplitudes: 8 to 16 mm in 2 [mm] increments. In total, there were
13×12×5 = 780 signals generated.

Figure 4.7: Example signal with a changing period. Here, the period changes from 1.6 [s] at the start to 5.2 [s] at the end of the signal,
with an amplitude of 12 [mm].

4.4. Calculating 4D dose distributions

The program calculating the dose distributions is based on previous work at the WPE [38]. It is shown
schematically in Figure 4.8 and takes two inputs: a treatment plan and a breathing signal. The treatment
plan consists of a certain number of spots that need to be irradiated. The combination of their location and
weight together create the irradiation pattern. Next, machine parameters are included: horizontal and verti-
cal scan speed in [cm/s], energy layer switching time in [s] and inverse dose rate coefficients in [s/MU] allow
the time model for the beam to be established, listing exactly which spot is irradiated at what instant. These
machine parameters can be entered into the program or the plan can be irradiated, after which machine logs
can be imported to replace the calculated beam time model. In this work, machine parameters were used,
which were validated during previous work for the system at the WPE [57]. Normally, these are taken from
a probability distribution, since they are generally not constant, but the variance for these parameters was
set to zero to better isolate the effect of variations in breathing. For each beam, the beam time model was
established separately, starting over from t = 0 in the breathing signal.

The other side of the pipeline concerns the anatomical data. A breathing signal and a phase-to-amplitude
mapping file can be entered in the form of two comma-separated value files. The breathing signal is com-
prised of a series of time stamps in [s] and amplitudes in [mm]. The mapping file must contain a list of CT
phase names and their corresponding amplitude in [mm]. The mapping file is specific to a certain 4DCT set,
and therefore does not need to be changed unless the 4DCT is changed between calculations. In this work,
only one phantom was used and thus only one phase-to-amplitude mapping file was required. The format
is shown together with a sample breathing pattern in Figure 4.9. Together, the files define the anatomical
motion over time.

Combining the anatomical motion and the beam time model, each spot is assigned to a CT phase based
on the amplitude as indicated by the breathing signal at the time of irradiation. The program checks the
amplitude of the breathing signal at a given time, compares it to the mapping file and selects the nearest
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match as ’active’. Their contribution is then calculated using PBA, applying the beam for that single spot to the
anatomy of the assigned CT phase to find the deposited dose distribution in that phase. Once the full beam
time model has been processed and the dose distribution for each spot has been calculated on the phase in
which it was deposited, the cumulative dose distributions are computed on each CT phase individually. Next,
the distributions are transformed to the reference phase, where the cumulative disturbed dose distribution is
calculated by summing the transformed contributions of the individual phases. The program was looped, so
that a set of signals could be calculated concurrently without user intervention.

Figure 4.8: Schematic overview of the process used to calculate the dose distributions affected by the interplay effect.

Figure 4.9: Example of a breathing pattern input file (left) and the amplitude-to-phase mapping file (right).
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4.5. Evaluation metrics

From the dose calculations, a total of eleven parameters were extracted:

• V107: the fraction of the CTV that received more than 107% of the prescribed dose of 6300 cGy.

• V95: the fraction of the CTV that received less than 95% of the prescribed dose of 6300 cGy.

• D95%: the maximum dose that covers 95% of the CTV in [cGy].

• D5%: the maximum dose that covers 5% of the CTV in [cGy].

• D98%: the maximum dose that covers 98% of the CTV in [cGy].

• D2%: the maximum dose that covers 2% of the CTV in [cGy].

• H I5: the 5% homogeneity index, calculated as D5%−D95%
Dpr escr i bed

• H I2: the 2% homogeneity index, calculated as D2%−D98%
Dpr escr i bed

• V107/95: V107 + (1−V95)

• Dmi n : Minimum dose received by any voxel in the CTV.

• Dmax : Maximum dose received by any voxel in the CTV.

A common method for displaying a dose distribution is a dose-volume histogram (DVH). To clarify the pa-
rameters, V95 and D5% are shown in Figure 4.10 for the nominal plan. Then V107/95 is defined as the relative
volume that falls outside the bounds of V107 and V95. These two values are commonly used as clinical limits;
the dose to the CTV may not be outside these limits [103]. Therefore, V107/95 is the relative CTV volume that
receives a clinically unacceptable dose. However, V107/95 says nothing about how far outside of the bounds
the volume is. A dose distribution where every voxel receives 107.1% of the prescribed dose would have a
V107/95 of 1, while a distribution where every voxel receives 106.9% has a V107/95 of 0. This nuance is better
captured by the homogeneity indices, H I5 and H I2. They show the steepness of the DVH, as it falls from
the top to the bottom end of the DVH. A very steep graph is desirable; it means the differences in received
dose between different parts of the CTV are small, i.e. the dose is homogeneous. In that case, D5% and D95%

(or D2% and D98%) will be close to each other, so the homogeneity index will be close to zero. An ideal DVH
would therefore look like an inverted step function, remaining horizontal at 100% volume until the prescribed
dose value is reached, at which point it instantly drops to zero. Since both the 2/98% and 5/95% limits are
commonly used in clinical practice, both sets of values were extracted from the calculated dose distributions.

It was noted that the results for D5% and D2%, and for D95% and D98%, are highly similar. This is to be expected,
and since they are the inputs for H I5 and H I2, these almost identical. More generally, it was noted that trends
in the results are consistent for all eleven metrics. This also holds for each of the investigated signal types
and for both the plans with and without repainting, so only the plotted results for two metrics are shown
throughout the rest of the report for brevity: the fraction of over- and underdosed volume V107/95 and the
homogeneity index H I5. An additional advantage is that these metrics both naturally range from zero to
unity, making comparison between various graphs more straightforward than between dose-based metrics,
where the vertical axis can vary in range significantly between figures. The full data files, as well as plots for
Dmax and Dmi n and all relevant programs were uploaded to a repository [89].

4.6. Assumptions

Virtually all research done worldwide involves some assumptions on which the work is based. The assump-
tions supporting this work are listed here. Some assumptions are very minor and some potentially have a
significant impact on the work, which is why the validity of these assumptions must be considered. The
assumptions that were made, are:
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Figure 4.10: A DVH, showing dose relative to the prescribed dose level of 6300 [cGy] on the horizontal axis and relative volume of several
regions of interest on the vertical axis. Volume-based metrics are read from the histogram by drawing a vertical line at the desired dose
level, and then finding the intersection with the line of the desired ROI, after which the volume receiving that dose is read from the
vertical coordinate, usually as fraction of the total ROI volume. For dose-based metrics, the process is inverted. This DVH corresponds
to the static reference plan and shows examples for reading V95 and D5% for ROI PT V 5cm_340A1.

1. The anatomy generated by the XCAT software is accurate.

2. The tumour motion per XCAT phase is 1 [mm], meaning that no conversion factor is needed between
the breathing patterns and the tumour motion entered into the interplay calculator.

3. The use of the PBA instead of the clinical standard MC does not adversely affect the results.

4. The transformation between phases is accurate.

5. All signals started with the equilibrium position of the signal equal to the planning reference phase
(ATN_26).

6. Breathing signals were one-dimensional, referring to the motion of the diaphragm in the superior-
inferior (SI) direction.

7. The effect of fractionation was not accounted for.

8. The beam time model accurately represents the properties of the WPE installation.

The first four assumptions were discussed in Chapter 3, the remaining four will be discussed here.

Constant starting equilibrium phase Every breathing pattern generated here has started with the planning
reference phase as its equilibrium position. Aside from the signals with a non-zero starting phase shift, every
pattern even started at this phase. This means that the first spots, which are also generally the spots with the
largest weight and which also irradiate every layer on their way through, tend to be irradiated pretty close to
their planned target. However, it is highly unlikely that the patient anatomy at the start of the irradiation is
identical, or at least very similar, to the planning anatomy.

One-dimensional breathing This assumption is reasonable, since motion is often found to be notably
larger in one direction than in the other two, with the SI direction commonly the most affected direction
[54], [100], [104]. However, any motion orthogonal to the beam direction is likely to have a notable influence
on the accuracy of spot delivery, so ideally a three-dimensional signal, or at the very least a two-dimensional
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signal that accounts for all motion in the plane orthogonal to the beam path, should be considered. Results
can then be compared with works such as this, based on one-dimensional signals, to establish the accuracy
of the 1D assumption. With the current methodology, multi-dimensional breathing is only tangentially ac-
counted for by rendering of the XCAT phantom, which distorts in all directions based on an input amplitude.
However, this is again based on a one-dimensional input, since it requires only the average diaphragm loca-
tion.

Fractionation Radiotherapy is commonly delivered in a fractionated regimen; that is, the full prescribed
dose is cut up in smaller portions that are delivered over the course of several days or weeks [23], [105]. In
general, one treatment fraction is delivered each working day, with more than one fraction per day being
called hyperfractionation and delivery of only a few bigger fractions referred to as hypofractionated treat-
ment. In essence, the magnitude of the interplay effect can cause both over- and underdosage to a given
region, depending on a combination of input values such as starting breathing phase and amplitude. The
combination for any given treatment fraction can be considered a random process to a certain extent, and
thus this effectively means that a result is drawn from some distribution of possible effect sizes. Fractiona-
tion can then be seen as drawing from this distribution multiple times; the mean of the drawn results then
naturally converges towards the mean of the distribution as the number of drawn results goes to infinity. This
behaviour is important to note, since it means fractionation naturally counteracts debilitating effects of inter-
play [56], [106]. This was not accounted for in this research, so it can be assumed that in most clinical plans,
the interplay effects described here will be less severe when the full treatment course is considered.

Beam time model Another important input into the interplay calculator is the beam time model. This
takes the known inputs such as dose rate and energy layer switching time. One factor that is not considered
is the effect of beam pausing. In clinical practise, irradiation does not always progress uninterrupted from
start to finish. Starting with the ionisation of hydrogen and ending with the beam leaving the nozzle, many
parameters of the beam delivery process need to be kept within limits. If one of these values falls outside
of its tolerance values, this often results in a pause in the system, requiring user intervention to restart the
irradiation process. Depending on how easily the error is resolved, this can lead to a delay of several seconds
to sometimes as much as a minute, if cyclotron operator intervention is necessary to resolve the problem. For
the plans without repainting, irradiation took roughly half a minute; for the 5x repainting plan, the irradiation
time was approximately one minute. Therefore, beam delivery issues can have a notable effect on the beam
time model. Since they will always lengthen the nominal irradiation time, it stands to reason that irregularities
such as baseline drift or amplitude variation become more pronounced in this scenario as well. However, the
current interplay calculator does not have the ability to implement such interruptions in beam delivery, and
must thus be modified before their effect can be investigated.



Interplay effect with regular breathing

In this chapter, the results of calculations with regular input signals will be shown. Section 5.1 starts off with
the individual parameter analyses. The results for the 1000 randomised signals follow in Section 5.2. The
results are then analysed in Section 5.3 before a statistical analysis on the effect of repainting is carried out in
Section 5.4.

5.1. Single variable analysis

The sinusoid in Section 4.2 contains three parameters that were varied independently to investigate their
effect on the magnitude of the interplay effect. The results are shown here. The correlation of the magnitude
with each parameter is shown by calculating the Pearson correlation coefficient [107].

5.1.1. Amplitude dependence

20 signals were generated, keeping period and starting phase offset constant at 3.4 [s] and 0 [rad] respectively,
and varying amplitude from 1 to 20 [mm] in 1 [mm] increments. Figure 5.1 shows the amplitude dependence
of the interplay effect, for the plan without repainting. Figure 5.2 shows the results for the plan with 5x layered
repainting.

(a) H I5 (b) V107/95

Figure 5.1: The values of H I5 and V107/95 as a function of varying amplitude. The Pearson correlation coefficient is also displayed.

5.1.2. Period dependence

13 signals were generated, keeping amplitude and starting phase offset constant at 12 [mm] and 0 [rad] re-
spectively, and varying period from 1.6 to 5.2 [s] in 0.3 [s] increments. Figure 5.3 shows the period dependence
of the interplay effect, for the plan without repainting. Figure 5.4 shows the results for the plan with 5x layered
repainting.

30



5.2. Randomised signals 31

[htb!]

(a) H I5 (b) V107/95

Figure 5.2: The values of H I5 and V107/95 as a function of varying amplitude, with 5x layered repainting applied. The Pearson correlation
coefficient is also displayed.

(a) H I5 (b) V107/95

Figure 5.3: The values of H I5 and V107/95 as a function of varying period. The Pearson correlation coefficient is also displayed.

5.1.3. Phase dependence

21 signals were generated, keeping amplitude and period constant at 12 [mm] and 3.4 [s] respectively, and
varying phase from 0 to 6.0 [rad] in 0.3 [rad] increments. Figure 5.5 shows the starting phase offset depen-
dence of the interplay effect, for the plan without repainting. Figure 5.6 shows the results for the plan with 5x
layered repainting.

5.2. Randomised signals

Next, the results for the 1000 randomised signals will be displayed. Table 5.1 shows the mean and standard
deviation of both the plans with and without repainting, as well as those of the static plan, to give an indica-
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(a) H I5 (b) V107/95

Figure 5.4: The values of H I5 and V107/95 as a function of varying period, with 5x layered repainting applied. The Pearson correlation
coefficient is also displayed.

(a) H I5 (b) V107/95

Figure 5.5: The values of H I5 and V107/95 as a function of varying starting phase offset. The Pearson correlation coefficient is also
displayed.

tion of the general magnitude of the interplay effect. Dmi n and Dmax are not always clearly related to the two
main metrics, H I5 and V107/95, so they are included here, normalised with respect to the prescribed dose.

Mean value µ Standard deviation σ

Plan H I5 V107/95 Dmi n Dmax H I5 V107/95 Dmi n Dmax

Static 0.01 0.00 0.99 1.02 - - - -
No repainting 0.31 0.71 0.75 1.29 0.11 0.17 0.11 0.15
5x repainting 0.11 0.12 0.90 1.09 0.03 0.11 0.03 0.03

Table 5.1: The effects of interplay on the presented treatment plan. Values for the static plan are based on the dose distribution after
optimisation. Values for the plans with and without repainting are averaged over the results for the 1000 randomised breathing signals,
with standard deviation also calculated. Note that the values for Dmi n and Dmax were normalised relative to the prescribed dose.
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(a) H I5 (b) V107/95

Figure 5.6: The values of H I5 and V107/95 as a function of varying starting phase offset, with 5x layered repainting applied. The Pearson
correlation coefficient is also displayed.

5.2.1. Results without repainting

Figure 5.7 shows the results for the plan without repainting, sorted as a function of the amplitude of each
input signal. Figures 5.8 and 5.9 display the same results, as functions of the period and starting phase offset
of the signals, respectively.

(a) H I5 (b) V107/95

Figure 5.7: H I5 and V107/95 extracted from dose distributions calculated from 1000 randomly generated breathing patterns, sorted by
amplitude of the breathing signal.

5.2.2. Results with 5x repainting

For the randomised breathing patterns, irradiated with 5x layered repainting, the results are shown in Fig-
ures 5.10 to 5.12, again sorted by amplitude, period and starting phase offset, respectively.
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(a) H I5 (b) V107/95

Figure 5.8: H I5 and V107/95 extracted from dose distributions calculated from 1000 randomly generated breathing patterns, sorted by
period of the breathing signal.

(a) H I5 (b) V107/95

Figure 5.9: H I5 and V107/95 extracted from dose distributions calculated from 1000 randomly generated breathing patterns, sorted by
starting phase offset of the breathing signal.

5.3. Discussion of results

Some correlations and patterns can be established based on the single variable breathing signals, after which
the randomised signals can be evaluated with these relationships in mind.

5.3.1. Single variable analysis

Figure 5.1 shows a very strong correlation with amplitude, but the influence is actually comparatively small
compared to that of the other two parameters. Figure 5.1a shows that even the slightest motion already leads
to a decrease in dose homogeneity, and the magnitude of this effect rises fairly steadily until an amplitude of
13 [mm], after which a plateau is reached with an H I5 of roughly 0.3. In Figure 5.1b, V107/95 shows a similar
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(a) H I5 (b) V107/95

Figure 5.10: H I5 and V107/95 extracted from dose distributions calculated from 1000 randomly generated breathing patterns, sorted by
amplitude of the breathing signal, with 5x layered repainting applied.

(a) H I5 (b) V107/95

Figure 5.11: H I5 and V107/95 extracted from dose distributions calculated from 1000 randomly generated breathing patterns, sorted by
period of the breathing signal, with 5x layered repainting applied.

trend but with some different details. Here, the binary effect of this metric shows very clearly; while H I5

gradually climbs, V107/95 shows no signs of dose deterioration until an amplitude of 4 [mm], at which point it
suddenly jumps to 0.2, indicating that a notably portion of the CTV crosses the boundary at the same time.
After this, it climbs steadily before also levelling off after 13 [mm] at 0.7. Note that despite the slightly more
erratic behaviour of V107/95, the Pearson correlation coefficient is almost identical for both metrics. There are
also occasional dips in the trend, but these are fairly small and can likely be attributed to random effects, such
as whether certain individual spots coincide or not.

The effect of the period length is far more obscure than that of the amplitude. However, it is important to
note that although no correlation seems to exist, the variation of the effect is actually larger than that of
amplitude. Figure 5.3a shows that H I5 ranges from a minimum of 0.18 to a maximum of 0.58, for a total range
of 0.4 - 33% larger than the range exhibited by H I5 in Figure 5.1a. For V107/95, the range of the data points
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(a) H I5 (b) V107/95

Figure 5.12: H I5 and V107/95 extracted from dose distributions calculated from 1000 randomly generated breathing patterns, sorted by
starting phase offset of the breathing signal, with 5x layered repainting applied.

is still 0.7, but Figure 5.3a shows a minimum value of 0.3 and a maximum of 1. The maximal V107/95 actually
corresponds to the minimal value of H I5, with both occurring for a period of 3.7 [s]. This once more illustrates
the importance of evaluating both metrics simultaneously, rather than focusing on one or the other. Such a
result is most likely explained by a change which causes a significant portion to fall outside the 95% and 107%
limits, but which occurs relatively constantly around the entire volume, keeping the dose inhomogeneity
induced by this change relatively small. This reinforces the seemingly random effect of the period length
on the magnitude of the interplay effect. The most likely explanation is that all values of the period cause a
deterioration of the dose homogeneity, since these are all signals with a 12 [mm] amplitude, but some values
might cause layer switching or scanning direction switches to move the beam in an unfavourable direction at
a particularly inopportune moment.

Arguably the most interesting graph is that of the starting phase offset (Figure 5.5). At first glance, the cor-
relation seems to be the smallest of the three variables, with Pearson correlation coefficients of 0.06 and 0.3.
Moreover, the values for H I5, plotted in Figure 5.5a, seem to move inversely to those of V107/95 in Figure 5.5b.
The range of H I5 is similar to that of the period dependence, while V107/95 has a similar average of 0.7, but
its range is slightly smaller than that of the period dependence in Figure 5.3b, going from 0.45 to 0.9. On
closer inspection, however, it can be noted that the two peaks in H I5 occur at approximately π/2 and 3π/2.
At this value, the irradiation starts with the maximum deflection, meaning the first layers are delivered at an
anatomy that has the maximum offset found in the signal. Since the spots in the first layers pass through the
entire tumour volume and also have the greatest weight, it stands to reason that delivering them with a large
offset will have especially detrimental effects on the resulting dose distribution. This effect of special values
of the phase offset can also be seen in V107/95, albeit inversely. Since any non-zero starting phase offset means
the first, heaviest spots are delivered to the wrong location, it is easy to see why a large portion of the dose
is delivered inaccurately. Three dips in the pattern can be seen; perhaps unsurprisingly, they occur around
values for which si n4(θ) = 0: 0, π and 2π. It could then be noted that for a phase offset which is essentially
zero, the H I5 values are still around 0.25, with V107/95 at 0.5, which seem unexpectedly high. However, the
amplitude is still 12 [mm] and the period 3.4 [s]. These values are actually consistent with those for a 12 [mm]
amplitude in Figure 5.1 and for those at a period of 3.4 [s] in Figure 5.3.

Next, examining the results for repainting, displayed in Figures 5.2, 5.4 and 5.6, it can be noted that repainting
in general does its job of counteracting the interplay-induced deterioration of the dose distributions. Specif-
ically, Figure 5.2a shows that H I5 decreases by about 1/3, to a maximum of 0.2. It is interesting to note that
although the results rise more slowly, they do not reach any plateau like in Figure 5.1a. V107/95 in Figure 5.1b
resembles its counterpart without repainting even more closely. Again, the interplay effect is nullified, in
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this case up to an amplitude of 7 [mm], after which a sudden jump is seen, followed by a steady rise for the
remainder of the points. Considering H I5 (Figure 5.4a) and V107/95 (Figure 5.3b) for the period graphs, it is
again difficult to notice a pattern. One notable feature, however, is that the three small peaks in H I5 do cor-
respond to outliers in V107/95 this time, which may indicate a stronger interplay effect overall. Last, the phase
offset shows more rapid variation. Figure 5.6a, showing H I5, and Figure 5.6b, showing V107/95, show similar
behaviour. The number of peaks increases, which seems to confirm that the deposition of the first layers has
a large influence on this. These peaks could correspond to values for which at least one repainting passes
starts with a sizeable anatomical offset.

5.3.2. Randomised inputs

Next, focussing on the results for the 1000 breathing signals with randomised inputs, calculated for the plan
without repainting (Figures 5.7 to 5.9), it can be noted that there seems to be no clear dependence on any of
the three input parameters of amplitude, period and starting phase offset. The correlation between amplitude
and interplay effect magnitude is entirely obscured by the variance introduced by the period and starting
phase offet. It should be pointed out that the results used to generate the three figures are always the same,
the only change is in the parameter that is used to sort them along the horizontal direction. Hence, the vertical
range is identical for each figure, meaning that examining Figures 5.7a and 5.7b yields all relevant information
regarding the general magnitude of the interplay effect. From Figure 5.7a, it can be noted that the average H I5

is 0.3. For a prescribed dose of 63 [Gy], this is a 19 [Gy] distance between D5 and D95, nowhere near the steep
drop that was seen in the static reference plan DVH of Figure 4.10. The maximum value for H I5 is significantly
worse at 0.7, or a 44 [Gy] distance between D5 and D95, while the best result is an H I5 of 0.12, corresponding to
a 7.5 [Gy] distance. Similarly poor results are obtained for V107/95, with a minimum value of 0.1. The average
is 0.7; on average 70% of the CTV would be underdosed or overdosed due to interplay. In some scenarios,
V107/95 even runs as high as unity, meaning that the entire CTV receives a clinically unacceptable dose. None
of these results would be allowed in clinical practise at the WPE. Note that a very poor result for V107/95 does
not automatically translate to an equally poor value for H I5; as mentioned in Section 4.5, V107/95 is very
sensitive to small changes if a significant portion of the volume is close to either the 107% or the 95% limits.

Next, the effect of repainting can be investigated. As expected from the single variable analysis, a clear effect
is seen in Figures 5.10 to 5.12: both the mean and the standard deviation decrease notably for both metrics.
Figure 5.10a shows that for H I5, the average falls to 0.1. While this seems as if repainting is doing what it is
supposed to, this means there is still a 6 [Gy] difference between D5 and D95. Even the minimum value of 0.05
is still roughly three times worse than that of the static plan. Looking at V107/95 (Figure 5.10b), the results are
similarly encouraging. The average also drops, in this case to 0.15, while the maximum drops to 0.7. That is
still an unacceptable result, but the number of results worse than 0.5 is small. It is actually outweighed by the
number of results smaller than 0.02, which is a common limit for clinical acceptance of a robustness analysis
at the WPE.

5.4. Statistical analysis

By their nature, the 1000 randomised signals lend themselves well for a statistical analysis of their results.
This is done in three steps:

1. Formulate null hypothesis H0 to be tested.

2. Estimate underlying distribution of data.

3. Calculate statistical significance and effect size [108].

The null hypothesis that will be evaluated concerns the effect of applying 5x layered repainting on a dose
distribution affected by the interplay effect. Specifically: the null hypothesis is that the set of results found
when applying repainting is drawn from the same probability distribution as the results found without re-
painting, with a decision level of 0.05. That is, H0 will be accepted if the difference in results can be attributed
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to chance, meaning it cannot be reliably concluded that repainting affects the dose distribution. It will be re-
jected if the chance that the repainting results come from the same distribution is smaller than 5%, indicating
that repainting does have an effect on the dose distribution.

Next, the underlying dose distribution must be estimated. To do this, the empirical cumulative density func-
tions (CDFs) were plotted. These can be seen in Figure 5.13. They indicate that the results for the plan without
repainting come from underlying normal distributions with the means displayed in Table 5.1. To show the
similarity, the theoretical CDF for each of these was also plotted in Figure 5.13.

(a) H I5 (b) V107/95

Figure 5.13: CDFs for H I5 and V107/95, indicating underlying normal distributions. The solid blue lines represent the empirical CDFs or
eCDFs, with the estimated theoretical CDFs shown by the dashed red lines.

Assuming that the results are indeed normally distributed, a paired T-test can be carried out, comparing the
results for both plans. This was done twice, once for H I5 and once for V107/95. The null hypothesis was re-
jected with p < 0.0001 for both metrics. The p-value indicates that it is all but certain that repainting does
indeed have an effect on the resulting dose distribution. This effect can be quantified using the 95% confi-
dence interval (CI). This was found to be [0.1945, 0.2073] for H I5 and [0.5696, 0.5934] for V107/95, or, realising
that the difference in means from Table 5.1 corresponds to the centre of these intervals, 0.2009 ± 0.0064 for
H I5 and 0.5815 ± 0.0119 for V107/95.



Interplay effect with breathing irregularities

This chapter will present the results from the interplay calculations for irregular breathing rhythms. Sec-
tion 6.1 contains the results of the breathing patterns with baseline drift, Section 6.2 covers the signals with
amplitude variation and Section 6.3 displays the results of varying periods. Since each breathing pattern is
characterised by at least two variables, the figures shown in this chapter will use a colour map to show the
value change of the metric being displayed as a function of the variables. To facilitate interpreting of the re-
sults, the range of the colour map has been kept constant for all figures. For each figure, the corresponding
value of the metric for the nominal plan has also been included for reference. Once all results are presented,
Section 6.4 discusses their significance, before Section 6.5 summarises the results of both the regular and
irregular breathing patterns.

6.1. Baseline change

The breathing patterns with changing baseline are characterised by two variables: their equilibrium value at
the end of the signal Aeq,end and their amplitude A. The equilibrium position at the start of each signal was
the reference phase AT N _26 with a deflection of 26 [mm]. Figure 6.1 shows the results for the plan without
repainting. Figure 6.2 shows the results for the plan with 5x layered repainting.

(a) H I5 (b) V107/95

Figure 6.1: The values of H I5 and V107/95 as a function of varying amplitude and baseline drift, calculated for a plan without repainting.

6.2. Amplitude variation

The breathing patterns with varying amplitude are characterised by their amplitude at the start of the signal
Ast ar t and their amplitude at the end of the signal Aend . Figure 6.3 shows the results for the plan without
repainting. Figure 6.4 shows the results for the plan with 5x layered repainting.

6.3. Period variation

The period variation signals have three variables: amplitude A, period at the start of the signal Tst ar t and
period at the end of the signal Tend . The results were obtained for amplitudes ranging from 8 to 16 [mm] in
2 [mm] increments; only the two extremes are shown here, with the additional plots added to the repository

39
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(a) H I5 (b) V107/95

Figure 6.2: The values of H I5 and V107/95 as a function of varying amplitude and baseline drift, calculated for a plan with five times
layered repainting.

(a) H I5 (b) V107/95

Figure 6.3: The values of H I5 and V107/95 as a function of increasing or decreasing amplitude, calculated for a plan without repainting.

[89]. Figure 6.5 shows the results for the plan without repainting, for a breathing amplitude of 8 [mm]. Fig-
ure 6.6 shows the results for the plan without repainting, for a breathing amplitude of 16 [mm]. Figure 6.7
shows the results for the plan with 5x layered repainting, for a breathing amplitude of 8 [mm]. Figure 6.8
shows the results for the plan with 5x layered repainting, for a breathing amplitude of 16 [mm].

6.4. Discussion of results

Looking at Figure 6.1, H I5 seems more structured than V107/95, but in both cases, the amplitude variation
seems more influential than the baseline shift. Only for large shifts and comparatively small amplitudes does
V107/95 show some clear dependency on the magnitude of the drift. However, without repainting, irradiation
times are half a minute, while the total time signal is 100 [s]. Therefore, the baseline drift will hardly be
relevant for small and medium drift values. For example, if the baseline drifts from phase ATN_26 to ATN_40
in 100 [s], only 1/3 of this change, or 5 [mm], will have been realised by the end of the irradiation. This change
is smaller than all the investigated amplitudes, so it should come as no surprise that the amplitude has a
greater effect than the baseline change.

Figure 6.2 shows that when 5x layered repainting is applied, there is even less cause for concern. Even V107/95

in Figure 6.2b shows relatively good behaviour. However, here the overall result does seem to depend more
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(a) H I5 (b) V107/95

Figure 6.4: The values of H I5 and V107/95 as a function of increasing or decreasing amplitude, calculated for a plan with five times layered
repainting.

(a) H I5 (b) V107/95

Figure 6.5: The values of H I5 and V107/95 as a function of varying period length, for an amplitude of 8 [mm], calculated for a plan without
repainting.

strongly on the baseline drift. This is not too surprising; the concept behind repainting is that it diminishes
interplay by giving the beam several chances to irradiate a spot accurately, effectively averaging the irradiated
location. However, baseline drift causes the inaccuracy to only grow larger with time, meaning that the longer
the beam is on, the larger the offset between reference phase and actual anatomy becomes, and thus the less
accurately spots are delivered. Note, however, that the argument could be made that a significant part of the
figures contains such large shifts that it is unlikely these will be seen in the span of 100 [s].

The results for amplitude variation, shown in Figure 6.3, are very consistent and clear across both metrics
and the full range of starting and ending amplitudes. The only parameter that influences the outcome here,
is the starting amplitude. The logic behind this pattern is easy to discern; since the end amplitude is only
reached after 100 [s] and the irradiation lasts for roughly 1/3 of that time, the change in amplitude that the
beam perceives in the time it is on is much smaller. As has been common throughout the results discussed
so far, H I5 shows a smaller absolute value than V107/95. Repainting (Figure 6.4) takes about twice as long, so
it would be reasonable to find more effect of the amplitude at the end of the signal here. However, both H I5

and V107/95 are so effectively minimised by the repainting, that the opposite is true. Comparing Figure 6.4
to Figure 6.2, it actually appears that repainting is particularly effective in nullifying the effect of amplitude,
regardless of how large it is, but it seems a relatively ineffective strategy against large baseline shifts.
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(a) H I5 (b) V107/95

Figure 6.6: The values of H I5 and V107/95 as a function of varying period length, for an amplitude of 16 [mm], calculated for a plan
without repainting.

(a) H I5 (b) V107/95

Figure 6.7: The values of H I5 and V107/95 as a function of varying period length, for a peak-to-peak amplitude of 8 [mm], calculated for
a plan with five times layered repainting.

Last, the relatively chaotic behaviour of period dependence is shown very clearly yet again in both Figure 6.5
and Figure 6.6. However, as large as the variation in both figures is, it again appears to be largely dominated
by the starting value. Similar to the first two types of irregularities, this is to be expected due to the relatively
short irradiation time. Figure 6.5b indicates some synchronisation between beam and tumour motion for
certain ranges of the starting period. This is similar to the conclusions drawn from Figure 5.3b, and the range
of values for which the effect occurs most strongly is also the same - up to 2 [s] and from approximately 3.5 to
4.5 [s]. This effect is most strongly noticeable in V107/95, but the corresponding results for H I5 in Figures 6.5a
and 6.6a do show some increase in inhomogeneity for both period ranges.

Once again, repainting has a very strong mitigating effect on the overall magnitude of the effect, significantly
reducing both average magnitude and range of the interplay effect in Figures 6.7a and 6.8a. Increasing the
amplitude still has the expected effect though; recalling Figure 5.2, the interplay effect was nearly completely
cancelled out for an amplitude of 8 [mm], but for 16 [mm] only a partial reduction of the effect could be
observed.
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(a) H I5 (b) V107/95

Figure 6.8: The values of H I5 and V107/95 as a function of varying period length, for a peak-to-peak amplitude of 16 [mm], calculated for
a plan with five times layered repainting.

6.5. Summary of results

Since the irregular breathing patterns were generated systematically rather than randomly, no statistical anal-
ysis was carried out. However, their results also show a clear effect of repainting in reducing dose inhomo-
geneities and under-/overdosed volume fraction. Table 6.1 shows the mean of each metric for the full range
of breathing patterns and for both plans. It also shows by which percentage repainting decreases the original
effect. It should be noted that no allowances have been made for extreme cases in the irregular patterns; they
are included and weighted the same as more realistic breathing patterns.

Regular Amplitude variation Baseline shift Period variation
H I5 V107/95 H I5 V107/95 H I5 V107/95 H I5 V107/95

No repainting 0.31 0.71 0.22 0.54 0.26 0.56 0.28 0.64
5x repainting 0.11 0.12 0.11 0.10 0.17 0.33 0.11 0.16

Difference [%] -65.6 -82.5 -50.44 -81.8 -34.6 -41.2 -62.1 -75.0

Table 6.1: Average value of H I5 and V107/95 for the different breathing patterns. Both the results for the plan with and that without
repainting are shown, as well as the reduction caused by repainting in percentages.



Conclusions

Now that all results have been processed, conclusions can be drawn. This will be done in Section 7.1, based
on the research questions stated in Chapter 2. A comparison with the outcome of other related research is
made in Section 7.2. Finally, recommendations for follow-up research are made in Section 7.3.

7.1. Evaluation of research questions

It is now time to look back on the research questions posed in Section 2.3. They will be discussed one by one.

What is the magnitude of the interplay effect for regular breathing? The interplay effect has a wide range
of magnitudes. However, it is virtually always non-zero for breathing amplitudes greater than 6 [mm]. It has
been shown that the homogeneity H I5 of the dose is severely deprecated by interplay and that significant
portions of the CTV can be dosed outside of clinically acceptable limits, both by under- and by overdosing.
Results show that on average, 70% of the target volume will not receive a dose between 95% and 107% of the
prescribed dose (V107/95), while in some scenarios, this even extended to the entire CTV. The mean minimum
and maximum dose were found to be more than 25% off from the prescribed dose.

Which parameters of a regular breathing pattern have the largest impact on the magnitude of the interplay
effect? Three parameters were investigated: the amplitude, period and starting phase offset of the signal.
The magnitude of the interplay effect on both dose homogeneity and the fraction of over-/underdosed vol-
ume is strongly correlated with the amplitude of the motion; the Pearson correlation coefficient is greater
than 0.95 for both metrics. The interplay effect does not appear to be correlated with the period. However,
some outliers were found that indicate that at certain values of the period, some synchronisation with the
beam motion may occur. This will likely depend on machine characteristics and the plan itself, potentially
making these outliers highly unpredictable. Varying the period did give a large variation in the results, indi-
cating that a significant part of the variance of the interplay effect can be attributed to variations in period.
Variance caused by varying the starting phase offset was of a similar magnitude, but more predictable. This
parameter behaved roughly periodically, with peaks in dose inhomogeneity when the breathing signal started
at maximum deflection. The phase offset at the start of irradiation is very important; implementing some type
of gating at least for the starting point of irradiation could contribute to significantly limiting the magnitude
of the interplay effect.

Which parameters should be varied over the duration of a breathing pattern to obtain realistic irregular
breathing patterns? Most interest in literature goes towards baseline shifts and amplitude variation. These
were duly investigated. For a systematic approach, variation in the period was also investigated. For both
baseline shifts and period variation, signals were generated for a variety of different but constant amplitudes.
All parameters were varied linearly.

What is the magnitude of the interplay effect when considering irregular breathing patterns? Irregular-
ities seem to have little effect. For both metrics and for each type of irregular signal, the mean values found
were smaller than the mean effect found for regular breathing. No representative population of signals was
generated, however, so this result was not verified statistically. The smallest change is found in the signals
with varying period. However, period was found to have a very unpredictable effect on the magnitude of
the interplay effect. In all, no statistically significant conclusions can be drawn regarding the significance
of breathing irregularities; randomised research would be needed before any such conclusions could be
reached.

44
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What is the magnitude of the interplay effect when applying clinical standards for mitigation of motion
effects? Standard margins were applied. These were kept constant throughout the project, so no conclusion
regarding their effectiveness can be drawn. Repainting works well against all types of breathing, dampening
the interplay effect significantly for each of the investigated signal groups. It achieved improvements of more
than 50% in H I5 and 75% in V107/95 for regular breathing and for signals with varying amplitude or period. It
was found to be less effective against baseline shifts, but still achieved a one-third improvement in H I5 and
more than 40% improvement in V107/95.

7.2. Comparison to other work

The outcomes of this work echo that of some other publications. There is some discussion regarding the
accuracy of surrogates for modelling breathing motion of the tumour. For example, Petterson et al. found
there is an intrafractional change in the relationship between tumour and external marker [47]. This is cor-
roborated by the correlation shown in Figure 3.2, which indicates a linear relationship, but only for part of
the breathing range. The topic was also discussed at the 4D treatment planning workshops in 2016 and 2017
[109]. Lambert et al. found that motion greater than 10 [mm] can cause 100% of the volume to receive a dose
outside of the clinical limits of 95% and 107% [110], a result that was supported by unity values for V107/95 that
were found for some breathing patterns in this work. Pan et al. similarly found large deterioration of the dose
under the interplay effect, using gamma pass rates as metric [111]. Poulsen et al. concluded that repainting
can significantly improve the result, but similar to the repainting results presented here, still found a con-
siderable fraction of the target volume to receive unacceptable dose levels [50]. This fits well with the earlier
conclusion from Zenklusen et al. to implement repainting in conjunction with gating at the Paul Scherrer
Institute to reduce required margins and improve overall results [52]. Interplay also introduces some limi-
tations to the general planning process, leading Krieger et al. to recommend that variability in breathing be
accounted for in planning [81], [112]. This is in line with earlier work by Liu et al., who recommend the use of
4D robust optimisation when planning for targets suffering from interplay [113].

If the interplay effect can on average cause underdosage of a target volume, a logical question would be where
the remaining dose is absorbed. The most logical answer is in the surrounding tissue, meaning that along with
a decrease in the probability of tumour control, the probability of adverse effects in the surrounding healthy
tissue increases, as confirmed in [112]. This would undermine the main advantage of proton therapy, and as
such must be thoroughly investigated to justify the use of protons in breathing motion-impacted locations.
Changes in the dose to nearby OARs were not evaluated as part of this work. This is perhaps the first aspect
of this work that should be properly investigated in any future research based on this work. The conformity
number used in the work of Lee et al. could be calculated, for example [42]. A last note concerns the 4D
data sets themselves. Zhang et al. highlighted the importance of temporal resolution for accurate breathing
modelling, which is why this work was carried out with a very large number of CT phases [114]. That intro-
duces other uncertainties, however, as image registration algorithms are not always reliable. This was seen in
Section 3.2, and is confirmed by other works [71], [109].

7.3. Recommendations for future research

While many different breathing patterns were investigated in this project, there is still a large number of
variables that were not considered. Some recommendations for follow-up studies will be presented here.
Furthermore, important aspects of the work will be assessed critically, to identify potential sources of error or
inaccuracies.

7.3.1. Testing assumptions

In order to ratify the conclusions and results, it is important that the assumptions are challenged, since incor-
rect assumptions can adversely impact the reliability and accuracy of the obtained data. Therefore, ways to
challenge each of the assumptions will be considered. To start, it is important to use reliable tools. This refers
to tools that are not developed in the course of the research. In this case, that includes the XCAT that was used
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to model the anatomy, the RayStation (RS) software that was used for calculating transformations between
phases and for planning, and the algorithm built into RS that was used to calculate the dose distributions.

As discussed in Section 4.6, there is a variety of settings that can be tweaked to vary the result of the defor-
mation fields generated by RS to transform doses from one CT phase to another. For the purposes of this
research, only the reliability of the transformation of the liver was verified. If other parts of the anatomy play
a role, especially if a larger portion of the body is considered, the deformation fields must be closely moni-
tored for their accuracy, and it is important to verify transformations for a larger and varied set of contours.
Of course, a perfect transformation field exists for the XCAT phantom and other hybrid or fully mathematical
phantoms, by reverse-engineering the equations that create and deform the anatomy in the first place. How-
ever, this would require access to the source code of proprietary software. Therefore, the most efficient route
is likely still to take a heuristic approach and compare each set based on some objective measures that fit the
research goal, or to set a pre-defined threshold for the desired accuracy. There is little point in spending a
long time calculating an extremely accurate deformation field if other factors, such as imaging resolution or
time resolution of the 4DCT, induce uncertainties that wipe out the gain in accuracy.

The full range of 50 [mm] of the XCAT phantom used here was based on patient breathing data, but this range
covered breathing signals of more than an hour in length [115]. A structural way to investigate this could for
example be the obtaining of breathing patterns for a patient over a complete fractionated treatment and ex-
amining this data for relevant parameters such as mean, maximum and minimum values of amplitude and
period, as was done in [116]. An XCAT could then be created based on this patient’s anatomy and breath-
ing patterns. It is safe to assume that the required breathing amplitude range will be smaller than 50 [mm],
leading to a more reliable rendering of the phantom. A drawback for this would be that this requires another
assumption, namely that an external surrogate such as chest wall motion accurately represents tumour mo-
tion. However, the literature is conflicted about this and the only way to be sure would be to measure tumour
motion directly [47], [97], [117]. Excluding options that require significant patient dose such as CT, the most
viable modality for this would be MRI [106].

The value of careful consideration of the anatomical difference between patient breathing and modelled
breathing was already discussed. However, there is another limit to the generated breathing patterns here,
and that is the limited number of parameters that was varied simultaneously. Patient breathing signals have
continuous baseline shifts and continuously changing periods and amplitudes, sometimes increasing and
decreasing again within a relatively short time frame. This kind of real-life complexity and stacking of effects
is very challenging to model, but it must be modelled accurately if the result is to be accurate. Therefore, it is
recommended that at least a comparison with patient data is made to quantify the accuracy of the breathing
model. Using the breathing signal of a patient similar to the planning anatomy would be even better, while of
course a large volume of breathing data and a tailor-made phantom of a single patient would be the optimal
setup. However, it should be noted that the discrete variation of irregularities allows for examining which type
of irregularities are worth the most concern. This is similar to how the single parameter evaluation showed
that the large spread of the results of the 1000 randomised signals was mostly due to the effect of period and
starting phase variation, with a limited contribution of the amplitude to the overall magnitude of the interplay
effect.

Another type of irregularity that might be of interest is random, short spikes in the breathing amplitude. Such
spikes could be caused by coughing, for example. Breathing signals were actually generated to investigate
this type of breathing irregularity, but were eventually disregarded due to time constraints on the work. Gen-
erating additional data was deemed of lower importance than accurate analysis and reporting on the already
gathered data. However, especially frequent coughing such as in a patient with a cold or other illness, or per-
haps patients suffering from side-effects of their treatment, could still yield notable offsets. The effect might
be most notable if this occurs in the first few layers, since that boils down once again to the importance of
notable anatomical offsets in the irradiation of the most heavily weighted spots.

7.3.2. Increasing generality

A wide variety of breathing patterns has been evaluated in this work. However, that is the only aspect of
which a wide range of different possibilities have been considered. Many parameters were disregarded or
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fixed, and in order to draw more definitive conclusions about the importance of accounting for breathing
irregularities, their full range must also be considered. The set of parameters to vary can be roughly split in
patient parameters and tumour parameters.

The current research focused on a healthy adult male phantom. The XCAT provides the flexibility to investi-
gate female anatomies as well as male. This would not be immediately relevant for liver tumours, as the only
notable difference in thoracic anatomy between genders is the amount of breast tissue. As the breast is not
in the beam path anyway, the difference is negligible in this instance. However, for lung tumours and more
inferior abdominal organs, the differences in anatomy are certainly worth exploring.

A more influential patient characteristic would be the age. Children and even babies might have smaller
motion ranges, but the OARs are also closer together, incurring a greater penalty for any dose inaccuracies.
Long-term effects are also of greater concern for this group. A potentially relevant difference would for ex-
ample be the effect of bone density, which generally varies with age and can have significant influence on
the penetration depth of a beam [118]. The investigation of the influences of gender and age should not be
limited to the anatomical changes they cause, their influence on breathing patterns also needs to be consid-
ered [119], [120]. The effects of body type could also be investigated, for example varying anatomy based on
a metric such as the Body Mass Index (BMI).

So far, only one tumour has been investigated. While a liver tumour is certainly a fairly representative case for
interplay-affected tumours, there are many other organs that suffer from interplay. Most notably the lungs,
but pancreatic, kidney and prostate tumours also suffer from breathing motion-induced degradation of the
dose distribution [27], [29], [106]. Moreover, liver tumours are usually close to spherical, which means that the
most distal layers pass through the entire tumour and their build-up dose is likely to be deposited within the
target volume, even if this does not happen exactly where it was planned to. However, other tumour shapes
may see not just the Bragg peak, but also the build-up dose deposited in healthy tissue.

Tumour size must also be considered. The 5 [cm] diameter here is a realistic value for hepatocellular carci-
noma, but the range of the size for these kinds of tumours is quite large. Size can also affect the size of the
interplay effect [121]. This stands to reason as larger tumours will have more and larger layers, leading to
longer irradiation times, which in turn gives the interplay effect more time to affect the resulting dose distri-
bution. Longer irradiation would also give irregularities a bigger window to affect the magnitude of the dose
degradation, so it certainly seems worthwhile to investigate the effect of varying tumour size.

Other organs and their tumours may also move in different primary directions, or at the very least the beams
would be coming in from different angles, so the perceived motion from a beam’s eye view (BEV) would
be different. Since the scanning pattern is usually primarily horizontal, scanning a full row of spots before
moving vertically to the next row, an organ seeing lateral motion from a BEV perspective could potentially see
a very different interplay effect from one experiencing primarily vertical motion, although literature on the
topic is inconclusive [90].

7.3.3. Further recommendations

Once the effect of breathing irregularities has been adequately robustly quantified, the next question is how to
minimise these effects. A starting point could be to investigate a variety of different repainting strategies. The
available framework at the WPE already allows for this, being able to consider a varying number of repainting
passes of the beam as well as the two main time-structures: volumetric and layered repainting. In this work,
only 5x layered repainting was considered, while the effect of lengthening treatment times was discussed,
which is a side-effect of the application of repainting. For volumetric repainting, this effect is even stronger
than for layered repainting. Changing the number of repainting passes would affect the spot weights, thereby
varying the time structure of the beam. It is evident that this could have an influence on the magnitude of
the interplay effect. There exists an optimum strategy for any given plan, and while this optimal solution
would vary for every single plan, perhaps some general guidelines can be established based on motion range,
tumour size and location and some other basic parameters of the problem [50], [52].

Of course, repainting is not the only motion mitigation strategy available, as discussed previously in Sec-
tion 2.2. Each method in isolation has been investigated already, but a relatively unexplored field is the po-
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tential of combinations of various techniques. For example, it stands to reason that while neither training
patients to control their breathing in a relatively shallow range, nor repainting on its own will completely
eradicate the interplay effect, in combination the methods may have the potential to keep the dose inhomo-
geneities within the clinical limits of 95% and 107%. Similarly, gating in conjunction with repainting would
lengthen irradiation considerably, but if this significantly limits the motion range that must be accounted for,
it is again conceivable that clinical dose limits could be met even with interplay. An example of the effective-
ness of combining motion mitigation techniques is shown in Figure 7.1 [122], [123].

Figure 7.1: Motion mitigation techniques in carbon ion therapy. The two images on the left show the dose distribution of a scanned
carbon ion beam if motion is present and left unaccounted for. The images on the right show the same beam and motion, but now
irradiated with fast rescanning and gating applied to mitigate the motion effects. The lateral image shows that rescanning and gating
help irradiate a target structure more accurately, while the distal image shows that the dose in a layer is distributed more uniformly than
without applying motion mitigation techniques. Source: [122]

The last recommendation concerns the irradiation with heavier particles. As shown in Figure 1.3, these are
known to have a sharper Bragg peak. This means they are even more susceptible to both the range and spot
location uncertainties caused by the interplay effect. Since the sharper Bragg peak requires energy layers to be
spaced closer together, resulting in an increased number of layers and spots, irradiation times also typically
increase. Combining these considerations, it is easy to see how heavy ion plans might not only be susceptible
to regular interplay, but also be affected even more than proton plans by the impact of irregularities in the
breathing pattern driving the motion [124], [125].
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