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Abstract: Water utilities face many challenges, including pipe bursts that cause significant non-revenue water 

losses. Detecting those bursts early is important for the water sector in its path to achieve sustainable water 

resource management. This study presents a scalable data-driven methodology for burst detection in water 

distribution systems that is based on Long Short-Term Memory (LSTM)-based neural networks (NNs) and 

includes two stages: prediction and classification. Time-series of hydraulic (flow and pressure) signals are fed to 

the LSTM, whereas domain (time) features of the next time step are fed independently to regular neurons. 

These two streams of information are then concatenated to predict the values of the hydraulic features of the 

next time step. The model is trained on normal conditions only, so that when fed with data corresponding to a 

burst, the predictions will mismatch the observations. Comparison of the predictions to the observations is 

quantified though an error function, which is then used for classification. Specifically, a variable error threshold 

that corresponds to a pre-defined extreme percentile of the error distribution is used to discern bursts from 

normal conditions. The methodology is corroborated on two different types of bursts: (a) real bursts in district 

metered areas (DMAs) in the United Kingdom and (b) simulated fire hydrant leak tests in the same DMAs. For 

the real bursts, sensitivity analysis of the algorithm is performed to assess how data resolution and error 

threshold affect the performance. The flexibility of the method is studied for the simulated fire hydrant leaks, 

where additional information streams from new sensors are incorporated in the model by means of applying 

transfer learning and fine-tuning. The results obtained demonstrate that this scalable LSTM-based methodology 

works reasonably well in real-life settings and can successfully identify burst events, both real and simulated, 

even in DMAs with a small number of installed sensors. Furthermore, it is assessed how the flexibility of the 

LSTM neurons is pivotal for burst detection when utilizing a varying number of sensors. 
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1. Introduction 

Water distribution systems (WDSs) are underground networks designed to transport and distribute safe 

drinking water to a populated area, either urban or rural. They are comprised of numerous sections, 

interconnections, joints, valves, meters and fire hydrants. Water utility companies that operate these networks 

face a variety of challenges including hard-to-predict water demand, limited availability of suitable water 

resources and infrastructure obsolescence. Pipe bursts constitute one such challenge, as they cause severe 

disturbance in the operation of the system, the availability of sufficient and/or clean water (Fox et al., 2016), as 

well as financial losses (Farley et al. 2001). 

To reduce the impact of the problem of pipe bursts, the water utility sector is progressively transforming the 

control and operation of water distribution systems by installing pressure and flow monitoring sensors that 

automatically relay data to an operations center (Adedeji et al., 2017). With this network-centric monitoring 
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approach, water utilities can use the sensor data to detect bursts early on, mobilize their repair crews swiftly 

and ultimately limit their negative consequences and promote economic and environmental sustainability 

(Cassidy et al., 2021). Burst duration is characterized by the unawareness, awareness, localization and repair 

periods (Bakker et al., 2012; Mounce & Boxall, 2010). Large bursts are usually reported by clients or are easily 

identifiable from the magnitude of the flow/pressure deviation from the usual patterns. Smaller bursts or bursts 

that take place during night time and/or at remote locations, however, may stay unnoticed (Bakker et al., 2014). 

This leads to an extended period of unawareness with negative consequences.  

Limiting this first period of burst unawareness and detecting these pipe failures quickly is important to the water 

utilities, explaining the vast amount of research in this field. Various techniques have already been applied by 

researchers, both model-based and data-driven ones (Hu et al., 2021). Model-based approaches are based on 

comparing observations of the real-life network with results of simulations of a digital parallel of the water 

distribution system (Brdys & Ulanicki, 1996; Pérez et al., 2011). Data-driven methodologies are based on signal 

processing or statistical analysis of the acquired data, that do not require an in-depth understanding of either 

the layout or the operation of the water distribution network (Mounce et al., 2002). 

Model-based methodologies have shown great potential in burst detection (Casillas Ponce et al., 2014; 

Sophocleous et al., 2019). However, their requirement for acquiring large amount of data for calibrating the 

hydraulic parameters of the model increases their computational complexity and makes them more difficult to 

use (Pérez et al., 2014). In addition, if the topological features of the water distribution system change for any 

reason, e.g., subsidence, the hydraulic model of this type of approach requires reconstruction and/or 

recalibration (Kang & Lansey, 2011). This task is difficult for water utility companies to perform, but rather 

requires the inclusion of outside-of-the-organization experts (Hu et al., 2021). This ultimately increases the cost 

of using model-based methodologies in the long run, while also requiring a high degree of supervision by the 

user. 

Data-driven methodologies, because of their lack of knowledge of explicit hydraulic principles, are not as prone 

to changes in the topological features or the hydraulic parameters of the network pipes as the model-based 

approaches, but are susceptible to insufficient or erroneous monitoring data (Romano et al., 2014). Thus, data 

availability plays a major role in their performance, especially because they have no knowledge of the physical 

network structure. Furthermore, the burst-no burst classification problem is usually an imbalanced one, which 

creates additional problems in the accuracy of data-driven methodologies (Oliker & Ostfeld, 2014). It is also 

worth mentioning that to explain the variability of the monitored parameters caused by factors other than 

bursts, e.g., end-user behaviour, input features external to the pipe network (e.g., time) can be used, to improve 

prediction accuracy of these methods (Ye & Fenner, 2014). 

The majority of the developed data-driven methodologies, let alone the model-based ones, have been 

formulated with a specific type of DMA in mind, either real-life or simulated. Consequently, their robustness in 

effectively detecting bursts has been assessed in either real or simulated bursts. Therefore, there is a gap in 

transcending the boundary between detecting real and simulated bursts. Furthermore, most approaches have 

a fixed number of DMA installed sensors in mind, which for the purposes of training and testing is invariable. 

Hence, in addition to the application universality of existing burst detection methodologies, there is also room 

for improvement in making these approaches easily scalable in terms of including additional sensor signals 

without compromising their trainability and computational efficiency. 

This scalability is defining the gap this research wants to fill. Namely, the development of a data-driven 

methodology for burst detection utilizing hydraulic (namely pressure and flow) and domain (time) features that 

is flexible and can integrate information from a varying number of monitoring sensors, while being parsimonious 

and keeping a small number of trainable parameters. 
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The innovative features of this research are three. First, using a Deep Learning architecture that combines Long 

Short-Term Memory (LSTM) cells for processing time-series of past hydraulic features and regular neurons for 

processing time attributes of the next time step for which a prediction of the hydraulic features takes place. 

Second, assessing the sensitivity of the methodology on different time resolutions of input data, which provides 

insight into the effect data granularity has in the detection confidence. And third, utilizing transfer learning to 

carry the pre-trained knowledge from a subset of nodal connections into new ones, in order to integrate 

information from additional sensors under conditions of data frugality.  

The paper is organized as follows. After Section 1, i.e., the Introduction, follows Section 2, where related studies 

in the field of burst detection are presented. After that, Section 3 provides relevant information regarding the 

case studies and how they can be considered representative of water distribution systems. In Section 4, the 

theoretical background and data analyses of the devised methodology are presented. Then in Section 5 the 

results obtained from applying this methodology are presented and discussed. Finally, Section 6 provides 

conclusions deduced from the application of this approach recommendations for future work are given. 

2. Related study 

Artificial neural networks (ANNs) have been extensively used at the core of data-driven leak detection 

methodologies. This research domain has actually evolved rapidly since first developing the concept of feed-

forward neural networks. Simple leak-no leak classification methods using ANNs have been used to detect pipe 

failures in both water distribution networks and piping networks carrying hazardous fluids (Caputo & Pelagagge, 

2003; Mounce & Machell, 2006; Mounce et al., 2014; Sun et al., 2020). These methods, however, require 

extensive datasets with a good balance with and without leaks, which are not always so easy to acquire (Wu & 

Liu, 2017). Other approaches that use ANNs incorporate a prediction stage before classifying the data as 

exhibiting leaks or not (Mounce et al., 2003; Romano et al., 2011). At the prediction stage, data to be expected 

under normal conditions are estimated and their deviation to the observations is used to classify them (Hu et 

al., 2021). 

Recurrent neural networks (RNNs) constitute a subcategory of ANNs that includes feedback (closed loop) 

connections (Fausett, 1994) and because they are ideally suited for treating long time-series, they have been 

widely adopted in the field of time-series prediction (Lai et al., 2018; Yu et al., 2017). However, in cases of very 

long time-series, having RNNs with gradient based learning and backpropagation is dangerous because of the 

problem of vanishing or exploding gradient (Pascanu et al., 2013). This has been solved to a great extent though 

gated architectures such as LSTMs (Cho et al., 2014; Hochreiter & Schmidhuber, 1997).  

In burst detection applications there has been limited use of LSTM architectures so far, even though they have 

shown great potential in time-series forecasting applications (Siami-Namini et al., 2018). Wang et al. (2020) 

worked with an LSTM network and flow data only to detect several simulated bursts in a real-life DMA in south 

China. Although their method outperformed conventional approaches, it was tested on short datasets 

containing only simulated bursts and did not include any pressure information. Considering that pressure 

sensors are usually greater in number than flow sensors, this significantly limits the breadth of the hydraulic 

signatures the model can comprehend, let alone capturing real pipe bursts. Lee & Yoo (2021) worked with flow 

data only as well and tested their model on one burst of a water distribution network main line, which is not 

representative of real-world DMAs. Xu et al. (2020) worked with both flow and pressure signals as input to an 

LSTM-based model to predict pressure. This case study was based on detecting bursts on a whole city-wide, 

non-DMA partitioned water distribution system covering more than 100 km2 in area but was tested on only five 

fire hydrant simulated leak tests utilizing 17 pressure sensors. Since the proliferation of partitioning a WDS into 

distinct DMA units however, it is dubious how such a wide spatial focus enables burst detection at the 
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operational level in real-life settings. Bjerke (2019) also worked with LSTM cells and used pressure data from 

two academic (simulated) water distribution networks to detect simulated bursts. 

Hence, it is understandable that not enough research has been done on LSTM-based methodologies for burst 

detection in typical DMA units and their potential in urban drinking water time-series forecasting have not been 

investigated adequately. Furthermore, the sensitivity of such methods to the time resolution of input data has 

not been assessed, as well as their adaptability to incorporate additional sensed data when the monitoring 

conditions in the network change. 

3. Case studies 

This paper focuses on applying a data-driven burst detection methodology on several real-life district metered 

areas (DMAs) in the United Kingdom for which frequent measurements of flow and pressure exist. The reason 

why it is decided to apply our model at the DMA scale of a water distribution network stems from the 

proliferation of this mode of spatial partitioning of a network (Morrison et al., 2007), which renders working at 

a WDS scale for burst detection moot. 

These DMAs consist of an enclosed network of pipes and junctions controlled by a valve at the intake. Fig. (1) 

shows a typical DMA configuration, with flow and pressure sensors installed at the inflow point. An additional 

pressure sensor is installed at the critical point, e.g., the junction usually experiencing the lowest pressure in 

the entire DMA. The DMAs where fire hydrant leak tests took place have a similar layout as the others, but with 

the addition of five to seven more pressure sensors, scattered throughout the DMA. This allows for better 

capturing the network dynamics when bursts take place. 

 

Figure 1: A schematic representation of a typical DMA. Pressure and flow sensors are installed at the inflow point, whereas an 
additional pressure sensor is installed at the critical point. 

4. Methodology 

4.1 Problem definition 

Let us consider that burst detection takes place using both flow 𝑄 and pressure 𝑃 measurements that come to 

the operational center at regular intervals (e.g., every 15-min) from sensors installed in the DMA and that a pipe 

burst occurs at a time between time steps 𝑡𝑠𝑡𝑎𝑟𝑡 − 1 and 𝑡𝑠𝑡𝑎𝑟𝑡. Then the first measurements of both monitored 

features that will include the effect of the pipe burst will be the ones at time step 𝑡𝑠𝑡𝑎𝑟𝑡. Hence, flow 𝑄(𝑡), 𝑡 <
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𝑡𝑠𝑡𝑎𝑟𝑡 and pressure measurements 𝑃(𝑡), 𝑡 < 𝑡𝑠𝑡𝑎𝑟𝑡 will correspond to normal operating conditions. If we also 

assume that the burst is repaired at time 𝑡𝑟𝑒𝑝𝑎𝑖𝑟, then 𝑄(𝑡) and 𝑃(𝑡) for 𝑡 ∈ [𝑡𝑠𝑡𝑎𝑟𝑡 , 𝑡𝑟𝑒𝑝𝑎𝑖𝑟] will not correspond 

to normal conditions, but to a burst. 

The model developed here works in a prediction-classification fashion. For the specific case, the model makes 

a prediction of flow and pressure for the next time step 𝑡, based on combination of past information of these 

features spanning a period of days [𝑡 − 𝛥𝑡, 𝑡 − 1], where 𝛥𝑡 is a fixed time window, and information coming 

from the domain (time) features for the next time step 𝑡. If we denote the prediction of feature 𝑋 at time step 

𝑡 as 𝑋′(𝑡), the goal is for: 𝑃′(𝑡) = 𝑃(𝑡) and 𝑄′(𝑡) = 𝑄(𝑡) when there is no burst (𝑡 < 𝑡𝑠𝑡𝑎𝑟𝑡 and 𝑡 > 𝑡𝑟𝑒𝑝𝑎𝑖𝑟), 

but 𝑃′(𝑡) ≠ 𝑃(𝑡) and 𝑄′(𝑡) ≠ 𝑄(𝑡) for when there is a burst, 𝑡 ∈ [𝑡𝑠𝑡𝑎𝑟𝑡 , 𝑡𝑟𝑒𝑝𝑎𝑖𝑟]. 

However, since 𝑃′(𝑡) = 𝑃(𝑡) and 𝑄′(𝑡) = 𝑄(𝑡) is almost unachievable, a threshold of dissimilarity is 

introduced, below which a prediction is labeled as corresponding to normal flow conditions and above which is 

labeled as exhibiting a burst. If this measure of dissimilarity is denoted as an error function 𝐸 and its threshold 

above which a burst is detected as 𝐸𝑡ℎ𝑟𝑒𝑠, then if 𝐸(𝑃(𝑡), 𝑃′(𝑡), 𝑄(𝑡), 𝑄′(𝑡)) ≥  𝐸𝑡ℎ𝑟𝑒𝑠 conditions exhibit a 

burst, whereas if 𝐸(𝑃(𝑡), 𝑃′(𝑡), 𝑄(𝑡), 𝑄′(𝑡)) <  𝐸𝑡ℎ𝑟𝑒𝑠 the conditions are normal. 

This error function 𝐸, can be any one of the error functions used in the bibliography, including, but not limited 

to: mean absolute error, mean squared error, mean square log error and coefficient of determination. 

The goal is for the model to have a good performance, meaning that the error function exceeds the threshold 

𝐸𝑡ℎ𝑟𝑒𝑠 starting from the very first erroneous values at time 𝑡 = 𝑡𝑠𝑡𝑎𝑟𝑡, and drops back below it once the burst 

has been repaired at time 𝑡𝑟𝑒𝑝𝑎𝑖𝑟. A simplified illustration of how burst detection through the use of the error 

function of the created model works is shown in Fig. (2). 

 

Figure 2: Detection of bursts through exceedance of error function threshold 

4.2 General approach 

Detection of bursts takes place through the use of the error function that quantifies the deviation of the 

predicted to the observed values of the hydraulic features. For the predictions to be close to the observations 

under normal operating conditions and not exceed the threshold, leak-free periods need to be extracted, on 

which the model is to be trained. Thus, the general approach here is training the model on data that do not 

exhibit leaks, so that the model learns the nominal behaviour of the network. If the model is trained well, the 

prediction error shall remain below the threshold for new leak-free data, but exceed it during bursts. 

The first step includes acquiring the data of the monitored hydraulic (flow and pressure) variables of the 

network, as well as the leak job records, indicating the start and repair date and time of all the leaks jobs that 

took place in the DMAs. The leak job records include bursts, but also (scheduled) repairs of faulty elements of 

the network, such as valves or meters. Since the time features utilized here are engineered, we first extract 

them from the timestamps of the registered data. Then, part of the dataset is kept completely unseen and is 

separated for testing purposes. The remaining part of the dataset undergoes a process of registered leak jobs 

removal, so that it only contains leak-free data on which training and validation takes place. 
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Training and validation take place before testing the model. The LSTM-based model is trained to minimize the 

error function of the testing subset, while also taking care to not overfit by monitoring the progress of the error 

function reduction in the validation subset. In the next step, knowing that the error distribution is skewed with 

a lower bound of zero (no negative error exists), a statistically significant, e.g., 99.9-th percentile, value of the 

error function from the validation subset is extracted and is used as the threshold for detecting bursts. Testing 

makes use of the trained model and the not-previously seen part of the dataset that describes both normal 

conditions and bursts. In the last step, performance assessment takes place by comparing the timing of the 

registered leak jobs and the exceedances of the error threshold as this was extracted from the validation subset. 

Fig. (3) shows a schematic overview of the methodology, along with the basic flow of information between the 

steps described. 

 

Figure 3: Schematic representation of the methodology 

4.3 Feature extraction 

The model has information about the state of the network (flow and pressure) available, as well as the time 

each variable is recorded. The two different categories of features are used in a different way within the LSTM-

based model. Specifically, n-day long time-series of hydraulic features at a resolution 𝑟 that cover the entire n-

days up to including the previous time step are used in combination with the domain (time) features of the next, 

i.e., current, time step to predict the hydraulic features of the next, i.e., current, time step. 

If we denote 𝐻 a hydraulic feature and 𝑇 a time feature, we use the time-series 𝐻𝑡−(𝑛/𝑟), … , 𝐻𝑡−1 and the value 

of 𝑇𝑡 to predict the value 𝐻𝑡. As explained later, multiple hydraulic and time features are used, but the principle 

is the same. The actual number of hydraulic features used actually depends on the type of burst and dataset 

that is used at each time. For detecting real leak jobs three hydraulic features are used, whereas for artificial 

fire hydrant leak tests this is expanded to include information from additionally installed pressure sensors. 

For detecting real leak jobs, the flow and pressure measurements from the intake of the DMA are used in 

combination with the pressure measurement at the critical point of the DMA. For the artificial fire hydrant leak 

tests, in addition to the regular flow and pressure sensors at the inflow of the DMA and the pressure sensor at 

the critical point, there are also available five or seven (depending on the DMA) additional pressure sensors 

scattered throughout the DMA. So, two different sets of hydraulic features are examined in this case, one where 

only the three hydraulic features are used, as is the case with real bursts, and one where all the additional 

pressure signals are included. The raw hydraulic features are used as input to the LSTM part of the model 

because such cells are very well suited in understanding the implicit relationships and dynamics of the features, 

without the need of engineering them. 
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We also use two time related features. The first one, named “Day Index.” (D.I.) represents an engineered version 

of the weekday index that takes values in the range [0, 1], in a way that resembles the typical end user behavior 

within the week. If we assume that weekdays start from Monday (with weekday index of 0) and end up on 

Sunday (with weekday index of 6) and “%” represents the remainder of division, then according to Eq. (1), the 

D.I. values of working days are close to 0 and the D.I. values of weekends are equal to 1. In addition, special care 

has been taken for public holidays, where a weekday index of 6 corresponding to Sundays has been assigned, 

so as to compensate for the different end user consumption patterns during such days. Investigative analysis at 

the beginning of this work showed that consumption behavior during such public holidays resembles the 

weekend consumption, mainly due to the delayed morning peak 

𝐷. 𝐼. =
0.2

1 − 0.8 ∙ (𝑐𝑜𝑠((𝑊𝑒𝑒𝑘𝑑𝑎𝑦 𝑖𝑛𝑑𝑒𝑥 + 1) % 7) ∙
𝜋
3)

 

 

(1) 

The second time related feature is the minute-of-the-day (M.D.) that takes values in the range [0, 1440). This 

feature was used so as to account for the different expected consumption within the day. 

All features are normalized, i.e., scaled, in the range [0, 1] based on the value range they exhibit in the training 

phase. Such a process is necessary so that the nodal connections of the neural network have weights of the 

same order of magnitude, which makes overfitting and unstable training less likely. 

4.4 Neural network 

The neural network used in this study is LSTM-based. Thus, it makes use of both regular and LSTM neurons. 

Regular neurons have an input-output process embedded in them and are the building blocks of traditional 

artificial neural networks (ANNs). For the formal description of regular neurons, the so-called mapping function 

𝛤 is used. The mapping function assigns for each neuron 𝑗 a subset 𝛤(𝑗) ⊆ 𝑉 which consists of all ancestors of 

the current neuron (Svozil et al., 1997). Each neuron in a particular layer is connected with multiple (in many 

cases with all the) neurons of the previous layer. The connection between the 𝑗-th and the 𝑘-th neuron is 

characterized by a weight coefficient 𝜔𝑗𝑘 and the 𝑗-th neuron by a threshold 𝜃𝑗. The weight coefficient 𝜔 

depends on the degree of importance of a connection to the degree the ANN provides a good approximation of 

the desirable output. The output value of the 𝑗-th neuron 𝑦𝑗  is determined by Eqs. (2)-(3): 

𝑦𝑗 = 𝑓(𝜉𝑗) (2) 

𝜉𝑗 = 𝜃𝑗 + ∑ 𝜔𝑗𝑘𝑦𝑘

𝑘𝜖𝛤𝑗
−1

 
(3) 

where 𝜉𝑗 is the potential of the 𝑗-th neuron and 𝑓(𝜉𝑗) is the so-called transfer function. Note that in Eq. (3) 

summation takes place over all neurons 𝑘 transferring information to the 𝑗-th neuron. As for the threshold 

coefficient, it can be understood as a weight coefficient of the connection with formally added neuron 𝑘, where 

the output value 𝑦𝑘 = 1 (bias). For the transfer function, it is known that: 

𝑓(𝜉) =
1

1 + 𝑒−𝜉
 (4) 

Recurrent neural networks (RNNs) are different to ANNs, because they use self-connections from the previous 

time step as inputs. Thus, the hidden state of the RNN neurons contains a dynamic history of the input features 

sequence instead of a fixed-size window (Schmidhuber, 2015). RNNs are notoriously difficult to be trained on 

long time-series because they exhibit the problem of vanishing/exploding gradient. However, recent advances 

in the field and the introduction of the gated LSTM architecture have greatly improved their ability to process 

nonlinear data, and especially long sequences of it.  
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Compared to conventional hidden units, the use of LSTM cells ensures that when training, during the stage of 

back-propagation, the gradient does not vanish or increase sharply (usually referred to as “explosion”) after a 

large number of iterations. Fig. (4) illustrates the elements that constitute an LSTM unit. 

 

Figure 4: Illustration of an LSTM unit 

The input sequence of LSTM is 𝑥 = {𝑥(1), 𝑥(2), … , 𝑥(𝑛 𝑟⁄ )}, where 𝑥(𝑡) is an 𝐻-dimensional vector in this 

study, with 𝐻 the number of hydraulic features, 𝑛 the number of consecutive rolling days extracted from the 

dataset and 𝑟 the resolution of the dataset. The calculation process of an LSTM cell can be briefly explained by 

Eqs. (5)-(10): 

𝑔𝑡 = 𝑡𝑎𝑛ℎ(𝑊𝑥𝑔𝑥𝑡 + 𝑊ℎ𝑔ℎ𝑡−1 + 𝑏𝑔) (5) 

𝑖𝑡 = 𝜎(𝑊𝑥𝑖𝑥𝑡 + 𝑊ℎ𝑖ℎ𝑡−1 + 𝑏𝑖) (6) 

𝑓𝑡 = 𝜎(𝑊𝑥𝑓𝑥𝑡 + 𝑊ℎ𝑓ℎ𝑡−1 + 𝑏𝑓) (7) 

𝑠𝑡 = 𝑠𝑡−1 ⨀ 𝑓𝑡 + 𝑖𝑡  ⨀ 𝑔𝑡 (8) 

𝑜𝑡 = 𝜎(𝑊𝑥𝑜𝑥𝑡 + 𝑊ℎ𝑜ℎ𝑡−1 + 𝑏𝑜) (9) 

ℎ𝑡 = 𝑜𝑡  ⨀ 𝑡𝑎𝑛ℎ(𝑠𝑡) (10) 

where ℎ𝑡 is the output; 𝑠𝑡 is the cell state; ⨀ denotes element multiplication; 𝑔𝑡, 𝑖𝑡, 𝑓𝑡 and 𝑜𝑡 represent the 

squeeze unit, input unit, forget unit and output unit respectively; 𝜎 denotes sigmoid function; 𝑊𝑥𝑔, 𝑊ℎ𝑔, 𝑊𝑥𝑖, 

𝑊ℎ𝑖, 𝑊𝑥𝑓, 𝑊ℎ𝑓, 𝑊𝑥𝑜 and 𝑊ℎ𝑜 are related weight matrices; and 𝑏𝑔, 𝑏𝑖, 𝑏𝑓 and 𝑏𝑜 are related biases. 

In this study, the neural network has a composite structure including both LSTM and regular neurons. 

Specifically, there are two different input layers; one consisting of 16 LSTM neurons that takes as input 

sequences of hydraulic features and one consisting of 2 regular neurons that takes as input singular values of 

the domain (time) features. The number of the LSTM neurons resulted from an initial hyperparameter tuning, 

since either less or more neurons led to poorer performance. The outputs of both layers are then concatenated 

into an output layer consisting of regular neurons that give as output the values of the hydraulic features for 

the time step defined by the domain (time) features fed. The number of neurons in the output layer is equal to 

the number of the (predicted) hydraulic features. For real leaks it is 3, and for simulated fire hydrant leaks it is 

3 for the case of no additional pressure sensors used and 3+5 or 3+7 for the cases of including the additional 

pressure sensors. The reason for choosing this specific structure of the neural network is the fact that LSTM cells 

are better suited for processing long time-series, whereas regular neurons are more easily trainable and have 

adequate complexity for processing singular values of the time-step corresponding to the prediction. Also, a 

dropout rate of 20% in the LSTM cells is used to limit the possibility of overfitting. A schematic representation 

of the LSTM-based neural network is shown in Fig. (5). 
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Figure 5: Typical structure of the neural network for the case of using three (3) hydraulic features 

4.5 Transfer learning 

Transfer learning consists of “taking features learned on one problem, and leveraging them on a new, similar 

problem” (Keras, 2020). For instance, features from a model that has learned to identify primates in image 

collections may be useful to kick start another model aimed at identifying humans in image collections. Transfer 

learning usually takes place under two conditions. First, a dataset is too short for training a full-scale model from 

scratch. Second, the model is flexible by its nature and enables its weights to be transferred/adjusted with 

minimal impact on its trainability. 

Both of these conditions apply to the case of testing our LSTM-based model on the simulated fire hydrant leak 

tests. Specifically, in the DMAs where the tests took place, the time-period from that point when additional 

pressure sensors are installed until the time when the fire hydrant leak tests take place is really short, i.e., just 

two and a half months, for the model to be trained, validated and tested properly. For this reason, the model is 

initially implemented on the time period prior to the installation of the additional sensors with the features 

used before (the three hydraulic and two time features). Then the knowledge (weights) of the nodal connections 

corresponding to the pressure time-series from the inflow of the DMA are replicated as the nodal connections 

of the additional pressure time-series to be utilized. In that way, a new model with pre-trained weights for all 

the pressure signals, even the ones that did not exist prior to the installation of the pressure sensors, is created. 

The model is then fine-tuned and then applied on the fire hydrant leak tests. 

4.6 Multithreshold classification 

The LSTM-based model is applied to predict the hydraulic features under normal flow conditions. When a burst 

occurs, the abnormal values of the observed hydraulic features differ from the predictions. This can be 

quantified by the error function 𝐸, which in this study corresponds to the squared error. The formula of the 

error function for a time step 𝑡 is shown in Eq. (11): 

𝐸𝑡 = ∑(𝐻𝑡 − �̂�𝑡)
2
 (11) 

where 𝐻𝑡 is a vector of the observed hydraulic features and �̂�𝑡 a vector of the predicted hydraulic features. 

According to Eq. (11) the error is the sum of the deviations of the predictions of all the hydraulic features to 

their observations, which is possible because of the prior normalization of all the features. Initial analysis of a 

customized weighted average of the error function that put more weight to flow compared to pressure did not 
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yield the expected results. Hence, the pressure signals that are often plagued by “benching” and operator-

induced displacements proved to be more reliable in estimating the error function. 

Since the nominal end-used behaviour in a water distribution system is dynamic and varies within the 24 h/day, 

so is the behaviour of the hydraulic features monitored as well as the behaviour of the residual (squared) errors 

(Hutton & Kapelan, 2015). This means that the variation of the prediction error is naturally higher during periods 

of intensely varying water consumption, e.g., during daytime, whereas during periods of relatively stable water 

consumption, e.g., during night-time, the prediction error is smaller. If a fixed threshold is applied throughout 

the day, then bursts during night-time will go unnoticed, whereas this will likely yield many false alarms during 

daytime. The same differential behaviour of the system dynamics is observed between working days and 

weekends/public holidays. 

To account for this heterogeneity of the error distribution, the prediction (squared) errors are split into different 

clusters, one for each ℎ-hour interval and different for working days and weekends/public holidays. Multiple 

values of ℎ were initially examined, and ℎ = 3 was finally selected, since it offered the best trade-off between 

diurnal error threshold resolution and a large enough dataset from which to extract very high percentile values. 

Hence, if the number of predictions within one day is 𝑛𝑑𝑎𝑖𝑙𝑦 = 24 ℎ𝑜𝑢𝑟𝑠 𝑟⁄ , where 𝑟 is the resolution and ℎ ≥

𝑟, then 2ℎ in number (ℎ for working days and ℎ for weekends and public holidays) error thresholds are 

extracted, above which a prediction identifies a burst. 

As for calculating the threshold from every ℎ-hour interval subset of error values, we extract the 99.9-th 

percentile of the distribution of the within-the-cluster error values. The reason why such a high percentile value 

is chosen is so as to account for the fact that all (known) burst events have been removed from the training and 

validation subsets and the validated model is fit to predict the hydraulic features of only the nominal (leak-free) 

conditions. Hence, anything that exceeds this threshold is something that the trained model “struggles” to 

understand and is therefore flagged as abnormal behaviour and ultimately identifies a burst. The distinction 

between a predicted “burst” and a “normal conditions” outcome is presented in Eq. (12): 

𝐸𝑡 {
≥ 𝐸𝑡ℎ𝑟𝑒𝑠,ℎ,𝑑 ∶ 𝑏𝑢𝑟𝑠𝑡                          

< 𝐸𝑡ℎ𝑟𝑒𝑠,ℎ,𝑑 ∶ 𝑛𝑜𝑟𝑚𝑎𝑙 𝑐𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛𝑠
 (12) 

where 𝐸𝑡 is the value of the error function at time 𝑡 and 𝐸𝑡ℎ𝑟𝑒𝑠,ℎ,𝑑 is the error function threshold for the ℎ-th 

hour interval of the day and 𝑑 the relevant day type, i.e., either working day or weekend/public holiday. 

Since the choice of the 99.9-th percentile of the distribution of the within-the-cluster error values is expected 

to have a significant effect in the sensitivity of the methodology, a posterior sensitivity analysis was performed 

where multiple such thresholds were investigated. 

4.7 Performance assessment 

To assess the performance of the methodology, both event- and value-based metrics are utilized. The event-

based metrics are calculated based on the existence of non-repeated alarms, i.e., exceedances of 𝐸𝑡ℎ𝑟𝑒𝑠, within 

the period defined by the repair time and one week prior to the detection of a registered leak job by the 

operator. Such an antecedent one week period of time is included in this definition, because water utilities do 

not usually become aware a burst immediately when it happens, but only after a customer has notified them or 

the magnitude of the water losses reflect on the entire DMA measurements. The value-based metrics are 

calculated on a per value basis by comparing the generated alarm instances to the leak job records, as those are 

defined by the start and repair time of each leak job. 

A total of three event-based metrics are calculated. These are Recalle, Precisione and F1-scoree, where subscript 

e denotes the event-based calculation of these metrics. Their calculation is provided in Eqs. (13)-(15). 
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𝑅𝑒𝑐𝑎𝑙𝑙𝑒 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
× 100% (13) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑒 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
× 100% (14) 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒𝑒 =
2 ∙ (𝑅𝑒𝑐𝑎𝑙𝑙𝑒 ∙ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑒)

𝑅𝑒𝑐𝑎𝑙𝑙𝑒 + 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑒
× 100% (15) 

The value-based metrics calculated are Recall, Fallout and Precision. Their formulas are shown in Eqs. (16)-(18): 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
× 100% (16) 

𝐹𝑎𝑙𝑙 − 𝑜𝑢𝑡 =
𝐹𝑃

𝐹𝑃 + 𝑇𝑁
× 100% (17) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
× 100% (18) 

In Eqs. (13)-(18), 𝑇𝑃 stands for true positive (true bursts that are classified as bursts); 𝐹𝑁 stands for false 

negatives (true bursts that are misclassified as non-bursts), 𝑇𝑁 stands for true negative (when a burst does not 

occur and is not detected), and 𝐹𝑃 denotes false positive (when a burst does not occur, but it is incorrectly 

detected as having occurred). 

Recall is useful, because it shows the proportion of data correctly identified as bursts under burst conditions. 

Similarly, Precision shows the proportion of the burst-flagged data that are actually registered bursts, hence 

relating to the confidence in the alarms. Fall-out is the probability of false alarms. Finally, F1-score is a harmonic 

mean of precision and recall and is a measure of composite burst detection ability best suited for imbalanced 

datasets. A good methodology should have high Recall, Precision and F1-score, whereas Fall-out should be 

minimal. 

Just for the cases of detecting simulated fire hydrant leak tests, an additional metric is investigated: Detection 

Delay (𝐷𝐷).  Detection Delay corresponds to the delay between the actual registered start time of a fire hydrant 

leak test and the first instance of an alarm, i.e., exceedance of the error threshold. This metric can actually be 

calculated for these two cases, because the actual start time of the leak is known, so that detection delay can 

be quantified. Calculation of 𝐷𝐷 is shown in Eq. (19): 

𝐷𝐷 = 𝑡𝑑𝑒𝑡𝑒𝑐𝑡𝑖𝑜𝑛 − 𝑡𝑠𝑡𝑎𝑟𝑡 (19) 

where 𝑡𝑑𝑒𝑡𝑒𝑐𝑡𝑖𝑜𝑛 corresponds to the time the burst is detected and 𝑡𝑠𝑡𝑎𝑟𝑡 the time the burst actual occurred. 

5. Results and Discussion 

5.1 Data acquisition 

The methodology of this research is tested on two types of bursts: (a) real bursts that took place on the DMAs 

of a UK water utility company, and (b) simulated fire hydrant leak tests that took place on a subset of these real 

DMAs in the UK. For the different types of bursts, the following information is available: 

a) For the real DMAs, flow and pressure measurements from the inflow point of each DMA, as well as 

pressure measurements from the critical point at a time resolution of 15-minutes are used. In addition, 
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leak job records with all the detected leak jobs, their detection time and date, their repair time and date 

and a short description of their nature is also available. The extent of both the flow and pressure 

measurements and the leak job records extend in the time period from October 2016 until March 2022. 

b) For the simulated fire hydrant leak tests in a subset of the DMAs, the information available includes the 

flow and pressure measurements from the DMA inflow as before, plus the pressure measurements from 

the critical point of the DMA and the five to seven (depending on the DMA) additional pressure sensors 

throughout the DMA that were installed in early 2022 at a time resolution of 15-minutes. Furthermore, 

the timing of the start and end of the fire hydrant leak tests is known, as well as their discharge: 𝑄𝑙𝑒𝑎𝑘 =

0.8 𝑙/𝑠 for 1.5 ℎ followed by 𝑄𝑙𝑒𝑎𝑘 = 1.5 𝑙/𝑠 for 1 ℎ, giving a total duration of 2.5 ℎ. 

Because each of the two types of bursts is from different operational settings, there are certain challenges that 

accompany their investigation. First of all, real bursts registered in the leak job records of the real DMAs most 

likely started before the operator detected them. As a result, it is safe to say that the real “ground truth” is very 

difficult to be known and the produced “leak-free” records on which the LSTM-based model is trained has 

inadvertently some background and/or undetected bursts present. Furthermore, in real DMAs, it is not 

uncommon for sensors to be recalibrated or replaced every few years, which induces additional challenges to 

treating the entire length of these datasets as consistent. As far as the simulated fire hydrant leak tests are 

concerned, these were executed in daytime and with a progressively increasing discharge, so as to not cause 

any unnecessary harm to the network pipes. However, such a behaviour is not always representative of real 

bursts. 

5.2 Implementation of the methodology 

After acquiring the relevant data, engineering the features and extracting the input of the model, the training-

validation subsets split takes place from the engineered leak-free record, while the testing subset is extracted 

from the unaltered time period that follows. To create the training, validation and testing subsets, 4-day long 

rolling periods (including the current time step) at 30-minute resolution are extracted, creating time-series with 

a total length of 193 time steps (193 = 4 days × 24 hours × (60 minutes / 30 minute resolution)). Since the original 

data is at a resolution of 15-minutes, resampling is implemented.  

The neural network is set up using the keras package in the JupyterLab Python environment using a functional 

model layout. The model is trained for 100 epochs using the Adam optimizer that is computationally efficient 

and best suited for problems with large amounts of data (Kingma & Ba, 2015). As an objective function the Mean 

Squared Error (MSE) is utilized, whereas callback functions for adjusting the learning rate and stopping the 

training, once the algorithm reaches a plateau, are also used. A callback function monitors the loss of the 

validation subset ensuring that when the learning rate drops below 0.0010 per 6 epochs, the learning rate will 

be reduced to 20% of he previously used one. Another callback function also monitors the validation loss for 

the purpose of stopping training, when the loss of the validation subset does not improve by at least 0.0010 

within a time frame of 10 epochs. 

5.3 Results in real bursts 

The model is trained, validated and tested on 10 different DMAs in the UK. After training and validating the 

model on a leak-free portion of the dataset, the trained model is applied to the testing portion, where both 

leak-free periods and registered leak jobs exist. The performance of the methodology corresponding to a 

random run of the code script is shown in Table 1. 
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Table 1: Performance of LSTM-based model in real leaks 

DMA 
Sensors Leak 

jobs 

Event-based Value-based 

Q P Recalle Precisione F1-scoree Recall Fall-out Precision 

Alpha 1 2 41 29.3% 63.2% 40.0% 6.3% 0.5% 86.9% 

Beta 1 2 37 29.7% 78.6% 43.1% 0.6% 0.1% 96.9% 

Gamma 1 2 21 38.1% 47.1% 42.1% 9.1% 4.7% 57.1% 

Delta 1 2 6 16.7% 4.2% 6.7% 16.4% 12.4% 12.2% 

Epsilon 1 2 60 68.3% 65.1% 66.7% 10.6% 3.2% 98.1% 

Zeta 1 2 5 40.0% 28.6% 33.3% 5.4% 0.2% 51.4% 

Eta 1 2 8 62.5% 3.0% 5.7% 8.9% 3.0% 61.7% 

Theta 1 2 7 57.1% 26.7% 36.4% 15.5% 2.7% 79.4% 

Iota 1 2 4 50.0% 22.2% 30.8% 7.2% 0.5% 40.9% 

Kappa 1 2 3 100.0% 23.1% 37.5% 6.3% 1.4% 57.2% 

 

The methodology is applied to a total of 10 DMAs in the UK, each with periods for training, validation and testing 

of different length. This is caused by the requirement to have consistent flow and pressure signals that are 

affected the least by replacing or recalibrating the monitoring equipment. 

From Table 1 it can be seen that (the event-based) Precisione is proportional to the number of leak jobs, ranging 

from 3.0% to 78.6%. Specifically, the correlation coefficient between Precisione and the number of leak jobs is 

calculated to be 0.848. A similarly high correlation coefficient of 0.750 exists between the value-based Precision 

and the number of leak jobs. Considering that the training, validation and testing periods of the different DMAs 

have length of the same order of magnitude, this phenomenon is more likely explained by the uneven level of 

public alertness, which is usually the identifier of pipe bursts.  

This claim is supported by the land use cover of the different DMAs. Namely, DMAs Delta and Eta that exhibit 

the worse performance are covered by agricultural fields in more than 90% of their total area, whereas DMAs 

Alpha, Beta and especially Epsilon are heavily urbanized. This is a strong indication that a lot of actual pipe bursts 

in the rural DMAs go completely unnoticed and are not registered in the leak job records. This has a two-fold 

impact on our methodology. First, not all actual leak jobs are removed for training and validation, thus impairing 

the ability of the model to “learn” leak-free normal behavior only. Second, even if the model is trained well 

enough, the possible existence of multiple unregistered leaks in the testing subset leads to an overwhelming 

number of False Positives, which should be in fact be labeled as True Positives. This means that unreported leak 

jobs can account for the different overall performance across the multiple DMAs investigated here. 

Another interesting observation on Table 1 values is the fact that value-based Recall is usually significantly lower 

than event-based Recalle. This means that during periods of registered leak jobs, the model prediction error 

does not always exceed the calculated error threshold, but only periodically. If we examine DMA Delta, where 

Recalle = 16.7%, we see that only 1 of the six registered leak jobs is detected. As can be seen in Fig. (6), where 

the period of time corresponding to that one detected leak job is presented, the alarms, i.e., exceedances of 

the error threshold, are not persistent, but rather intermittent, taking place in late morning hours, after the 

morning peak. This is a significant limitation of the threshold-based approach. It is possible that had the 

tolerance reflected on the error threshold been different, the behaviour of the alarms would also have changed. 

Hence, sensitivity analysis is necessary. 
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Figure 6: Investigation of the period of time around the one detected leak of DMA Delta 

5.4 Sensitivity analysis 

To study the effect time resolution has on the burst detection performance of our methodology, the entire 

process of training, validation and testing is repeated just for a subset of DMAs. It is the authors’ decision to 

pursue this for just two DMAs and actually for those that some may render to correspond to be the best and 

worst performance. Based on the results of Table 1, the best performance of the model is found to be in DMA 

Beta, where Precisione = 78.6% and Fall-out = 0.1%. As for the worst performing DMA this is most likely Eta, that 

has Precisione = 3.0% and F1-scoree = 5.7%. Different combinations of time resolution (15-min, 30-min and 60-

min) and n-length of the input hydraulic feature time-series (1, 2, 3, …, 7 days) are investigated, while always 

keeping the length of the time-series less than 250 values, so that LSTM cells do not get overwhelmed by them. 

Tables 2 and 3 show the event- and value-based performance metrics respectively for DMAs Beta and Eta 

compared to the “standard” length 𝑛 = 4 𝑑𝑎𝑦𝑠 and time resolution 𝑟 = 30 𝑚𝑖𝑛 used across the DMAs. 
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Table 2: Event-based metrics of sensitivity analysis of LSTM-based model for different length of input time-series and time resolution 

Event-based KPIs 
DMA 

Beta Eta 

Recalle [%] 
Time resolution [min] Time resolution [min] 

60 30 15 60 30 15 

Le
n

gt
h

 o
f 

LS
TM

-f
ed

   
   

  

ti
m

e
-s

er
ie

s 
[d

ay
s]

 

7 35.1%     50.0%     

6 37.8%    62.5%    

5 29.7% 27.0%   75.0% 62.5%   

4 37.8% 29.7%   50.0% 62.5%   

3 35.1% 24.3%   50.0% 75.0%   

2 37.8% 32.4% 37.8% 62.5% 75.0% 75.0% 

1 37.8% 29.7% 27.0% 62.5% 62.5% 75.0% 

Precisione [%] 
Time resolution [min] Time resolution [min] 
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7 76.5%     5.8%     

6 66.7%    6.0%    

5 61.1% 71.4%   4.0% 2.9%   

4 63.6% 78.6%   4.4% 3.0%   

3 65.0% 69.3%   6.6% 2.6%   

2 73.7% 70.6% 93.3% 3.9% 1.7% 10.3% 

1 70.0% 57.9% 83.3% 3.7% 3.1% 8.8% 

F1-scoree [%] 
Time resolution [min] Time resolution [min] 

60 30 15 60 30 15 
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7 48.2%     10.4%     

6 48.3%    10.9%    

5 40.0% 39.2%   7.5% 5.5%   

4 47.4% 43.1%   8.0% 5.7%   

3 45.6% 36.0%   11.6% 5.0%   

2 50.0% 44.4% 53.8% 7.3% 3.4% 18.2% 

1 49.1% 39.3% 40.8% 7.0% 5.8% 15.8% 
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Table 3: Value-based metrics of sensitivity analysis of LSTM-based model for different length of input time-series and time resolution 

Value-based KPIs 
DMA 

Beta Eta 

Recall [%] 
Time resolution [min] Time resolution [min] 

60 30 15 60 30 15 
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7 1.9%     5.4%     

6 1.6%    7.6%    

5 1.5% 0.3%   14.1% 10.8%   

4 1.4% 0.6%   9.7% 8.9%   

3 1.3% 0.1%   4.9% 13.5%   

2 1.3% 0.5% 1.7% 12.4% 22.4% 18.7% 

1 1.0% 0.4% 0.2% 10.5% 8.8% 19.2% 

Fall-out [%] 
Time resolution [min] Time resolution [min] 
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7 0.1%     2.4%     

6 0.2%    3.1%    

5 0.2% 0.0%   7.5% 3.5%   

4 0.2% 0.1%   3.0% 3.0%   

3 0.2% 0.0%   2.4% 4.8%   

2 0.1% 0.1% 0.0% 5.9% 10.7% 2.7% 

1 0.2% 0.1% 0.0% 4.7% 3.1% 2.5% 

Precision [%] 
Time resolution [min] Time resolution [min] 

60 30 15 60 30 15 
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7 97.3%     55.1%     

6 94.0%    56.6%    

5 94.4% 92.3%   50.4% 62.6%   

4 93.4% 96.9%   63.5% 61.7%   

3 93.4% 84.0%   52.5% 60.2%   

2 95.1% 94.4% 98.9% 53.1% 53.2% 65.1% 

1 93.0% 87.7% 97.3% 54.7% 60.8% 68.7% 

 

The effect of using different time resolution and/or different length of the input time-series is not negligible. As 

can be seen in Tables 2 and 3, coarser resolution leads to significantly higher values of the Fall-out, which 

translates to less confidence on the alarms. This is most likely caused by the fact that instantaneous exceedances 

of the error threshold are proportionally more significant compared to the same number of instances in datasets 

of finer resolution.  

Furthermore, in 60-min resolution, the model may not have adequate information to “decode” the short-term 

dynamics of bursts, because pressure and flow measurements are aggregated to 1-hour intervals. Even though 

there is a slight increase in the values of both event-based Recalle and value-based Recall for coarser resolution, 

it is maybe preferable to sacrifice the detection of a handful of bursts, for the sake of superior confidence in the 

alarms, i.e., higher Precisione, Precision and F1-scoree. It can therefore be stated that a combination of 2-day 



 

17 Development of an LSTM-based methodology for burst detection in water distribution systems  

long time-series at 15-min resolution is superior to the 4-day long time-series and 30-min resolution that was 

initially used. This is also supported by the better scores across all the performance metrics. 

In addition to the sensitivity of the method to the time resolution, it is also prudent to check how the choice of 

the 99.9th percentile threshold of the error function affects the resulting alarms. To this end, we examine how 

Precisione, Recalle, F1-scoree and the value-based Precision change with different values of this threshold. This 

analysis takes place for the best performing DMA, i.e., DMA Beta and its results are displayed in Figs. (7)-(10). 

 

Figure 7: Recalle sensitivity to the error threshold 

 

 

Figure 8: Precisione sensitivity to the error threshold 
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Figure 9: F1-scoree sensitivity to the error threshold 

 

 

Figure 10: Precision sensitivity to the error threshold 

Figs. (7)-(10) show the effect different percentile thresholds of the validation error have on the burst detection 

performance. As was expected, lower thresholds lead to more leak jobs being detected and an overall higher 

Recalle. However, this is coupled by additional false alarms that severely impact the Precision, which plummets 

from higher than 80% to lower than 50%. This trade-off is better quantified though the composite F1-scoree, 

which acquires its greatest value for the 99.9th percentile for both combinations of n-day long time-series and 

resolutions. As for the value-based precision, lowering the error threshold leads to lower values of the metric, 

however not to the extent experienced with the same event-based metric.  

5.5 Results in fire hydrant leak tests 

In March 2022 the UK water utility company performed fire hydrant leak tests in selected DMAs to assess the 

performance of the developed burst detection methodology. These leak tests were carried out in a controlled 

manner, with a fixed duration and discharge (see Section 5.1). The burst discharge relative to the mean DMA 

inflow qburst is shown in Table 4. 
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Table 4: Artificial fire hydrant leak size compared to mean DMA inflow 

DMA Beta Delta Zeta 

QDMA,mean 7.2 l/s 1.3 l/s 2.5 l/s 

Qburst 0.8 l/s 1.5 l/s 0.8 l/s 1.5 l/s 0.8 l/s 1.5 l/s 

qburst 11% 21% 62% 115% 32% 60% 

 

In early 2021 new pressure sensors were installed in the DMAs where the fire hydrant leak tests took place. 

Hence the training, validation and testing subsets of the model are limited to the period after that, so as to 

preserve a consistent behaviour of the system, on which the model is to be trained. In DMAs Beta and Delta, 

the fire hydrant leak tests were performed at 10 March 2022, whereas in Zeta, it was performed in 15 March 

2022. Furthermore, since results from the sensitivity analysis showed that 2-day long time-series and a 

resolution of 15-minutes provides the best results, this is utilized in the study of the fire hydrant leak tests. 

Three different scenarios are initially investigated for the assessment of the performance on detecting these 

artificial fire hydrant leak tests. Scenario A, where only the 3 originally installed sensors (1 for flow and 2 for 

pressure) are used. Scenario B, where all the available sensors are utilized, but with a severely limited training 

and validation periods, due to the very recent installation of the additional pressure sensors. Scenario C, where 

all the available sensors are utilized, but with utilizing transfer learning of the model from scenario A, and just 

fine-tuning the expanded model for a period of 1 month. 

Table 5: Performance on fire hydrant leak detection for scenarios A, B and C 

Scenario A: Additional sensors not utilized 

DMA 
Sensors Leak tests Value-based 

Q P Performed Detected Recall Fall-out Precision DD 

Beta 1 2 1 0 0.0% 1.0% 0.0% x 

Delta 1 2 1 0 0.0% 23.0% 0.0% x 

Zeta 1 2 1 1 9.1% 0.8% 5.3% 60-min 

Scenario B: Additional sensors utilized without transfer-learning 

DMA 
Sensors Leak tests Value-based 

Q P Performed Detected Recall Fall-out Precision DD 

Beta 1 2+7 1 0 0.0% 5.6% 0.0% x 

Delta 1 2+5 1 1 81.8% 23.0% 1.8% 30-min 

Zeta 1 2+5 1 1 7.4% 2.2% 6.0% 60-min 

Scenario C: Additional sensors utilized with transfer-learning 

DMA 
Sensors Leak tests Value-based 

Q P Performed Detected Recall Fall-out Precision DD 

Beta 1 2+7 1 1 11.1% 2.7% 1.9% 15-min 

Delta 1 2+5 1 1 90.9% 22.6% 1.9% 30-min 

Zeta 1 2+5 1 1 36.4% 2.8% 14.3% 30-min 

 

Table 5 shows that for scenario A, i.e., when the additionally installed pressure sensors are not utilized, only 1 

of the 3 performed fire hydrant leak tests is detected and that only after a delay of 60-min. This bad behavior is 

explained by the fact that the leak tests took place far away from both the inflow and critical points where 

sensors are installed, as well as the fact that there is significant fragmentation of the training and validation 
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subsets, due to “benching” of the pressure signals caused by operator-induced alterations, as well a sensor 

replacements/recalibration. 

To account for the increased spatial coverage offered by the additionally installed pressure sensors, scenario B 

utilizes all available sensors. However, in this case, only 2 out of the 3 leak tests are detected and that with a 

delay of 30- and 60-min. This is caused by the lack of proper training, which is the result of the very young age 

of the additionally installed pressure sensors. Hence, the model gets fitted to not only a small dataset, but also 

a very limited one with respect to (inter-)annual seasonality. Had the testing subset been expanded beyond the 

month of March, the performance would sure be much worse. 

Scenario C makes use of the inherent flexibility of the LSTM neurons, that enable the seamless transfer of 

knowledge, I.e., weights, between pre-trained nodal connections and newly created ones. Hence, in Scenario C 

it is the previously trained weights that are linked to the pressure sensor installed at the inflow point that enable 

the weights of all the additionally installed sensors to have initial values much closer to the optimal ones, than 

the default ones that are 0. In Scenario C all three fire hydrant leak tests are detected, the one at DMA Beta 

with a delay of just 15-min, i.e., the very first time step, and at DMAs Delta and Zeta with a delay of 30-min, i.e., 

the second time step of the simulated leak. 

However, what is striking from the performance metrics presented in Table 5 is the excessively high values of 

the Fall-out for DMA Delta. Upon closer investigation of the raw time-series of all the available sensors in that 

area it was found that the pressure sensor installed at the critical point exhibits irrational entries just prior to 

the leak test with its values increasing by more than 30 m. Had these measurements been real, that would have 

been reflected in the recordings of the other pressure sensors as well. 

To tackle this problem of faulty pressure entries and thanks to the natural scalability of the LSTM model, two 

additional scenarios are investigated. Scenarios D and E are identical to scenarios B and C respectively, with the 

exception that the nodal connections corresponding to the problematic pressure sensor at the critical point are 

removed. The results are shown in Table 6. 

Table 6: Performance on fire hydrant leak detection for scenarios D and E 

Scenario D: Additional sensors utilized without transfer-learning and PCP removed 

DMA 
Sensors Leak tests Value-based 

Q P Performed Detected Recall Fall-out Precision DD 

Beta 1 1+7 1 0 0.0% 6.1% 0.0% x 

Delta 1 1+5 1 1 45.5% 2.1% 9.6% 30-min 

Zeta 1 1+5 1 0 0.0% 3.1% 0.0% x 

Scenario E: Additional sensors utilized with transfer-learning and PCP removed 

DMA 
Sensors Leak tests Value-based 

Q P Performed Detected Recall Fall-out Precision DD 

Beta 1 1+7 1 1 9.1% 3.3% 1.3% 15-min 

Delta 1 1+5 1 1 27.3% 1.7% 7.0% 30-min 

Zeta 1 1+5 1 1 18.2% 4.4% 1.9% 60-min 

 

As was expected, the results on the performance of the methodology on DMA Delta, where the problematic 

pressure sensor was installed, are better for both scenarios, since the Fall-out plummets and Precision in 

increased. For the same DMA there does not seem to be an improvement in terms of detection delay and in 

fact the value-based Recall is reduced. That is however not a serious drawback, since the confidence to the 

alarms moves in the opposite direction to the Fall-out. 
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Another interesting finding is the fact that for DMAs Beta and Zeta that did not exhibit any false pressure 

measurements, the exclusion of the pressure sensor at the critical point deteriorates the performance, with 

lower Recall and Precision and higher Fall-out. Especially for the case of DMA Zeta in scenario D, the exclusion 

of this one pressure sensor is pivotal and leads to the fire hydrant leak test going completely unnoticed. This 

signifies the importance of the spatial coverage of every single sensor and the fact that unnecessary removal of 

information streams has negative influence in the overall performance of burst detection. 

 

 

 

Figure 11: Fire hydrant leak tests in DMAs Beta (top), Delta (middle) and Zeta (bottom).. Left sub-figures show the result of running the 
model with two pressure signals as input in scenario A. Right sub-figures show the result of running the model with all the pressure 

sensors available as input after utilizing transfer learning in scenario C. Sub-figures in top row show the discharge at the inflow of the 
DMA. The middle row sub-figures show the pressure signals at the inflow of the DMA and the critical point. The lower sub-figures show 

the MSE (error) function, the variable error threshold, the start and repair time of the fire hydrant leak tests and the raised alarms. 
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Fig. (11) presents a snapshot of the fire hydrant leak tests in the three selected DMAs and the whole day in 

which they took place. An interesting finding from a visual inspection of these figures is the fact that there 

appear to be residual alarms, i.e., exceedances of the error threshold, after the leak is repaired (stopped in this 

case) and the system returns to normality. This is most likely a sensitivity of the LSTM network and it is 

something of which the operator should be aware. Nevertheless, for the purposes of this study, such posterior 

alarms are flagged as false and are reflected in Fall-out. 

5.6 Comparison to other works 

The methodology applied in this study is closer in scope and neural networks used to the one of (Wang et al., 

2020), who used a purely LSTM model to detect both simulated and synthetic bursts in a single real-life DMA. 

In the simulated leak tests, (Wang et al., 2020) showed that their LSTM model that used data of 5-min resolution, 

was able to detect them in two time steps, i.e., 10-min time. This is comparable to our findings (see Table 5). 

However, in one of the three fire hydrant leak tests that we apply our model, the leak-test are identified 

instantaneously, i.e., in the very first time-step. The synthetic leaks examined by Wang et. al. (2020) are not 

really comparable to our findings on real leaks, since their behaviour is completely different. 

Lee & Yoo (2021) implemented a less similar-to ours LSTM methodology with only flow data to detect a single 

leak on a part of a water distribution system feeding a city. Utilizing a total of 6 flow sensors, Lee & Yoo (2021) 

were able to detect the one leak with a sensor-based accuracy ranging from 61.53% up to 99.79% and a false 

positive rate ranging from 0.11% to 29.88%. Compared to our methodology, we believe that this inferior 

performance may be attributed to the exclusion of pressure and time features, the small training and validation 

subsets of only few-days length, and finally the fact this was only tested on a single leak. 

Comparing the performance of burst detection on the same dataset of real leaks is also important. That is why 

methodologies outside the boundaries of RNNs need to be assessed. To do this, it useful to comprehend that 

burst detection in water distribution systems can be basically “stripped down” to anomaly detection. That it 

because bursts are inconsistencies, i.e., anomalies, in an otherwise normal-behaving time-series. Taormina & 

Galelli (2018) were the first to propose the use of Autoencoders (AE), a novel deep learning neural network 

approach, to detect cyber-attacks in water time-series. AE is composed of interlinked encoder and decoder and 

is aimed at comprehending a compressed representation of high-dimensional input data by means of 

reconstructing it through an error-minimization approach. The abstraction of information and the lack of any 

explicit hydraulic information of the system make AE very robust in detecting anomalies in real-life settings, 

which is what makes it state-of-the-art. 

Hyperparameter tuning is very important for the AE as it is with LSTM networks. To this end, preliminary 

investigation was carried out to determine what is the best possible combination of the AE layers and neurons, 

that enables a reasonably deep understanding of the network dynamics without having an overwhelmingly large 

number of trainable weights. To this end, an Autoencoder with successive layers of 64, 32, 16, 32 and 64 neurons 

each resulted to have the optimal structure for this problem. 

All the hydraulic and domain (time) features are used as both input and output. Specifically, the AE is fed 4-day 

long time-series of the flow and pressure signals from the DMA inflow, pressure signal from the critical point 

and the two time features. Due to the self0supervised nature of the AE, the goal of training it is recreating the 

input as output with the highest fidelity possible. The Adam optimizer is used again, as is the case with the 

LSTM-based model, and the ReLu function is employed to activate the neurons. The results of applying this AE 

on the real leaks are provided in Table 7. 

  



 

23 Development of an LSTM-based methodology for burst detection in water distribution systems  

Table 7: Performance of the Autoencoder in real leaks 

DMA 
Sensors Leak 

jobs 

Event-based Value-based 

Q P Recalle Precisione F1-scoree Recall Fall-out Precision 

Alpha 1 2 41 14.6% 30.0% 19.7% 0.6% 0.5% 54.0% 

Beta 1 2 37 32.5% 41.7% 36.5% 0.3% 0.6% 48.5% 

Gamma 1 2 21 28.6% 7.4% 11.8% 5.5% 7.4% 27.6% 

Delta 1 2 6 0.0% 0.0% 0.0% 0.0% 0.6% 0.0% 

Epsilon 1 2 60 26.7% 94.1% 41.6% 2.9% 0.5% 99.4% 

Zeta 1 2 5 16.9% 3.9% 6.3% 2.0% 2.2% 14.3% 

Eta 1 2 8 37.5% 13.6% 20.0% 6.2% 2.8% 54.8% 

Theta 1 2 7 28.6% 11.8% 16.7% 4.3% 4.2% 35.9% 

Iota 1 2 4 25.0% 100.0% 40.0% 0.4% 0.0% 100.0% 

Kappa 1 2 3 66.7% 5.3% 9.8% 6.8% 19.9% 15.3% 

 

Based on the results of Table 7, it is seen that the Autoencoder fails to capture the behaviour dynamics of the 

specific real-life DMAs in focus, as the burst detection performance is significantly inferior to the one of the 

LSTM-based model (see Table 1). All the metrics, both event- and value-based imply that the AE is not sensitive 

enough to understand the discrepancies in the system caused by pipe bursts. The only seemingly improved 

metrics are the lower (which is better) values of Fall-out for DMAs Delta, Epsilon, Eta and Iota. However, the 

fact that they are so low, almost approaching zero, in combination with the also low values of Recall imply that 

the AE prediction error remains below the set threshold for most of the time-series length. Hence, the LSTM-

based model seems to exhibit an overall better performance in both real leaks and simulated fire hydrant leak 

tests compared to existing state-of-the-art methodologies. 

6. Conclusions 

This work contributes a neural network-based detection algorithm for identifying pipe bursts at the DMA scale 

of water distribution systems. The main idea on which the methodology relies is the development of a data-

based model that is trained to predict the patterns of all the hydraulic features (namely flow and pressure) 

during normal operating conditions and as such reports high prediction errors when fed data that correspond 

to pipe bursts having taken place. The implementation of this methodology is made possible by the use of an 

LSTM-based model, a special kind of recurrent neural network that is characterized by its feedback connections.  

Using LSTM neurons in our methodology equips the detection algorithm with two major advantages: it offers 

superior predictive power by incorporating the history of a significant length of past information without 

exhibiting the exploding/vanishing gradient problem upon training and it assists with adding/removing 

information streams seamlessly according to the availability/suitability of the installed monitoring sensors, since 

this flexibility is embedded in the LSTM neurons. Furthermore, the inherent flexibility of LSTM cells enables 

utilizing transfer learning under conditions of data scarcity, when a full-scale training is not possible. 

The current LSTM approach is not the only LSTM-based methodology in the field of burst detection. Other 

researchers have previously worked on this (see Section 2) getting very promising results. However, this is the 

first LSTM-based methodology to be tested on both real leaks and simulated fire hydrant leak tests. 

Furthermore, the sensitivity analysis performed with respect to the temporal resolution of the data fed and the 

incorporation of additional information streams from sensors installed at a later time by implementing transfer 

learning and fine-tuning are also points of novelty of this research. 
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Results obtained from testing the algorithm in real leak job records showed that the developed data-driven 

algorithm works reasonably well. Performance inconsistencies however among different DMAs showed that 

utilizing an accurate leak job record is of paramount importance. That is for training the model on leak-free 

periods, as well as for correlating alarms to actual pipe bursts in the testing phase. Limited public awareness 

and rural DMAs render a lot of bursts to go completely unnoticed, with a profound impact on the performance 

of this and other data-driven approaches. Sensitivity analysis showed that finer data resolution leads to better 

overall performance with event-based Precisione reaching 93.3%, as the abrupt disturbances caused by pipe 

bursts are not averaged out in coarser measurements. This is possible by the inclusion of domain (time) features 

in a different “stream” of input, separate to the hydraulic features, that enables the model to better understand 

the diurnal and weekly variations, as well as the expected abnormalities caused by bank holidays. Furthermore, 

the use of a variable error threshold mirroring the variable water consumption patterns expected during the 

day enables a varying degree of sensitivity tailored to each DMA and weekday. This further increases the 

robustness of this burst detection approach and makes it applicable to real life settings. 

Results acquired from testing the algorithm in the simulated fire hydrant leak tests reveal how important the 

location of the leak in relation to the sensors is to its detection. It is proven that detecting the tests in time, or 

even at all, may be hard if theses that take place far away from installed sensors. However, by incorporating 

information from additionally installed sensors scattered throughout the DMA, all leak tests with a flow rate 

down to 11% of the mean DMA inflow, are detected within one or two time steps. The mere inclusion of 

additional information streams is possible thanks to the embedded flexibility of the LSTM cells, in combination 

with transfer learning prior information corresponding to an existing pressure sensor and fine-tuning the model. 

Limitations of the current approach include the requirement for training the model on leak-free datasets, which 

in turn presupposes the existence of accurate leak job records that include all the bursts taking place. The latter 

is rather utopic to strive for, especially in rural sparsely populated areas and/or DMAs with a limited number of 

monitoring sensors in relation to their overall extent. In addition, the methodology is sensitive to sensor 

recalibration/replacement and special care needs to be taken to identify periods of consistent measurements 

on which the model is been applied. As was discussed in the application of the algorithm in areas with 

problematic sensor measurements, it is possible to exclude them, but only if one is certain of this. Otherwise, 

such an action will have adverse effects on the spatial coverage of the monitored area and consequently to the 

burst detection performance. 

Naturally, a thorough investigation of the universal applicability of the proposed methodology to a variety of 

real-life water distribution systems necessitates further exploration. For instance, it is required to investigate 

what is the impact of the typical topology of the installed sensors (at the inflow and the critical points) found in 

the DMAs in focus in the UK. In terms of calculating the prediction error, it would also be interesting to assess 

what the impact of the use of a quadratic function is and if the use of another function will be beneficial. 

Furthermore, modern monitoring equipment makes possible flow and pressure measurements at 1-min 

interval. It is interesting, if not necessary, to assess how the performance of burst detection changes with such 

high resolution data. In addition, meteorological extremes have shown to greatly affect water consumption, 

especially in areas with extensive vegetative cover, such as urban gardens. Assessing the impact of the algorithm 

to temperature and even incorporating it in future approaches may be promising. Finally, this method implicitly 

assumes that water consumption behavior is stationary and only affected by pipe failures and repair jobs. 

Although this may be true for short time horizons, urbanization, quality of life improvements and climatic 

variability may render this moot for long-term horizons. Hence, it may be interesting to assess the impact such 

slowly developing phenomena have on the current burst detection approach. 
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Code Availability 

The Python code scripts created for this study can be accessed in: https://github.com/konglynis/thesis_repo.git.  
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