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CHAPTER 1

INTRODUCTION

1.1  TheGlobal Landmine Problem*

First improvised landmine forms appeared in European warfare in the early 18th century.
Often going by the French term fougasse, these improvised landmines were shallowly buried
bombs covered with scrap metal or gravel to serve as shrapnel. Similar forms of landmines
were aso used in the 19th century in the American Civil War. Modern mechanically fused
antitank (AT) landmines were first introduced by Imperial Germany during World War | in
response to Britain's invention of the tank. These mines were large devices, which were easily
detected, removed and redeployed by the enemy. To address this problem, smaller
antipersonnel (AP) landmines were developed for deployment around AT mines, thereby
preventing their removal. By the end of World War I, all magjor participants had started
manufacturing and using landmines. During World War |1, landmines became an integral
weapon on the battlefield. Not only had their design by then been refined, military forces also
started to use AP landmines as aweapon in their own right. Originally developed as a tactical,
defensive weapon intended to slow down enemy troops and protect military bases and
infrastructure, the introduction of landmines that are deployable by air in the 1960s led to the
use of landmines for military offensives, eg. during the Vietnam War. Furthermore,
landmines were increasingly used against civilian populations, terrorizing communities and
rendering agricultural land unusable. Landmines have since then been widely used during
internal and independence conflicts in al regions of the world. Especially in less developed
countries, landmines became the weapon of choice for government troops, paramilitaries and
guerillaforces since they are cheap, readily available and effective.

Today more than 80 countries are affected to some degree by landmines and/or unexploded
ordnance (see figure 1.1). Countries that are most severely landmine contaminated are
Afghanistan, Angola, Burundi, Bosnia & Herzegovina, Cambodia, Chechnya, Colombia, Iraq,
Nepal and Sri Lanka. The total number of landmines that remain deployed in post-conflict
areasis estimated at around 60 million, causing more than 15,000 new casualties every year.

The negative impact of landmines on communities in (post)-conflict areas is severe and
diverse. Beyond living with the constant danger of getting injured or killed and associated
psychological trauma, landmine contamination has a strong adverse economical effect. It
costs between $ 300 and $ 1000 to remove a landmine and $ 100 to $ 3000 to provide an
artificial limb. Agricultura fields, farming land, road networks and water resources usually
remain unusable or inaccessible, greatly impeding recovery from the conflict. In addition,
landmines hinder the work of help organizations, e.g. the delivery of help supplies, as well as
the work of international peacekeeping troops.

Reducing the impact of landmines requires a variety of related activities, which are genera I%/
summarized under the term Mine Action. Naturally, a key task of Mine Action is demining®.
Other important activities are mine awareness training and social work to help landmine

! This information has been compiled from the websites of the following organizations: The Canadian Landmine
Foundation (www.canadianlandmine.org), The International Campaign to Ban Landmines (www.icbl.org), UN
Mine Action Service (www.mineaction.org).

2 Demining includes activities which lead to the removal of landmine hazards, including technical survey,
mapping, clearance, marking, post-clearance documentation and handover of cleared land.
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victims and their families. Complementary to these activities, the international community
seeks a long-term solution to the landmine problem by imposing a ban on landmines. A first
step to restrict the use of landmines was achieved in 1981 through the UN Convention on
Certain Conventional Weapons, Protocol Il, which was amended 1996 and signed by 67
countries as of January 2002. In 1999, a complete ban on AP landmines including their use,
development, stockpile and transfer entered into force as the Ottawa Treaty on the
Antipersonnel Mine Ban Convention, signed by 143 countries as of September 2004.
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Figure 1.1: Map of mine affected countries. (source: Landmine Monitor Report 2003).

12 Current Demining Techniques®

Demining is an important part of Mine Action. Today most humanitarian mine clearance is
carried out using a combination of manual demining and dog detection, with mechanical
demining gaining more and more share. For quality control, demining organizations tend to
employ a combination of these techniques before an areais declared free of mines.

Manual demining

In manual demining (figure 1.2a), the deminer uses an electromagnetic induction metal
detector and a prodding stick to investigate every square centimeter of ground in front of him.
The metal detector gives an audible alert when metal is present in the ground. The deminer

% The information has been compiled from the websites of the following organizations: MgM People Against
Landmines (www.mgm.org), Geneva International Centre for Humanitarian Demining (www.gichd.org).
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then uses the prodding stick to probe the ground and feel for the side of the suspected mine.
Manual demining can be applied ailmost everywhere and is usually reliable. However, it has
the disadvantage of being a very dangerous, slow and hence expensive procedure. A severe
limitation of the metal detector is its inability to distinguish between landmines and harmless
pieces of metal, e.g. junk or metal shrapnel from former bomb explosions. As a result, metal
detectors give rise to a high number of false alarms, each of which need to be carefully
examined as if it was a landmine, thereby slowing down the clearing process tremendously.
Furthermore, some landmines contain very little metal, so-called low-metal content
landmines, or no metal at al, making their detection extremely difficult or impossible,
respectively.

Dog detection

Dogs have the skill to scent explosive molecules that leak out of landmines and migrate
slowly to the surface of the ground, and can be trained to locate landmines. The search is
conducted with the dog on a long leash (figure 1.2b). If the dog detects the scent of
explosives, it lies down with its nose pointing to the origin of the “signal”. The spot is marked
and later investigated by manual demining. Apart from detecting individual landmines, dogs
are also used for the important task of determining which areas are not mined, an activity
referred to as area reduction. Dog detection has the advantage of being faster than manual
demining and, since it is based on explosive detection, false alarms are much less likely. The
main limitations are that dogs can only concentrate for a few hours and that it is not well
understood under which conditions a dog will miss a landmine. In addition, in tropical
climates dogs are prone to illness.

Mechanical demining

Until the late 1980s, mechanical demining machines were primarily used by the military in
situations where speed of clearance was a priority over reliability. Since then demining
machines have been developed specifically for the purpose of humanitarian demining and
new improved systems are continuously emerging on the commercial market (figure 1.2c).
The main applications of demining machines are for area reduction and ground preparation
for manua demining. The latter includes vegetation removal, breaking-up hard soil, aswell as
metal contamination reduction through the use of magnets. In addition, machines are starting
to be used for mine clearance and, as the understanding of their performance grows, clearance
machines are gaining more and more acceptance by the demining community. The main
disadvantages of mechanica demining are that sometimes machines are unreliable, require
repair and, due to their size, cannot access al areas.

Manual demining with the metal detector, dog detection and mechanical demining will most
likely continue to be the preferred techniques for mine clearance in the time to come.
However, these techniques have their limitations and there is great interest to develop new
landmine detection sensors for both military and humanitarian needs, which can provide fast
and reliable clearance with a low false alarm rate. The challenge to technology and science in
devel oping landmine detection sensors isimmense. Not only do more than 350 different types
of landmines exist, but also they are buried at different depths, in different soils, in different
terrains affected by varying weather conditions. Clearly, no one sensor will work well under
all these conditions. Hence, future landmine detection systems are likely to use combinations
of different types of sensors to increase the detection and reduce the false aarm rate
(MacDonad et al, 2003). A sensor that has demonstrated great potential for use in such a
multi-sensor system is Ground Penetrating Radar (GPR).
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Figure 1.2: Current demining techniques:

(a) Manual demining with the metal detector.

(b) Dog detection.

(c) Mechanical demining. The MgM ROTAR sieves the soil for landmines.
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1.3  Ground Penetrating Radar (GPR) for Landmine Detection and
| dentification

Ground Penetrating Radar is a non-invasive sensing technique, which uses electromagnetic
waves to locate and characterize objects or interfaces beneath the surface of the ground or
manmade structures. First successful uses of GPR go back to as early as the 1930s, mainly as
atechnique for ice depth probing (Stern, 1930). With the introduction of commercial systems
in the 1970s, the range of applications of GPR technology has been ever expanding.
Application examples include the location of buried utilities, the inspection of highways and
airport runways, the detection of underground tunnels and subsurface voids and archeological
surveys.

The main components of a typical GPR system are illustrated in figure 1.3. The transmitter
generates an electric signal, which is radiated by the transmitting antenna. Reflections of the
radiated wave from above and below the ground are measured by the receiving antenna,
digitized by the receiver, and stored on a computer for further processing and interpretation.

Based on the type of signals used to probe the subsurface, a distinction is made between
pulsed (time-domain) GPR systems and stepped frequency (frequency-domain) GPR systems.
Most GPR antenna systems are bistatic consisting of one transmitting and one receiving
antenna. During the data acquisition, which is generally done along straight scanning lines,
the two antennas are kept at a constant distance (offset) and orientation from each other.
Variations to this simple bistatic antenna configuration exist in the form of array systems,
which use multiple transmitting and receiving antennas for either fast data acquisition and/or
multi-offset measurements, and polarimetric systems, which measure both the co- and cross-
polar components of the reflected wavefield for two-orthogonal transmitting polarizations.

Fueled by the successful application in a wide a range of subsurface investigation problems,
since the mid-1990s there are has been an increased interest to develop GPR technology for a
challenging new application: Landmine detection.* The potential benefits of a demining GPR®
can be summarized as follows:

e Reduction of the false alarm rate by target identification® based on measured target
responses.

e Ability to detect both plastic and metal cased landmines.
e Ability to detect both surface-laid and buried landmines.
e Ability to determine the depth and the horizontal position of an object.

e Possihility to scan the ground with the antennas elevated at a safe distance from the
ground surface.

e Possibility for combination with other sensor technology.

“ Actually, some research on landmine detection with GPR started as early as the late 1970s, e.g. Chan et al
(1979).

> The term demining GPR is used throughout this thesis to describe a GPR system that supports demining
operations.

®Inthisthesis, identification is understood as “the process of estimating whether a detected object is alandmine”
and not “the process of determining the landmine type, e.g. PMA-3". This usage isin agreement with the IEEE
standard definition of identification: “The knowledge that a particular radar return signal is from a specific
target.” (source: The |EEE Standard Dictionary of Electrical and Electronic Terms, 6™ Edition)
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An existing and promising sensor combination, in which GPR is utilized, is with the metal
detector, e.g. the Minetect system from ERA Technology (UK) or the AN/PSS-14 (formerly
HSTAMIDS) system from CyTerra Corporation (USA). In this combination the target
identification capability of GPR is used to reduce the number of false darms of the metal
detector and to detect completely non-metal mines. This combination constitutes an
improvement to the well-established stand-alone metal detector and hence leads to easier
acceptance by the demining community. When used in the combination with the metal
detector, the GPR acts mostly as a support sensor, which means that it is used to confirm a
detection of the primary sensor, in this case the metal detector. Most likely in the near future
this will be the main role of GPR in landmine detection, stressing the importance of the
development of reliable GPR target identification methods.

As reflected by current research trends, a demining GPR can be used as what | call a probing
sensor, an imaging sensor or a combination of both.

e When used as a probing sensor, the GPR data is analyzed on the basis of individual
A-scans’. The objective is to detect and/or identify an object that is buried at the
position where the analyzed A-scan was measured.

e When used as an imaging sensor, the objective is to create a focused 2D or 3D
image of the subsurface from multiple A-scans measured over a grid. The image is
then used to detect, locate and characterize buried objects that lie below the
measurement area. The imaging sensor approach aso includes inversion-based
techniques that aim to reconstruct the spatial distribution of the constitutive
parameters (dielectric permittivity, magnetic permeability and conductivity) in the
subsurface.

In either approach, it isimportant to have accurate information on the radiation characteristics
of the GPR antennas. Furthermore, imaging requires knowledge of the wave velocity
distribution in the ground and accurate antenna positioning. As a consequence, the use of a
demining GPR as an imaging sensor is more restrictive than when being used in the localized
probing mode. In this thesis, the attention is focused on GPR as a probing sensor.

transmitter receiver computer
transmitti ng; \ receiving
antenna antenna

ground

Figure 1.3: Illustration of atypical GPR system.

" The term A-scan refers to a time sampled GPR return measured at one antenna position.
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1.4  TheGPR Response of a Landmine and its Usefor Target
| dentification

Early-time versus late-time target response

Target identification in the probing mode is based on the concept of a target response, also
commonly referred to as target signature. The target response contains two components,
namely the early-time (forced) and late-time (natural) response of the target (Kostylev, 1994).
The early-time response has a finite duration and is formed while the incident wave passes
through and along the outside of the target. The late-time response refers to the target's
natural modes, which build up after the target has been illuminated by the incident wave.
Landmine and unexploded ordnance (UXO) identification based on complex natural
resonances (CNR) computed from the late-time response has been the topic of extensive
research throughout the years (Chen and Peters, 1997; Baum, 1998). The motivation to work
with CNR stems from the fact that the resonances are target orientation independent and lead
to a small number of characterizing parameters. However, the resonances of a buried target
are generaly highly damped compared to those in air and thus may be extremely difficult, if
not impossible, to measure. This is especialy true for plastic cased landmines (Huynen,
2003). Hence, the research described in this thesis is entirely based on the early-time target
response, which is much stronger than the late-time response.

The early-time response of a landmine depends on its size, shape and internal structure.
Consequently, the early-time response carries valuable target information and can be used for
landmine identification. However, it is well known that the early-time response depends not
only on the electromagnetic properties of the landmine, but also on those of the soil in which
the landmine is buried. In addition, the early-time response is dependent on the orientation of
the landmine with respect to the incident and scattering directions. For these reasons, simple
target identification techniques based on template matching or feature based classification
become unreliable or might even fail completely. Clearly, in order to design a reliable
identification algorithm or specify the conditions under which an identification algorithm will
fail, it is important to understand the factors that determine the early-time response of a
landmine.

Up to now the understanding of the early-time response of landmines is mostly limited to
knowledge obtained from numerical simulations (Geng and Carin, 1999; Sullivan et al, 1999;
Roth et al, 2001; Strifors et al, 2002; Johnson and Burkholder, 2004) and experience from
actua GPR measurements (Carin et al, 1999; Zanzi et al, 2002; Kovalenko and Y arovoy,
2003; JRC Landmine Signature Database). Although this knowledge is very useful to evaluate
or predict sensor performance and landmine responses under varying burial conditions, it does
not lend itself naturally to establish a direct link between measured GPR responses and target
characteristics, e.g. target size and depth of burial. A different strategy with which thislink is
easily made is convolutional GPR modeling introduced below.

Since thisthesisis solely concerned with the early-time target response, in the
remainder of the text the prefix early-time will be omitted for convenience.
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Convolutional models & the target impulse response

To identify landmines from GPR data, it is necessary to have practical models relating the
measured target response to the main response determining factors and associated data
processing algorithms, which ideally allow for rea-time target identification. These
requirements suggest representing the measured target response through a convolutional
model, which describes the sequence of radiation, propagation, target scattering and receiving,
and using deconvolution to estimate the target impulse response, which embodies information
on target characteristics (e.g. outer dimensions, contrast, internal structure).

The concept of convolution and deconvolution in GPR applications is not new (Daniels et al,
1988). However, up to now research in this area has focused on impulse response
characterization of the antennas (Scheers et al, 2000) and the development of GPR specific
deconvolution algorithms (Turner, 1994; Scheers et al, 2001; Savelyev et al, 2003), leaving
the target impulse response and its relation to target characteristics mostly unexplored.
Furthermore, all these works impose a convolutiona representation of the GPR data by
definition rather than deriving it from physical principles.

The first of a few notable contributions towards a better understanding of the impulse
response of a buried target was made by Chan et al (1981) who used the well-established
Physical Optics (PO) approach in radar target impulse response modeling (Kennaugh and
Moffatt, 1960) to derive a smple analytical expression for the impulse response of a metal
target buried in alossy ground. Twenty years later, Nag and Peters (2001) extended the work
of Chan et al for application to buried homogeneous dielectric targets that are rotationally
symmetric. For both types of targets (metal and dielectric), PO predicts a simple relationship
between the target impulse response and the cross-section profile of the “illuminated” part of
the target. This profile is commonly known as the target profile function. Based on their
findings, Chan et al postulated the possibility to image a buried target based on afew A-scans
or, if the target is rotationally symmetric, one single A-scan. Nag and Peters applied this idea
to image a buried PMA-3 landmine with limited success. One of the limitations they faced
was that the operating band of their GPR system did not include frequencies below 1.2 GHz,
which are necessary to reconstruct the target profile function. In addition, the validity of PO
for scattering from a plastic cased landmine is fundamentally limited by its inability to
describe scattering from the bottom of the landmine and from internal mine structure. Hence,
it is questionable whether PO provides a good approximation to the target impul se response of
a buried plastic cased landmine. It should also be noted that, as in the work of Chan et al, the
derivations of Nag and Peters neglect the radar hardware and assume the target in an
unbounded host medium with the same properties as the ground, i.e. the ground surface is not
accounted for.

Summarizing, these shortcomings establish a need for further scientific developments in the
area of convolutional GPR modeling, especialy the derivation of impulse response models
for plastic cased landmines. Other important factors that need to be modeled are the presence
of the ground surface and the radar hardware. Complementary to this, a deconvolution based
target characterization procedure should be developed, which estimates important target
characteristics that ultimately allow identifying whether a detected target islikely to be amine
or no mine. Target characteristics that are useful in this respect are the outer dimensions of the
target, its material properties (e.g. its dielectric permittivity), a description of its interna
structure (e.g. the presence of an air gap), and its depth of burial.
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Scope of the Resear ch

This thesis provides a comprehensive treatise of new developments in the area of
convolutiona GPR modeling and deconvolution with application to AP landmine
identification, which are the outcome my PhD research. The treatise addresses all major
aspects of the problem:

The derivation of frequency- and time-domain convolutional models® describing
electromagnetic scattering from a buried minelike target®. Novelties include simple
analytic expressions for the target transfer function/impulse response, a previously
unpublished far-field backscattering representation of the half-space electric
Green's tensor, and a host medium transformation law, which relates the response
of aminelike target buried in alossless ground to its response in alossy ground.

The introduction of point source/receiver models for the GPR antennas and the
receiver chain, thereby extending the time-domain convolutional scattering model
to account for the radar hardware. The so-obtained convolutional GPR model is the
first of its kind, which gives analytic expressions for al components of the GPR
chain (hardware, propagation to and from the target, the target impulse response).
The model isformulated for both buried and surface-laid minelike targets.

The development of preprocessing algorithms that extract the response of the target
to be identified from the measured GPR data. Novelties include a weighted moving
average background subtraction (WMA-BS) technique, which accurately recovers
the amplitude and shape of the target response along the entire diffraction
hyperbola, and a transformation of the measured scattering matrix, termed target
frame transformation with which a target orientation independent target response is
obtained.

The development of a deconvolution based target characterization procedure.
Novelties include a deconvolution algorithm, termed subset selection
deconvolution, which significantly reduces the ill-posedness and ill-conditioning of
the radar signal deconvolution problem. As a further novelty, the estimated impulse
responses can be inverted for target characteristics, e.g. its outer dimensions and its
depth of burial.

Together these new developments form a framework of theoreticad models and data
processing algorithms, which opens the possibility to identify plastic and metal cased AP
landmines from GPR data within a very short computation time. This possibility has been
verified with success based on 3D finite-difference time-domain (FDTD) and experimental
GPR data.

8 A convolutional model describes alinear time-invariant process as the convolution of a number of time
functions. The terms frequency-domain convolutional model and time-domain convolutional model are used in
this thesis to distinguish between the frequency-domain and time-domain representations of a convolutional
model, respectively. Note that convolution in the time-domain is equivalent to multiplication in the frequency-

domain.

° The term minelike target describes a target whose size, shape and el ectromagnetic properties resemble those of
alandmine.
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1.6 Thesis Outline

Following this introduction, chapter 2 presents a detailed analysis of scattering from
homogeneous minelike target. The analysis consists of two parts, first the development of the
relevant electromagnetic scattering theory, and second, application of this theory for target
characterization based on deconvolution processing. Starting from source-type integral
representations of the scattered field, | derive frequency- and time-domain convolutional
models describing plane wave backscattering from a homogeneous minelike target including
expressions for its target transfer function/impulse response. To account for the different
scattering behavior of plastic and metal cased landmines, two types of minelike targets are
considered, the dielectric minelike target and the metal minelike target. Essential steps in the
derivation are the linearization of the scattering problem through either the Born or the PO
scattering approximation, depending on whether a dielectric or a metal target is considered,
and application of a new far-field backscattering representation of the half-space Green's
tensor. The derivation of the convolutional models is followed by a review of common
deconvolution algorithms, i.e. Wiener filtering and ridge regression, and some of their
shortcomings for use in target characterization are pointed out. These shortcomings lead to the
development of the new subset selection deconvolution algorithm that uses the derived target
impulse response expressions as a priori information on the specific form of the impulse
response to be recovered. The estimated impulse responses can be inverted for either target
size or material properties using the derived time-domain convolutional scattering model, and
a target characterization procedure based on this idea is proposed. The proposed target
characterization procedure and the validity of the underlying scattering models are then tested
using simulated data examples obtained by 3D FDTD modeling. At the end of the chapter,
attention is drawn to the influence of losses in the ground on the target response. Here | use
similarity analysis in the Laplace domain to derive a host medium transformation law, which
relates the time-domain response of a homogeneous dielectric minelike target buried in a
lossless ground to its time-domain response in a lossy ground. The working of the
transformation law isillustrated using a 3D FDTD data example.

In chapter 3, | further take up dielectric minelike target and generalize the scattering theory
of chapter 2 to account for internal mine structure, specifically a thin air gap or a small piece
of metal. The generalization follows directly from a Born-type linearization of the volume
integral representation of the scattered field in which the contrast of the inclusion has been
defined by means of the Rayleigh scattering approximation. As a result of the generalization,
the target impulse response of the dielectric minelike target is simply augmented by an
additional term describing the effect of the inclusion, thus making it straightforward to extend
the target characterization procedure for homogeneous minelike targets, proposed in chapter
2, to targets with internal structure. Again, the validity of scattering models and the
performance of the now extended target characterization procedure are demonstrated using
3D FDTD data examples.

For application of the derived scattering models and the target characterization procedure to
GPR data, the radar hardware needs to be considered and data preprocessing algorithms need
to be developed. Both these issues are addressed in chapter 4. After presenting a polarimetric
video impulse GPR system developed by IRCTR', models for its transmitting antenna and
receiver chain are introduced, which enter as additiona terms in the time-domain
convolutional scattering model of chapters 2 and 3. In this way, a convolutional model for the

1% I nternational Research Centre for Telecommunications-Transmission and Radar, Delft University of
Technology.
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GPR response of buried minelike target is obtained. In addition, a convolutional model for the
GPR response of a surface-laid minelike target is presented, which follows from similar
considerations. Following the derivation of the convolutiona GPR models, a simple, yet
accurate calibration procedure is introduced, which estimates important hardware
characteristics, namely the effective radiated waveform and the direct wave signal, both of
which are required for subsequent data (pre)processing. The data preprocessing is primarily
concerned with the extraction of target responses that are suitable for target identification. To
this end, two new agorithms are introduced, the WMA-BS technique, which removes the
direct wave signal and the ground reflection signal from each measured A-scan, and the target
frame transformation, a polarimetric preprocessing step required for the identification of
targets with a preferential scattering axis, e.g. an elongated bombshell. The workings of both
preprocessing algorithms are illustrated using data acquired with the IRCTR video impulse
GPR. Finally, a dlightly modified version of the subset selection based target characterization
procedure of chapters 2 and 3 is presented which operates on the preprocessed A-scan at the
apex of the target response hyperbola and, as before, provides information on either target
size or target material properties.

To validate the full data processing chain consisting of the radar calibration, preprocessing
and target characterization, | acquired data with the IRCTR video impulse GPR at a controlled
indoor environment over a variety of dielectric and metal minelike targets, both surface-laid
and buried. The data acquisition and the results from the data processing are detailed in
chapter 5.

Finaly, in chapter 6, | give an overview of the most important results that were achieved and
formulate some conclusions that can be drawn from this research. Here | also point out some
of the limitations of the presented material with regard to application in real minefields and
solutions to these limitations are suggested in the form of recommendations for future
research.
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CHAPTER 2

SCATTERING FROM A HOMOGENEOUSMINELIKE TARGET

This chapter presents a detailed treatment of plane wave scattering from a buried AP
landmine, which for simplicity is approximated here as either a homogeneous dielectric or
metal minelike target. The objectives of the treatment are twofold. The first objective is to
represent the scattering through a conttohal model and derivetarget transfer
function/impulse response appnmations, which describe thecattering behavior of the
target and are simple closed-form expressions in terms of target size, shape and
electromagnetic contrast. Tkecond (and complementary) olijee is the development of a
deconvolution based target chamtation procedure, which @s knowledge of the incident

and the scattered field to estimate target characteristics, e.g. its outer dimensions.

The unifying element of all scattering models presented in this chapter is that they are derived
from source-type integral representationstioé scattered field (Chew, 1990, ch. 8) and
assume a linear relationship between the scattering currents and the incident field. The
scattering from a dielectric minelike target is formulated using the volume integral
representation in combination with the Bajpproximation, an approach which can easily be
extended to account for intermaine structure as will be dedoed in more detail in chapter

3. The scattering from a metal minelike target is formulated using the surface integral
representation in combination with the PlogsiOptics (PO) approximation. Apart from this
difference, great care is taken to treat the scattering from dielectric and metal minelike targets
in a uniform manner, thereby yielding targeinsfer functions/impulseessponse models of

the same form.

The development of the deconvidtun based target charactetiba procedure is to a great
part driven by the necessity to reduce the ill-posedress the ill-conditioninginherent to
the deconvolution of band-limited signals. A numbg&deconvolution algorithms designed to
improve the conditioning exist among which &fer filtering and ridge regression, but, as
will be demonstrated, these algorithms are unable to provide the amplitude information and
the temporal resolution required for targetuctcterization. To oveotne these problems, a
new deconvolution algorithm is devised, termsedbset selection deconvolution, which uses
the derived target impulse msse models for minelike targets a priori information on the
specific form of the impulse sponse to be estimated. The targedracterization procedure,
which builds on the subset selection deconwmtualgorithm, inverts the impulse response
obtained by deconvolution féarget characteristics.

The chapter is organized as follows. étson 2.1, frequency- artone-domain convolutional
models for plane wave backscattering frorbuaied minelike target are derived, including
expressions for the target transfer function/i,spulesponse. Essentséps in the derivation

are the linearization of the scattering problemotigh either the Born or the PO scattering
approximation, as describedoave, and application of a wefar-field backscattering
representation of the half-spaGeeen’s tensor, which is dedd in section 2.1.3. In section

2.2, a review of common deconvolution aifams is given, which illustrates their
unsuitability for target characterization based on simple synthetic data examples. Following
this review, the subset seten deconvolution algorithm is geloped and integrated into a
target characterization procedure, which usesderived convolutionacattering models to

! A problem is ill-posed if it has no exact or unique solution.
2 A problem is ill-conditioned if its solution varies widetyresponse to small errors in the measurements.
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estimate a target's outer dimensions or, in the case of a dielectric minelike target, its
permittivity. In section 2.3, the performance of fhroposed target claanterization procedure

and the validity of the underlying scatterimgodels are demonstrated using 3D finite-
difference time-domain (FDTD) ttaexamples. Section 2.4 talaeéttle side step and derives

a host medium transformationwa which relates the time-dam response o& dielectric
minelike target buried in a lossless groundtdime-domain response in a lossy ground. The
working of the transformation law is illustrated using a 3D FDTD data example. In section
2.5, the main contributions of the materiaksented in this chapter are highlighted and
discussed.

2.1 Convolutional Models for Backscattering from a Buried Minelike
Target

In this section, source-type igt@l representations of the femed field are used to derive
frequency- and time-donraiconvolutional models for baatattering from a buried minelike
target illuminated by a downward propagating (locally) uniform plane wave. As shown in
figure 2.1, the ground is modeled_as a half-space with admittiyityioe, +c, and
impedivity 2, = 2, =iou,, wherei is v-1, o denotes angular frequency, is the ground
dielectric permittivity, o, is the ground conductivity, an@, is the vacuum magnetic
permeability. To account for the different scattg behavior of mstic and metal cased
landmines, two target types will be distinguished: the dielectric minelike target and the metal
minelike target.

e The dielectric minelike targetreated in subsection 2.1.1, is characterized by the
permittivity €, and constitutes an admittivity contrasty=Yy,—V,, where
y, = iwe,. Its permeability is assumed to égual to that of the ground, i.g, .

e The metal minelike target, treated in subsection 2i%.2ssumed to be a perfect
electrical conduor (PEC).

The target is located on tleaxis at a deptld and we are interested in the backscattered field
at a heighh above the ground. Note that thaxis is pointing downward.

211 Thedidectric mineliketarget
Frequency-domain formulation

The field E® scattered by the dielectric minelike target may be represented through the
volume integral

E°(x)= [[] 6(x.x)3*(x)av’ (2.1)

in which J¢ is the volume scattering current within the target &nds the half-space electric
Green’s tensor.
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Figure 2.1: Backscattering from a buried minelike target illuminated by a downward propagating
plane wave. In the figurédenotes the target height wheréass the distance from the onset of the
target to its shadow boundary.

Plastic cased landmines are often composehaitrials with permittivities close to that of
the ground (Dasguptet al, 1999). We therefore consider theget to be a weak scatterer,
allowing the assumption of a linear relationship between the scattering cdfremid the
plane wave incident field':

35(x)=xE (x)=yE (x, )&= | (2.2)
where k, = (-2,%,)"* is the wavenumber in the ground, =(0,0,d) refers to the target
location, andy denotes a generalized contrast whinsetional form depends on the specific
weak scattering approximati considered, viz. the Boapproximation with which

x=Ay (2.3)
or the modified Born approximatidivan der Kruk, 2001, p. 87-90) with which

.3
y=Ay—Y (2.4)

The Born approximation assumes that the electric field within the target is equal to the
incident field E'. At radar frequencies, thassumption is considered to be valid as long as the
magnitude of the complex phad#éference between the waypeopagating through the target

and the incident field is muchde than unity. As shown by Habasétyal (1993), this is
equivalent to requiring

kD (AY/ §)| <1, (2.5)
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whereD is the characteristic size of the target, in our case its he(gee figure 2.1). The
modified Born approximation is derived from thgsumption that the target can be considered
as being made up of non-intetiag point scatterers. Note ah as the magnitude of the
admittivity contrastAy decreases, the generalized contjagiiven by the modified Born
approximation reduces to that of the Bapproximation. Since blotapproximations are
closely related, let us proceed for simplicity by considering the Born approximation only.

Next, we would like to find a suitablepresentation of the Green’s teng€er Assuming a
horizontal polarization for the incident field @g. (2.2), only the first and the second column
of the Green’s tensor are relevant. The gerferatulae for the tensor elements of these two
columns are given in subsection 2.ITBey involve Hankel transforms

oo

[ £ ()3, (rp)dn (2.6)

0

in which f are singular complex kernel function3, (n = 0,1,2) are Bessel functions of the
first kind and orden, p is the horizontal distandeetween the observation poirt and the
source pointx”, and the integration variable is the horizontal wavenumber. In their general
form, the Green’s tensor elemis can only be evaluated nemecally (Xiong and Tripp,
1997). However, as shown in section 2.1.4, thenglexity of the Green’s tensor reduces
significantly for backscattering from a small targgi~<(0) and far-field observation
(k,h>1), leading to the approximation

~( ) C(h d) e—i(k0h+klz’) 1 0 ( )
G(x,x z—ﬁng_)a ,d)——| 0 1], 2.7
4rt(h
n(h+d) 00

where k, = o(ug,)"” is the wavenumber in aifl,_, is the normal incidence ground-to-air
Fresnel transmission coefficient given by
2
Tga= - (2.8)
Ko +ky

and{ is a coefficient accounting for the refractirelated spreading at the ground surface and
is defined as

¢(hd)= : (2.9)

Substituting the scattering current given by @) and the backscattering Green’s tensor for
far-field observation given by eq. (2.Mto eq. (2.1) ad integrating oveix andy, the
backscattered field at a heightibove the ground can be written as

i (koh-rkyd)
£ (x) e LM ETT e (%) (2.10)

2Jn(h+d)

with
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3 d+l
Ht(w)=—%A9j e M5 (7)dZ (2.12)
Z=d

where the functiorS,, (z) describes the verticarofile of the horizontatross-section of the
target and, as before, refers to the target height.

Equation (2.10) represents @nvolutional model in thdrequency-domain relating the
scattered fieldE® at the observation poind the incident fieldE' at the target location. The

first term on the right-hand side simply describes the phase shift, the propagation loss, the
spreading loss and the ground-to-air transmississociated with the one-way propagation
from the target to the observation point. The quartiifyw) is the target transfer function.

Note from eq. (2.11) that the target trandterction is independerdf the target deptd and

the height of the observation point.

For ease of evaluation, let us use integratiompdnys to rewrite eq.2(11) in the equivalent
form

i n (d+h)*
_ 1% o i)
H, (@)= Ay [ e 9,8, (Z)dZ (2.12)

from which it is possible to “read off” the transfer function of targets whose shape is
characterized by sharp jumps in cross-section becauseat;ﬁ;p(z’) simply becomes a
series of delta functions.

Time-domain formulation

The frequency-domain convolutionsdattering model given by £q(2.10)-(2.12) is valid for
any type of soil as long asi# non-magnetic. Analytical trarsimation of the model into the
time-domain, however, requires that the veloatyand the attenuatiom, in the ground,

which are related to the wavenumber by

klzvﬁ—ial, (2.13)

1
are frequency independent.

Therefore, transformation intthe time-domain is generally only possible when the ground is
lossless. Both polarizati losses and conduction losbesil generally causes, and o, to be
functions of frequency. It ismportant to note that both types of losses also result in the
transmission coefficienT, ., and the refraction related spreading térmo be complex and
frequency dependent. Accordingly, in the time-domain they become functions of time and
their effect on the scattered field is nenger a simple multiplication but a convolution

operation.

% Conduction losses are associated with charge transipemomena, whereas polarization losses refer to the

energy dissipation associated withlarization processes. In soils, conduction losses can predominantly be
attributed to ionic conduction in water and polarization losses to the orientational polarization of water
molecules. The overall strength of these losses is therefore directly related to water content. Dry soils are
generally characterized by very low losses. Due to polarization losses, the soil permittivity becomes complex and
frequency dependent. Conduction losses are described by a non-zero conductivity.
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To analytically transform the convolutionatodel into the time-domin, let us therefore
consider a simplified lossy ground model, whis commonly assumed in GPR problems and
for which the velocityv, and the attenuatioro, remain frequencyindependent. The
underlying assumptions are as follows:

1) The polarization losses are negligible.
2) The conduction loss term, /(e,m) is smaller than one.
With these assumptions, and o, are simply

v=— (2.14)
8r,1
and
o, = “—;olvl , (2.15)

where c=(ug,) ? is the wave velocity in air and,, is the relative permittivity of the

ground. Then, using eq. (2.13)én. (2.10), we find the time-daxim convolutional scattering
model

e (x,t)= T (hd)e ™ S(t—h d

N ———]@h (H)®€ (x,.t) , (2.16)

cC v
where 8(t) is the delta functionh,(t) is the target impulse response, aeddenotes
convolution?

It is important to point out that this resultrist entirely correct, since we have neglected the
time-dependence of the transmission coeffici€nt, and the refraction related spreading
term, which does not necessarily vanish evertlie simplified lossy ground model, and we
assume their expressions for a lossless ground, i.e.

Tyoa 2‘/7 (2.17)
1+\/7

¢(hd)= h+d

h\/7+d

to be adequate approxitians for their lossy counterparts. irapproach is in line with that
followed by other researcheresg. Scheers (2001, p. 5-12).

(2.18)

To find the target impulse nesnse, we make the substitutiah=v,t/2+d in (2.11), which,
considering the transformation pdiw) < 9, , implies that

h(t)= 4fc [A €%+ t?at)(sw( ; +d) t) (2.19)

4 Throughout this thesis, upper and lower case letters are used to distinguish between frequency- and time-
domain representations of the same quantity/function.
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Here Ae, and Ac denote the contrasts in relativeripétivity and conductivity between the
target and the ground. In the case of no logkedarget impulse response reduces to

h, (t)= 4J—c A€,d sw( ) (2.20)

Equation (2.19) states that, under the Bagopraximation, the time funion of the impulse
response resulting from thelagve permittivity contrastAe, is determined by the "2
derivative of the target’s crosection profile along the verticaDn the other hand, the part of
the target impulse response asseclawith the conductivity contragic is determined by the
1% derivative of the target’s css-section profile along the vexai. This difference is a direct
result of the difference in howAe, and Ac enter the admittivity contrast
Ay =¢g,(imAe, +Ac/e,).

In summary, losses in the ground generdiyad to frequency gendent scattering,
propagation and transmission beioa which is difficult, if not impossible, to describe
analytically in the time-domain. Due to this limitation,the remainder of thisthesis, | will
mainly consider time-domain scattering for the case of a lossless ground. An exception
forms section 2.4, where | will develop a theéma framework based on similarity analysis
for transforming the time-domain response of @atitric minelike target buried in a lossless
ground to its time-domain response in a lossy grobodthe reader who is interested in more
detailed information about elecimagnetic propéies of lossy soils, | recommend the treatises
by Olhoeft (1998), Powerd.995) and Keller (1987).

Target transfer function/impulse response of a circular dielectric disk
In view of landmine identification, an importaspecial case is that af circular disk with

constant cross-sectio, which is a representative shape for a large class of landmines, e.g.
PMA-3 andType 72 (see figure 2.2). From eq. (2.12), tisk’s transfer function is simply

H, (0)= Ajﬁkl AYS, (1-e') (2.21)

which, for a lossless ground, correspotalthe target impulse response

h, (t)= 4\/_0 Ae, S, (8(t)-8(t—2 Iv,)) . (2.22)
Here 5(t) denotes the®ltime derivative of thelelta function, i.e. a fferentiation operator.
Looking at eq. (2.22), we see thdwe disk differentiates the waveform of the incident

field. The first differentiation operator at=0 relates to backscattering from the top of the
target whereas the second at2l /v, relates to backscattering from the bottom of the target.
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(b)
Figure2.2: Examples of circular disk-shaped AP landminesP{p-3, (b) Type 72.

(source: Website of the Canadigarces National Defence Mineflentermine Information Centre,
http://ndmic-cidnm.forces.gc.ta

Demining GPR systems generally use ultrdevbandwidths extendirigeyond the frequency
range in which the phase critemi of eq. (2.5) underlying the Boapproximation is satisfied.

To extend the applicability of eq. (2.22) demining GPR systems, two phenomenological
modifications are therefore introduced. Firsg ttelocity of the wav@ropagating through the
target is allowed to be different to thiax the ground by introducing the effective target
velocity v . And second, an attenuation facbi 1 is introduced, which accounts for the
weakening of the backscattering from the bottom of the target. With these modifications, eq.
(2.22) becomes

Veﬁ

h, (t):—mAer%(S(t)—FE‘)(t—Zl V') (2.23)

Simply speaking, the value oF is just an indicator of the extent to which the Born
approximation is valid, withgood validity being expressetly values close to one.
Interestingly, the FDTD simulation and experimental results presented in this chapter and
chapter 5, respectively, indicate thEtis related to the target's aspect ratio, defined as the
ratio of its radius over its height. Specifically, the results suggest that the Born approximation
becomes less valid as the aspect ratio decreHsissmay be explained by the contribution of

the edge-diffracted wave to the field inside the target during the time it takes for the incident
wave to pass through the target. Clearly, tloistictbution may not be mgected as the target
aspect ratio decreases, makihg Born assumption break down.

212 Themetal mineliketarget
Frequency-domain formulation

The field E°® scattered by the metal minelike target may be represented through the surface
integral

E°(x)= [[ G(x,x)3°(x)ds, (2.24)

target
surface
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in which J° is the surface scattering current and, as in eq. (&1 the half-space electric
Green’s tensor.

We make use of the fact that the casings of many landmines have flat or smooth surfaces.
Neglecting the creeping wave, we can then use Physical Optics (PO) to approximate the
surface scattering curredf as

-]

(Damarlaet al, 2000), wheren denotes the unit vector normal to the surface of the target and
H' is the incident magnetic field. The incident magnetic field is related to the incident electric
field through one of Mawell’'s equations, viz.

2nxH'(x) illuminated side of the targ

. (2.25)
0 shadow side of the target

Hi(x):—M:@uZin(xt)e*‘kﬂ“‘) , (2.26)
4 4
so that on the illuminated side of the target
o |-n-y, 0
Js(x):2$ 0 -n-u, |E(x)e™* . (2.27)
4 n-u, n-u,

Hereu,, u, andu, refer to the unit vectors in they, andz directions, respectively.

Substituting the approximations (2.27) ad7§ for the surface scattering currelit and the
half-space Green’s tens@ into eq. (2.24) and followinghe surface integration procedure
set forth by Kennaugh and Mofftg1965), it is found that theoavolutional scattering model
for the dielectric minelike targegiven by eq. (2.10) also holdisr the metal minelike target,
only that now the target transfer functiéh (o) is

(d+1%)*

Ht(m):—% j e 9,8, (Z)dZ . (2.28)

Note that the transfer functiontegral in eq. (2.28) is identical to that in eq. (2.12) for the
dielectric minelike target, eept for the upper integratidimit now being determined bi?,
which is the distance from the onset of thigeato its shadow boundary (see figure 2.1).

It is important to point out that in obtaining this result we were able to neglect the
contribution of thezcomponent of the swate scattering currerd® to the scattered field as a
result of the far-field assumption. As &UcPO effectively does not account for any
depolarization phenomena and therefore is nmeriged for describing the backscattering
behavior of rotationally symmetric metal minelike targets.

Time-domain formulation

By analogy to finding the time-domain counterpafiteq. (2.12), the taeg transfer function
given by eq. (2.28) can heansformed to yield the target impulse response
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h, (t):-ﬁafsxy(min(vlt /2+d J°+d)) (2.29)

where, as before, the ground is assumed lossless.
Target transfer function/impulse response of a circular metal disk

Let us again consider the speC|aI case dfaular disk with onstant cross-sectio§,,. From
(2.28), its transfer function is

H, (0)=— \/,Sxy (2.30)
Given a lossless ground, its target inggutesponse immediately follows as
1 :
h (t)=—————S,0(t) . 2.31
(=788 (231)

We see thaspecular scattering from a circular metal disk differentiates the waveform of
theincident field, just as is the case for a circular dielectric disk.

2.1.3 Exact and approximate representations of the half-space electric Green’stensor

Since the far-field backscattering approxiroatiof the half-space electric Green’s tensor
given by eq. (2.7) is fundamehtto the convolutional scatteg models presented in the

previous sections, it is important that its detima be specified and that the differences with
previously published half-space Green’s tensor approximations are pointed out.

Let us write
) G, G,
G(x, x’): G, G, (2.32)
G, G,

for the first two columns of the half-ape electric Green’s tensor, where, e@,, is they-
component of the electrifield due to a burieg-directed point electridipole of unit strength.

The tensor elements may be derived from the electric vector potential (also commonly
referred to as Hertz vector) obtained fronvew the two-media boundary value problem, as
described for example by Bafios (1966) oicRa (1974). The resulting general formulae for
the tensor elements are

o —Ugh-Z ugh-u;7

% (1€ 17 € ,
G,=—7—> J (Ap)AdA—= (3,(Ap)-co J,())\%dA | (2.33a
X 275(! U, +U, o (Ap) 2! U O+k0u o(Ap) L 2)J,( p)) ) ( )
G ()5 3, (e (2.33b)
" 4n o kZug + kZu,
20 e—uoh—ulz' ,
G,=7= 3, (Ap) A2 2.33¢c
ncos(¢)-|. P KL, J,(Ap) ( )
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G, =G (2.33d)

20 me—uoh—ulz’ 1°° e—Uoh—Ulzl 3
G, =—— J, (Ap)AdA—=| ———(J, (A co J,(Ap))A dA 2.33e
W Zn(-([ Uy + U, 0(2) 2£kfu0+k§ul( o(Ap)+cog( 3)J; () ( )

5 uoh-u, 2
@ Ut

_ %
G sm U ———5—
-[ ' KPu, +k2u,

o= J,(Ap)A2dA (2.33f)

The mtegratlon variablé. = (k} + k?)"* is the horizontal wavenumber, ang = (A*—kg)"*

and u, = (A>-k2)"? are the correspondlng vertical prgp#ion constants in air and in the
ground respectlvely The functionk, (n = 0,1,2) are Bessel functions of the first kind and
ordern. Furthermore, polar coordinatgs,d) with respect to the source point have been
introduced, which satisfx— X =pcosf ) andy—y =psin(®).

Next, we take advantage of the fact that we consider backscattering=iye=0, and that
antipersonnel landmines are small, ixe= 0 and y’ = 0 for all points of the target, by letting
the radiusp go to zero. As a result, the tensogreents given by egs. (2.33a)- (2.33f) reduce
to

~ oo _uoh_ulz’ oo —uoh u,Z

G, =G, =—2|[° j (2.34a)
21 5 Uo +ul o
ny =G, = ny = GZy = C. (2.34b)

It should be noted that egs. (2.34a) and (2.3tb)exact and valitbr all frequencies and
field regions (near-, intermediateand far-field). Accordingly, fosmall targets, a cross-polar
component in the backscattergeld can only originate from aross-polar component in the
scattering current. Expanding on this thoughitdusther, within the range of validity of eq.
(2.2) the cross-polar backscattered fieldnishes completely even for non-rotationally
symmetric dielectric targets. This should betki@ mind when using polarimetric information
to distinguish between plastic cadaddmines and other buried objects.

To find an approximate far-field expression fG;, and G, , let us use the fundamental
integrals

o —Ugh-1Z

U(Z.hp)=2] Jo(Ap)AdA (2.35)
0 O+ 1
and
—Uph—u, 7
V(Z,hp)=2[5——5—J;(Ap)AdA (2.36)
( I Jicu,vicu, )

introduced by Bafios to rewrite eq. (2.34a) as

Gy=G,, = (U(z h 0)——(k1 +95 )V (z’,h,()]. (2.37)

-b |C!\1>
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On the basis of Bafios’ series expansiontheffundamental integrals for points near the
axis, i.e. Bafos’ egs. (5.33) and (5.38),andV can be represented in terms of reciprocal
powers ofik,h to obtain

U(Z,h,0)=

2 e—i(k0h+klz’) EiJ nE;J
ikoh  (ikoh)

(L) n 1—_—+(—2$...] (2.38)

with expansion coefficients

E’ =-1+n+n’o (2.39a)
E; =-2+n(1- 3)+n’ (1+ 20)+n’(o+0?) (2.39b)
and
—i(koh+k;2) vV Vv
vizho=2_"___ LI, & & (2.40)
(I+n)h k; iksh  (ik;h)
with expansion coefficients
E' =-1+n(l+ o) (2.41a)
E) =—2+n(4-a)-n*(5+ 2x)+n°( 3+ +a’), (2.41b)

where n=k, /k; is the complex index of refraction amd=ik,Z . Note that since this thesis
assumes & time dependence in the frequency domain in contrast to Bafios who assumes a
e'” time dependence, Bafios’ expansions and those given here are complex conjugates of
each other. Neglecting terms coniag non-canceling negative powerslgh in accordance

with the far-field assumptiok,h> 1, eq. (2.38) can bapproximated as

, 2e—i(k0h+klz') Z/ Z/ 2
U(Z,h,O)ng l—nF'i‘(nF] 1 y (242)
which for Z'/h <|n|_l suggests
—i (koh+k;2) 7 \-1
U(Zh0)=2— nf1nZ] . (2.43)
(1+n)h h

In the same manner, froeg. (2.40) it can be shown that in the far-field
(k?+02)V(Z,h,0)=0 . (2.44)

Substituting egs. (2.43) and (2.44jo eq. (2.37), we find that the first two columns of the
Green'’s tensor for the caselmdckscattering from a small ta&tgand far-field observation can
be approximated as

e—i (koh+kg2)

G(x,X)=-2T,..L(h7) ()

(2.45)

o o+
o = O
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where, as beforel . =2/(1+n) is the normal incidence ground-air Fresnel transmission
coefficient and{ is the refraction spreadinigrm defined by eq. (2.9).

Further simplification is achieved by assuming tt#td)/(h+d) <1, which is reasonable
for antipersonnel landmines whose heigkt(Z —d),,, is usually not greater than a few
centimeters, e.g. 5 cm. Then, from Taylor series expansibifs+z)=1/(h+d) and
¢(h,Z)={(hd) with which eq. (2.45) becomethe Green’s tensor approximation
underlying the convolutional sttaring models presented sections 2.1.1 and 2.1.2, i.e. eq.
(2.7).

As a final remark, it is importd to point out the differencewith the approximate field
expressions initially given byBafios and later refined biing and Shen (1979). Their
approximations are derived frometlsame series expansionstbandV that are used here.
However, contrary to the approach follavabove, they simplifjpased on the assumption
}n| <« 1, which Bafios motivates by his interestdescribing the low-frequency case, where,
or earth materials, conduction currents dastén over displacemerturrents. At radar
frequencies, howeveh,1| < 1 is usually not satisfied, e.qn= 0.5 for a lossless ground with a
relative permittivity of 4. As aonsequence, the applicability King and Shen’s far-field
approximation given by

G e—i(k0h+klz’) 0 46
~—ZT _ ———n 4

XX ZO g—a 4TCh ( )

is more limited than for the far-field approxinati given by eq. (2.45). Is interesting to

note that, in contrast to King and Shenfspmximation, eq. (2.45) ages with the widely

used far-field approximation of the free-spacedsr's tensor, as can be observed immediately

by simply settingk, =k,. From eq. (2.45), King and Sherfar-field approximation is found

to be valid high above the grountl 4 ), in which cas€ (h,Z)~n and1/(h+Z)=1/h.

214 Special case: A mineliketarget in an unbounded host medium (air)

This section gives a brief discussion of tee@ng from a minelike target embedded in an
unbounded host medium (full-space) such as Adthough this scattering problem might
seem far-fetched from any realistandmine scattering scenayriit has practical use for the
derivation of an appiximate convolutional model for ¢hGPR response of a surface-laid
minelike target. Furthermore, if the relation between the half-space and the full-space problem
is well understood, results and insight whiclvéhdeen obtained for the full-space problem,
e.g. through simulations, can be easily transferred to the half-space problem.

Scattering from a minelike target in an unbouh@iest medium may be treated as a special
case of scattering from a buried minelike target, in which the properties of the “air” are equal
to those of the ground. Hence, settikg=k, in eq. (2.10) and introducing the distance
r,=h+d, which is the radial distance between taget and the observation point, directly
yields a far-field backscattering conutibnal model for the full-space problem:

—ikyr;

e

2Jn I

An important result is that the target transfer functiy{w) remains unchanged and is given
by either eq. (2.12) or ecR.28), depending on whether a dietexcbr a metal minelike target

E°(x)= H, (0)E' (x,) . (2.47)
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is considered. Alternativelyge (2.47) can be derived using theme procedure as outlined in
sections 2.1.1 and 2.1.2, but, instead of usindgp#iespace Green’s tensor, we now make use
of the full-space Green’s tensor

bl(x—r2><') +b, bl(x—x’?(zy—y') bl(x—x’r)gz—z')
&) =2, S Y] oY) D) gy
4nr r r r
bl(x—x'r)z(z—z’) bl(y—y’)z(z—z’) bl(z_rzzr)2+b2
where
r=|x—x (2.48Db)
3i 3
=14+ 4> 2.48
= ey (2450
1 2.48d
() (k) (2450

(Ward and Hohmann, 1987, p. 181), which for tase of far-field badcattering from a
small target simplifies to

1 00

0 1 0f. (2.49)
4,

0 0O

e—ikﬂ

G(x,x)=-2,

The details of this derivi@mn can be found in Rotét al (2002).

If the host medium is air, eq. (2.47) canttansformed into the time-domain to yield

1

2Jn I,

This result will be used in chapter 4 to deria convolutional model for the GPR response of

a surface-laid minelike target. Clearly, this is a rather crude way of dealing with the problem
of scattering from a surface-laid minelike targetd a more elegant derivation would involve
the half-space Green’s tendor the case that both the source and the observation point are
located in the air.

e (x,t)= S(t—r—é)ca h, (t)®€ (x,.t) . (2.50)

2.2  Deconvolution and Target Characterization

221 Formulation of the deconvolution problem

To begin with, we might ask ourselves the sfigs, what we would like deconvolution to do
for us. In seismic deconvolution, which hhsen studied extengly over the decades



SCATTERING FROM A HOMOGENEOUS MINELIKE TARGET 27

(Yilmaz, 1987), the main objective is to improttee temporal resolution of the data by
compressing the source wavelet, thereby resolving closely spaced layering. Accordingly,
whether the output of the deconwtitbn describes the true imgel response of the earth is
usually not considered as important as that data look “better” irsome sense, the latter
usually being the criteria for judging the perfance of a seismic deconvolution algorithm.
Clearly, for buried target characterization iioygng the temporal resolution is not the only
objective. Rather, we wish to use deconvolutio accurately estimate the target impulse
responseh, (t), which carries information on target siaed contrast, ani$ independent of
target depth and the height at which the soaditdield is observed. In practice, however, it is
impossible to directly estimate, (t), as can be seen from the convolutional scattering model
given by eq. (2.16): The best we can do is to eséiraascaled and shifted version of the target
impulse response, which herafter will be denoted as(t). Although this might seem
undesirable at first, it has thehantage that the time shift can iged to determine the depth

of burial, which is useful information for AP landmine identification since these types of
mines are usually buried no deeper than 10 cmth&mmore, the targetepth information can

be used to undo the spherical and refractimuced spreading effects, which ultimately
allows us to recover éhtarget impulse response(t) and to determintarget properties.

Whenever deconvolution is applied, a comNminal model needs to be invoked. The
following discussion on deconvolution algorithimssbased on a generconvolutional model,
which simply assumes a linear time-invariant process creating an output gignain
response to an input signa(t). Mathematically, the input-outpuglationship of the process
is expressed as

y(t)=h(t)®x(t) , (2.51)
whereh(t) is the impulse response of the process.

An example of such a process is backscattering from a buried minelike target. Comparing the
convolutional scattering mobgiven by eq. (2.16) toce (2.51), the input signat(t) can be
identified with the incident fieldg (x, ,t) and the output signaf(t) with the scattered field

e’ (x,t). Other examples are the convolutional Géighal models for surface-laid and buried
targets, which will be introduced in cheap 4. In this case, the input signalt) is the
effective radiated waveform and the output sigygt) is the measured target response
signal.

Based on the generic convolutional modelegf. (2.51), the general formulation of the
deconvolution problem then is éstimate the unknown impulse respoige) from an input-
output pair &(t),y(t)). Alternatively, the deconvation of the input signak (t) from the
output signaly (t) may be viewed as a filterimgperation, which when applied i0(t) yields
the unknown impulse responbét).

In section 2.2.2, a review of some of thesthoommonly used frequency- and time-domain
deconvolution algorithms is given. Using simgignthetic data exaptes, it will be shown
that for ultra-wideband (UWB) radar signdtsese methods fail to accurately estimate the
impulse responsé(t), hence making them unsuitable fried target characterization. This
shortcoming led to the dewgdment of a new deconvolution thed, termed subset selection
deconvolution, which uses a priori information the specific form othe impulse response
h(t) to be estimated and is presented irtisec2.2.3. Following the general description of
subset selection deconvolution, section 2.2.dcdees how subset selection deconvolution
can be used to characterize bdrikksk-shaped minelike targets.
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2.2.2 Review of common deconvolution algorithms
I nverse and Wiener filtering in the frequency-domain

Suppose that a filter operatb(t) exists which compresses the input signé) into a spike,
ie.

x(t)®f(t) =5(t) . (2.52)

The filter f (t) is calledinverse filter and when applied to the output signglt) given by
eq. (2.51), the impulse respon$ét) is obtained. Inverse filtetg is most conveniently
carried out in the frequency-domain according to

H(0)=Y (0)F(0) , (2.53)

where F(w) is simply the inverse of the omplex spectrum of the input signal(t):

F( (0) 1 1 0y ()

S h X(o) (2.54)

Here,‘x (o) and ¢, (o) represent the amplitudd phase spectra &{t). In practice, radar
signals are always band limited. Hence to avoiddiligj by values close to zero in eq. (2.54),
a small positive constard is usually added to the aiitpde spectrum before division.
Equation (2.54) then takes the form
F(0)=———&'*© 2.55
(@) ‘X((o)‘+e ( )

Adding a small positive constastto the amplitude spectrum is commonly referred to as
prewhitening (Yilmaz, 1987, p. 103).

So far noise-free output signals have been assumed. In practice, however, we will always deal
with noisy signals, e.g. as a result of external electromagnetic interference (EMI) or receiver
noise. Even when synthetic data examplescaresidered, some noise is introduced in the
form of round-off errors that are caused ttne limited machine precision. It is therefore
important to understand how tlireverse filter performs given ngy output signals. Usually

there is added noise, and hence the noisy output sygbiican be written as

J(t)=y(t)+n(t)=h(t)® x¢)+n(t) , (2.56)
wheren(t) denotes the noise. In tirequency-domain, eq. (2.56) is
Y (®)=H ()X (0)+N (o) . (2.57)

Looking at eq. (2.55), we see that the amgdi spectrum of the (appdmate) inverse filter
applies a large gain to thofequencies of the output signahere the input signal has low
energy. Hence, when applied to a noisy output signal the effect of the filter on the noise is to
blow up the noise at frequencies where the irgignal is weak. To overcome this problem,
theWiener filter has been developed, which is an optimal filter in the sense that it minimizes
the least squares error between the desired filter oifut) and the actual filter output
H(w)=Y (0)F(®), viz.
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2_1nj Ai(0)-H(o) do= min. (2.58)

(Note that this is equivalent to requiring that the total energy of the error between the desired
and the actual filter output is minimized.) If the output sigigto) and the noiseN () are
uncorrelated, it is straightforward to show that the fif¢n) satisfying eq. (2.58) is

_ 1 21 1 oo
1+|N(o)| /]Y (o) J‘X(co)‘

(Presset al, 1992, p. 547-549). Sindi ()| =X (@)X (w), the Wiener filter may also be
written as

F(o)

(2.59)

= 2 X ((0)2 21
‘X(m)‘ +‘N(a))‘ /‘H ((o)‘

which is how it usually appears in the litergture. Here, the asterisk is used to denote the
“complex conjugate”. Notice that the tefid () /|Y (o) in eq. (2.59) can be interpreted as

the reciprocal of the signal-to-noise ratioccArdingly, the Wiener filter will approach the
inverse filter given by eq. (2.59t frequencies where the noisenegligible and approach

zero at frequencies where the noise dominates. This is how the Wiener filter avoids blowing
up the noise.

F(w)

(2.60)

Implementation of the Wiener filter as gy. (2,59) requires knowledge of the signal und
noise power spectral densitiFS(m)‘ and|N ()|". This is the main drawback of the Wiener
filter, since there is no way to do this from the noisy output si§ife) alone without some
assumption or additional information. The mosinmonly applied solution to this problem is
to simply assume that the unknown impulse respdr{s¢ and the noisen(t) both represent
white processes. Under thiassumption, the reciprocal othe signal-to-noise ratio
IN(w) /|Y (o) may be replaced by the ratRo/E(((o)‘ , WhereA is a properly chosen
regularization parameter. Thus, the Wiener filter becomes

1 ) 1 —i0y (0)
F(on)= e 2.61

or equivalently, when writtem the form of eq. (2.60),

Flo)=— (@) (2.62)
‘X ((o)‘ +A
To illustrate the working of the Wiener filter, let us consider the synthetic data example of
figure 2.3. The input signat(t) (figure 2.3a) is the effective dated waveform of an actual
demining GPR, the IRCTR video impulse radar, which will be described in more detail in
chapter 4. It covers a bandwidth of 0.6-2.7 GHD dB level) and halseen sampled using a
time interval of At =6.8 ps. The impulse response(t) (figure 2.3b) has two spikes and is
zero otherwise. The first spike occurs at time samipib0 and has an amplitude of
h(t )=1; the second spike occurs at time samgle125 and has an amplitude of
h(t;)=-0.5. The temporal distance —t, between the two spikes has been chosen such that
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it is small compared to the duration of the mpuise of the input gnhal. The output signal
y(t) (figure 2.3c) has been obtained by convolvi(g) with h(t).

Figure 2.4 summarizes the resuifsapplying the Wiener filter to the output signa(t) for
increasing values of the regularization parameterA(<10°). The left column displays the
estimated impulse respondgt) obtained from inverse Fourier transforming the Wiener
filter output H(w), whereas the right column displays the data fit between the predicted and
the actual output signal. The quality of the data fit is quantified using the relative error defined
as

[ x()-3(t)
y(O)
where X (t) andy(t) are the input and output signalsitiare used in the estimation Iﬁ)(t),
and | u denotes the/, norm. The relative error will be used throughout this thesis to

quantity the deconvolution data fit. In the example of figure 2.4 (t) andy(t) are the true
input and output signals, i.&(t)=x(t) andy(t)=y(t).

rel. error= (2.63)

Here a few observations:

e The regularization paramet&rneeds to be at least® in order for the two-spike
structure of the impulse respen® become clearly visiblélence, even in this (in
theory) noise-free synthetic data example the regularization is not just necessary to
avoid division by zero, but also to coardct the computeround-off errors (see
above).

e A good data fit does notecessarily mean that tlestimated impulse responéeﬁt)
resembles the truenpulse responshk(t) of figure 2.3b.

e The Wiener Filter has the tendency to smaarthe impulse response, resulting in
underestimation of amplitudeand reduced temporal resolution. Note that the
smearing becomes stronger with increagind@his smearing is caused by the term
in parentheses inge (2.61), which is close to unist frequencies where the power
spectral density‘x((o)‘ of the input signal is sing and close to zero at
frequencies where it is weak, i.e. tlhherm acts as a bandpass filter. As a
consequence, the Wiener Filter alwgysduces a bandpass fikkel version of the
true impulse response. Asincreases, the frequencyrith which the Wiener filter
passes, becomes narrower.

Probably the optimal solution in terms afmdarity between the estimated and the true
impulse response and in termsdafta fit is the one obtained far=10°. However, different
data noise levels requirdifferent choices ofA. To illustrate thisnon-uniqueness of the
optimal value fork, the Wiener filtering was repeated, but with the output signal of figure
2.3c contaminated byhite Gaussian noise®. The Wiener filter results for an output signal-to-

® White Gaussian noise is characterized by a flat frequency spectrum and a Gaussian amplitude distribution in
the time-domain. To avoid misunderstandings, it is impottapbint out that this type of random noise is used

in this section only as a convenient tool to analyeenttise sensitivity of deconvolution algorithms. It is not
suggested here that white Gaussian noise is fully representative for the noise typically present in GPR data. In
fact, a major source of noise in GPR data is clutter, i.e. unwanted reflections, which in a physical sense may be
viewed as deterministic rather than random. As suchmdlse sensitivity results presented in this section should

be understood as indicative rather than quantitative. More information on clutter and a way to minimize it are
presented in section 4.3.
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noise ratio of 20dB are presented in fig@&®. The results demonstrate that in this case
choosingA =10° is insufficient and suggest choosihg-10° instead.

In conclusion, even in the noise-free case, Widittering is incapable ofecovering the true
impulse response, but only anloipass filtered version there&ftobably the biggest difficulty
in dealing with the Wiener filter ishoosing a regutaation parametek, which works for
different operating scenarios tarms of noise level, outputgsial shape and output signal
strength. Working with a varying regularizaii parameter has the disantage of making it
difficult to compare estimated impulse respongdsch after all is what we would like to do
for target characterization/identification.

Input Signal x(#) 15 Impulse Response h(?)
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Figure 2.3: Synthetic data example used for the deconvolution analysis:
(a) input signalx (t)

(b) two-spike impulse responsgt)

(c) output signaly(t) obtained from convolving (t) with h(t).
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Estimated Impulse Response Data Fit
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Figure 2.4: Wiener filter deconvolution ahe input signal of figur@.3a from the output signal of
figure 2.3c. The left column shows tastimated impulse response for increagiramnd the right
column shows the associated data fits leetwthe predicted and the actual output signal.
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Estimated Impulse Response Data Fit
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Figure 2.5: Wiener filter deconvolution as in figure 21t with white Gaussian noise added to the
output signal (oygut SNR: 20 dB).
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Least squares deconvolution in the time-domain
In practice, we always deal with samplegnsils. The convolutionahodel of eq. (2.51) can
therefore be expresseadmatrix form as

y=Xh, (2.64)

wherey =[y(t)-y(t,)] andh=[h(t)--h(t,)]  are vector represtations of the output
signal and the unknown impulsesponse, respectively, and is the convolution matrix
defined as

[ x(t,) 0o - 0
x(t)  x(t)
: x(t;) . 0
X=[x, X, -+ Xy]= : : (L) (NSM), (2.65)

X(ty_z) : o x(ty)
X(tys) X(tyo) . :

i X(tM ) X(tM—l) X(tM—N+l)J
i.e. its column vecfors; i€ 1, N) are simply shifted (delayed) and truncated versions of

x=[x(t)--x(t,)] , which is the vector representati of the input signal. Here, the
superscripf is used to denote the “transpose”.

Equation (2.64) describes an ovetemined linear system of equations, whose solution is the
unknown impulse response. Accordingly, tt@e-domain deconvolution problem can be
stated as follows: Find a vector such thatXh=y or nearly so. This problem may be
formulated as a least squares problem, which tries to minimize the error between the predicted
and the true output signal, i.e.

min |[Xh-y|" . (2.66)

Differentiating eq. (2.66)with respect toh and setting the result equal to zero, the least
squares solutiom ¢ is found to satisfy the scalled normakquations

X"™Xh=X"y . (2.67)

Note from eq. (2.65) thahe convolution matrixX has full column rank by definition, i.e. its
column vectors are linearly independent. ThdSX is invertible and the least squares
solution is simply

hie=(X"X) X"y . (2.68)

Before presenting some least squares decatiwol examples, it is worth examining some
analytical properties of the least squares problem that are specific to time-domain
deconvolution of ultra-vwdeband radar signals.

e Zeroresidual — The linearity and time invariana¥ the underlying process, e.g.
backscattering from a buried minelike target, guarantees/thes in the column
space of the convolution matriX. Therefore, in principle, time-domain
deconvolution is a so-called zero residligast squares problem (Golub and Van
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Loan, 1983, p.139), meaning that the residiighe least squares solution defined
as

r=Xhgs-y (2.69)

IS zero. In practice, a non-zero residualloé least squares solution can therefore
always be attributed to inaccurate knowledgéhe input and output signals, e.g. as
a result of noise or clutter.

[11-posedness and ill-conditioning — From the definition of the convolution matrix

X, we see that neighboring columns onlffati by very small time shifts, thereby
making each column nearly dependentitsmeighboring columns. This near rank
deficiency ofX causes ambiguity in the least squares solution because the norm of
the residual does not hawe well-defined minimum. Hence, the deconvolution
problem is ill-posed. Moreover, due to the near rank deficiency, aven small
errors in the output signgl induce large errors in the estimate of the unknown
impulse response vectbr In other words, the deconvolution problem is not just ill-
posed but also ill-conditioned. The best waylltestrate this is through the singular
value decomposition of, i.e.

R
X=Y ouv =UE. Vg, (2.70a)
i=1
where
Ug=[u, - ug]e R™X (2.70b)
Ve=[v, -+ Vvg]e R™® (2.70c)
o, 0
o= (6,26,2--20,>0) (2.70d)
0 Og
R=rank(X) (2.70e)

(Golub and Van Loan, 1983, p. 16-20), withig¥hthe least squares solution of eq.
(2.68) may be written as

R T
he=VeZaULy=> "y . (2.71)

i=1 i

Here, theo, are the non-zero singular valuesXofand the vectors;, and v, are

the corresponding left and right singulagctors, respectively. Note that, singe
has full column rankR= N . The expansion of the least squares solution given by
eg. (2.71) immediately shows thatalierrors in the output signglcan cause large
changes im g if the smallest singular valuey, is close to zero, which is the case
whenX is nearly rank deficient. A measure for this error sensitivity is provided by
the condition number of, defined as the ratio

K(x)=% . (2.72)
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As an example, the convolution matrix capending to the input signal of figure
2.3a has a condition number g X) = 2.9 10 (assuming 250 columns), which is
extremely large and hendadicates that the deconwion problem is very ill-
conditioned.

Let us now return to the synthetic data exammi figure 2.3. In the absence of noise, least
squares deconvolution is ableewactly recover the true impulsesponse, as shown in figure
2.6. However, adding as little as —70 dB of whitai§&#an noise to the output signal of figure
2.3c results in an impulse mmse estimate that is completalyong, as shown in figure 2.7.
This immediately rules out application afmple least squares deconvolution to demining
GPR systems whose dynamic range with respect to the receiver noise level is typically of the
order of 70 dB (see section 4.1.1). Two obseovestiare worth pointing out. First, note that,
although the estimated impulse response is tetely wrong, the datdit is essentially
perfect. And second, the impulsesponse estimate has extrenalge coefficients. A simple
trick to get a better result is smld white Gaussian noise t@timput signal, thereby improving
the conditioning of the convolutiomatrix. In essence, this is identical to prewhitening for a
stable inverse filter (see eq. (2.55)). An exampi the improvement to the solution is given
in figure 2.8, showing the deconvolution ritsobtained when —40 dB of white Gaussian
noise is added to the input signal of figu2.3a. The condition nuwer of the perturbed
convolution matrix now isonly 1489 (compare this t@.9+10 for the noise-free input
signal), leading to a much more stablduson. The two-spike structure of the impulse
response is now visible, however, as was adhse with the Wiener filter, the estimate is
smeared, leading to an underestimation ofaimplitudes of the spikes as well as a limited
temporal resolution.

From these examples, it is clear that simphest squares deconvolution in the time-domain
will only work properly in the absence of noise and hence is of no practical use for ultra-
wideband radar signals.

Estimated Impulse Response Data Fit
15 rel. error = 0.00
— actual
1 : : : : 5000 predicted
0.5
0 }[ 0
_o 5 .
-1 , , R -5000
-15
0 50 100 150 200 250 0 200 400 600 800 1000

time samplesAt = 6.8 ps) time samplesAt = 6.8 ps)

Figure 2.6: Least squares deconvolution of the input algf figure 2.3a fronthe output signal of
figure 2.3c. Shown are the estimated impulspaase and the associated data fit between the
predicted and the actual output signal. Note thattttual output signal isot visible due to the
essentially perfect data fit.



SCATTERING FROM A HOMOGENEOUS MINELIKE TARGET 37

Estimated Impulse Response Data Fit
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Figure 2.7: Least squares deconvolution as in figure Bu,with white Gaussian noise added to the
output signal (oygut SNR: 70 dB).
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Figure 2.8: Least squares deconvolution as in figure Bu,with white Gaussian noise added to the
output signal (outpuBNR: 70 dB) and to the inpaignal (input SNR: 40 dB).

Regularized least squares deconvolution in the time-domain (ridge regression)

In the previous section, we saw that simjolee-domain least squaregconvolution is very
sensitive to additive noise arms the tendency to produceputse response estimates with
extremely large coefficida (see figure 2.7). Therefore, it kes sense to regularize the least
squares problem by penalizingpmise responses whose total gows “out of bounds”. This
can be achieved by solving the following minimization problem:

min(|Xh-y| +2|h[°) . (2.73)

whereA is a properly chosen regualeation parameter. Ir;creasirigpulls the solution away
from m|n|m|zmg the squared norm of the reS|deh y” in favor of minimizing the total
power ||h|| of the impulse response. This typerefularization is commonly referred to as
ridge regression. The normal equations for the regutad deconvolution problem may be
found by rewriting eq. (2.73) as a réguleast squares minimization problem
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2

E X y
min {ﬁl}h—[o} , (2.74)
implying that
[ X H X }h[ . ] H .75)
VAL | VA Jul| |0
or equivalently
[ XX+ Jhge =Xy . (2.76)

Here, h, is the ridge estimate dhe unknown impulse response andenotes aNx N
identity matrix. The solution of the normal equations is

he =[XTX+M ] XTy . 2.77)

Looking at these equations, we see that, ardy does ridge regssion penalize impulse
responses with large total power, it also cetentts the ill-conditioning of the deconvolution
problem. Augmenting by the regularization ternd/Al improves the condition number of
the convolution matrix, thereferresulting in normal equatioribat are less ill-conditioned.
Consequently, the ridge estimdig, is less sensitive to errors in the input and output signals.
The disadvantage of ridge regression is that the regularization term also introduces an error in
the impulse response estimate. Therefore,dhoice of the redarization parametek is a
trade-off between the error in the impulsepasse estimate resulting from errors in the input
and output signals and that introduced by tbgularization term itself. Procedures for
determining an optimal reguladtion parameter exist (Astaramd Kostylev, 1997; Savelyev

et al, 2003), however all of them regeiknowledge of the size of the errors in the input and
output signals, which are not known a priardanay differ from one operating scenario to the
next. Hence, the choice of the regularizatmarameter is non-unique, just as it is for the
Wiener filter.

Figure 2.9 shows the results of applying ridggression deconvolution the synthetic data
example of figure 2.3 for the aagshat the output signal imitaminated by white Gaussian
noise with a signal-to-noise ratio of 70 dBhe deconvolution was caed out for increasing
values of the regularization parameté<(\ <10°). Note that forA =0 ridge regression
becomes simple least squares, the results farhwirave already been presented in figure 2.7.
The results show that ridge regression acts very much like the Wiener filter. It smears out the
impulse response, thereby loosing amplitudéormation and temporal resolution. The
smearing becomes stronger with increasingThe optimal value foiA is by no means
indicated by the data fit between the prediaad the actual (noisy) output signal. In fact, all
values of yield a near-to-perfect data fit, with the exceptionaf10°. The choice of the
optimal value forA is further complicated by its depemde on the noise level, as indicated
by figure 2.10, showing the ridge regressionameolution results for the case that the output
signal-to-noise ratio is 20 dB. In this casepmder for the two-spike structure of the impulse
response to become clearly visibleneeds to be at leas6® in contrast tal0” for the output
signal-to-noise ratio of 70dB (see figure 2.9). Elmras for the Wiener filter, no one value of
A will work well for all operating scenarios.
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Estimated Impulse Response Data Fit
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Figure 2.9: Ridge regression deconvolutionthe input signal of figur@.3a from the output signal of
figure 2.3c to which white Gaussian noise hesrbadded (output SNR: @8). The left column

shows the estimated impulse response for increasamgl the right column shows the associated data
fits between the predicted attte actual (noisy) output signal.
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Figure 2.10: Ridge regression deconvolution as in fig2.9, but with an output SNR of 20 dB.
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2.2.3  Subset selection deconvolution

The review of deconvolution algorithms in theeyious section showed that Wiener filtering
and ridge regression have thengmal tendency to produce smeamed versions of the true
impulse response. Therefore, any impulsgpoase amplitude information, which may be
related to target size or contrast, is lost. Their use for target characterization is further
hampered by their reliance on a regularara parameter, whes optimal choice is non-
obvious. Different regularizatioparameters lead to differempulse response estimates and
hence the question “which is the betterswar?”. Clearly, for the purpose of target
characterization, we ideally seakdeconvolution method, which is insensitive to errors in the
input and output signals, gives an accurate egtimiathe magntitude dhe impulse response
and provides good resolution in time. In théddwing, a deconvolution algorithm satisfying
these criteria is presented.

The ill-posedness of the leasfusires deconvolution in the tind®main may be viewed as a
problem of redundancy. The redundpesgpresses itself through tfeect that it suffices to use
only a few columns of the convolution matMxto obtain very close pdictions of the output
signal vectoly. Hence, rather than using &llcolumns ofX, the least squares problem may
be constrained by seeking @npulse response with at moat« N non-zero coefficients.
The positions of the non-zero coeféois determine which columns ¥f are used for the
approximation ofy. The process of selecting the columns is usually referred sobast
selection (Golub and Van Loan, 1983, p. 415).

Meaningfuf application of subset selection teadnvolution requires that the following two
criteria be satisfied:

e The true impulse responbkds sparse or at leagtlequately represented so.

e Some a priori knowledge on the form of the impulse respbresasts, such as the
number of non-zero coefficienéd how they are arranged.

For GPR signal deconvolution, thiest criterion is equivalento requiring that the output
signal is primarily a result afcattering from sharp layer boundsrior interfaces, e.g. the top

and the bottom surface of a target. The secondionteequires that we have some idea of the
type of target we wish to characterize, e.g. a landmine, or of the number of layers in the
ground. More specifically, for the characteripatiof minelike targets, the impulse response
models derived in section 2.1 can be usedgecify an appropriate number of non-zero
impulse response coefficients,\asl be explained in more dail in the following section.

Of primary importance for the work described in this thesis is the estimation of impulse
responses with one or two non-zero coefficietristhese two cases, subset selection can be
achieved by permutation, i.e. solving a reel least squares problem for all possible
positions of the non-zero impulse response cadiefits and then selecting the solution which
gives the smallest reBial overall. Thus, subset selectaeronvolution may be formulated as

miin( rm?uxi h(t, )—yuz) (&Ki<N) (2.78)

or

® Meaningful in the sense that the estimated impulse response is not just a mathematical curiosity.
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depending on whether one or two non-zero irspuesponse coefficiesnare considered.

(Ki<j<N (2.79)

Clearly, computation time will generally prohibit the use of simple permutation for subset
selection deconvolution involving more thanotwon-zero impulse response coefficients if
the processing is to be dome real-time. Other subset setion strategies then become
necessary. One possible strategy is to stanvibff an impulse resporsconsisting of one or

two non-zero coefficients and then iterativedelect the position for the next non-zero
coefficient, while keeping the previous selected positions fixed. Note that this approach will
usually produce a sub-optimal sdlen. Alternatively, it is posbie to use templates, which
describe predefined arrangerntgnf impulse response coeiints. Detailed information on

the use of iterative methods ateimplates for subset selawnti deconvolution of GPR signals
can be found in the work of Van der Lijn (2002).

To illustrate the advantages of subsetestbn deconvolution, let us again consider the
synthetic data example of figure 2.3. The restilipplying subset selection deconvolution in
the absence of noise is shown in figure 2viitiereas the result foréhcase that the output
signal is contaminated by white Gaussian naigk a signal-to-noise ratio of 20 dB is shown
in figure 2.12. Remarkably, even in the noisy ceisleset selection is Ebto exactly recover
the true impulse response. As such, subgdettsen clearly outperforst Wiener filtering and
ridge regression. The two latter algorithms reqlifee use of a large regularization parameter
to be able to deal with an output signal-toseoiatio of 20 dB, causing strong smearing of the
impulse response, as illustrated in figuresah8 2.10. The robustness of the subset selection
algorithm to noise is further demonstratedfigyre 2.13, showing the size of the residual of
the reduced least squares s$iolu for each position index paifi,j) searched by the
algorithm. The size of the residual has a well-defined minimu( gt= (50,125), which are
the true positions of the two spikes in the impulse response.

Thus, subset selection provides a robust toothe estimation of sparse impulse responses.
Both amplitude and temporahiformation of the impulse sponse can be recovered very
accurately. Therefore, subsetestion deconvolution is well suiefor target characterization,
as shall be explained further in the following section.
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Figure 2.11: Subset selection deconvolutiohthe input signal of figur@.3a from the output signal of
figure 2.3c. Shown are the estimated impulspaase and the corresponding data fit between the
predicted and the actual output signal. Note thaatttual output signal isot visible due to the
essentially perfect data fit.
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Figure 2.12: Subset selection deconvolution as in figRrél, but with white Gaussian noise added to
the output signaldutput SNR: 20 dB).
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Figure 2.13: Relative error function for the subset séilme deconvolution example shown in figure
2.12.

224 Target characterization

This section describes how subselection deconvolution can beed to characterize circular
disk-shaped minelike targetse@use the impulse response @sthtypes of targets consists
of just one (metal disk) or twv(dielectric disk) differentiatin operators, they naturally lend
themselves to characterization by tbsselection deconvolution. The following
characterization procedure pertains to the igomdtion shown in figure 2.1, i.e. plane wave
backscattering for which the convolutional mbokeq. (2.16) has beaterived, and assumes
knowledge of the incident and the scatteredifieln chapter 4, the characterization procedure
will be generalized for application to measuf@BR responses of bashrface-laid and buried
minelike targets.

The primary processing step of the charazégion procedure is the deconvolution of the
incident field € (x,,t) from the backscattered fieleéf (x,t). The underlying convolutional
model is

e (x,t)=h(t)® é(x, 1), (2.80)

which is simply eq. (2.51) with the input signa(t) replaced bye (x,,t) and the output
signal y(t) replaced bye®(x t).

Subset selection deconvolutioaquires a sparse parametdima of the impulse response
h(t) to be estimated. Appropriate parameteraraidirectly follow from substitution of the
target impulse response models given bg.e@.23) and (2.31) ia the convolutional
scattering model of eq. (2.16Doing so for the circulardielectric disk yields the
parameterization

h(t)=hd(t-7,)+ hd(t-7,), (2.81)
where
T C(h,d)vEff
h=—-92220 2V Ae g 2.82
' 8n(h+d) ¢ & (2.822)
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71:D+E , (2.82b)
cC Vv

h,=-Th,, (2.82c)

T, =tl+%!f (2.82d)
Vt

Likewise, the parameterization for the bdr@rcular metal disk is found to be
h(t)=hd(t-7,) (2.83)
where

__Toab(hd) 1

U= ULV Y 2.84
" 2n(h+d) vls“/ (2.842)
r=ha (2.84b)
c v

These parameterizations suggest using the time derivative of the incident field to create the
convolution matrixX, because then the subset setectieconvolution equations (2.76) and
(2.77) can be used directly to estimafeéhe impulse response paramethys& 7, andh, &

7, (if applicable). Equivalentlyas shown by Van der Lijet al (2003), it is possible to
introduce discrete representatidos the differentiation operatdrdeading to subset selection
deconvolution equations of the safoem as (2.78) and (2.79). In this thesis, mainly the first
approach has been used. Another practical tfuirdp when dealing with dielectric disks is to
constrain the subset selection digcarding solutions for whiclhh, >0, i.e. for which the
two differentiation operators ieq. (2.81) have the e polarity, since this would contradict
eq. (2.82c) (remember thétis positive by definition). Fihermore, note from eq. (2.84a)
that the impulse sponse coefficient, obtained for a circular metal disk will always be
negative.

Once the impulse response parameters havedstenated by subset selection deconvolution,
they can be related to target characteristicembgns of egs. (2.82nd (2.84). Note from eq.
(2.82a) that, for a dielectridisk, target size and target a@st are inherently unresolved, i.e.
an increase in target cross-secti cannot be distinguished from an increase in target
contrastAe, . The same ambiguity exists between the target height the effective target
velocity v both of which determine éhimpulse response length—1,, as can be seen from
eg. (2.82d). Consequently, it is only possible indfer possible combinations of target
characteristics. This means that in practice types of inversionsire possible. These are
inversion for target size andversion for mateal properties:

e Inversion for target size refers to the estimation of the cross-seSfjofor radius
for that matter) and the target heiglitom the impulse response coefficidmt and
the impulse response length—7, by specifying a target relative permittivity
and an effective target velocity™ that are generic for the type of target to be
characterized.

" A discrete differentiation operator can be represented as a pair of neighboring spikes of opposite polarity and
equal magnitudd/ At with At being the time sampling interval.
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e Inversion for material properties refers to the estimation of the target relative
permittivity €, and the effective target velocity™ from the impulse response
coefficient h, and the impulse response length-7, by assuming a cross-section
S, and a target height

In contrast, for a metal disk,anly makes sense to invert thepuise response for target size,
in this case estimating its cross-secttgp from the impulse response coefficiemt

An indication of the nature of the target, i.e. whether it is made of dielectric material or metal,
is given by the generally strong target resgomagnitude that can be expected from a metal
target and the fact that in most soils the contrest of the main constituents of a plastic
cased landmine (plastic, explosive, air) is negatitence, the polarity of the target response

of a plastic cased landmine is generally reversed to that of a metal cased landmine, which is
also reflected by the ipulse response coefficieht being positive. The sign df, obtained

by subset selection deconvolution can theneefbe used as amdicator whether the
appropriate impulseesponse parameterization svselected out of the two possible ones, i.e.

eq. (2.81) or eq. (2.83).

2.3 3D Finite-Difference Time-Domain (FDTD) Simulation Results and
Verification

In the previous section, a tatgcharacterization proceduveas presented, which combines
subset selection deconvolution with the tidemain convolutional sti@ring model and the
target impulse response modelerived in section 2.1 to estimatiee size or the material
properties of a buried circular disk-shaped minelike target. To check the accuracy of the target
characterization procedure as well as the validitthe underlying the scattering models, the
responses of 6 buried circuldisks were simulated usirg 3D FDTD modeling program

(Mur, 2001).

The FDTD program uses a total field formudatiand allows for excitation by a plane wave
incident field originating from outside the roputational domain through the use of Mur's
total field absorbing boundary conditions (ABGBJur, 1998). Scatterefields are obtained

by simply repeating a simulation for the case that there is no target (with everything else
unchanged) and then subtracting the so-obdaineident field data from the previously
modeled total field data. Since the original implementation of the total field ABCs assumed a
target in air, they were odified here for ahalf-space background medium, i.e. air and
ground. This generalization wasadily achieved by reevaluatinige incident field terms in

the ABCs, as suggested in Mur (1998). Witls tmodification, it was then possible to do the
simulations for exactly the se configuration as the onf®r which the convolutional
scattering models and targé@hpulse response models wederived, i.e. plane wave
backscattering as shown in figure 2.1. Forglee wave incidentéid, a linear polarization

in the x-direction and a waveformgeal to a Ricker wavelet T2 derivative of a Gaussian
pulse) with a peak amplitude frequency of 1.5 Gitis selected. Accordingly, the simulated
target responses shown and analyirethis section refer to thecomponent of the scattered
field. To ensure good simulation accuracy, a v@anall cell size o2.5 mm was used in all
three coordinate directioriegether with the corresponding Courant time step.

Of the simulated disks, five were dielectand one was metal. The dielectric disks included
three with a relative permittivity of 2.8ifsilar to the explosive TNT) (Bruschimt al, 1998),
one with a relative permittivitgpf 2.1 (Teflon) (Von Hippell1954, p. 332), and one with a
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relative permittivity of 1.0 (air)The metal disk was modeled agperfect elecical conductor

(PEC). The disks - hereinafter referred tordd Disk 1 through3, Teflon Disk 1, Air Disk 1,
andMetal Disk 1 - were given a radius between 3 andchband a height of either 4 or 6 cm,
which are typical for AP landmines. The disksre considered at gihs between 2.5 and 10

cm in a lossless ground withrelative permittivity of 2.5Teflon Disk 1 andAir Disk 1) and

4.0 (TNT Disk 1 through3 and Metal Disk 1). The ground relative permittivity of 2.5 is
representative for the sand at the experimental facility where the GPR data presented in
chapter 5 were acquired. The reason for this choice was to determine the effective target
velocities of Teflon Disk 1 and Air Disk 1 for later use in the analysis of the experimental
data® The ground relative permittivity of 4.0 chosem the other four disks is representative

for dry sandy and dry loamy soils (Daniel®96, p.33). A list of all simulated disks, their
properties and the conditionsder which they were simuéal is given in table 2.1.

A requisite for the target characterization procedure to work is that the spreading term

¢(h,d) _ 1
2Jr(h+d) 2Jm(hfe,,+d)

in the convolutional scatteringodel of eq. (2.16) accuratelysieibes the dependency of the
target response magnitude on oliaéon height and target déptTo analyze the accuracy of
the spreading term, the peak-to-peak amgétof the simulated target respons@gt Disk 1

and eq. (2.85) were plotted against each other famction of observain height and target
depth, the result of which is shown in fig2el4. To make a comparison possible, the peak-
to-peak amplitude and the spreading term were both normalized with resgeetstcm

and d = 2.5 cm. Looking at figure 2.14a, we observatleq. (2.85) well predicts the increase
in target response magnitude that restritsn a decrease in observation height down to
h=10 cm. When going even closer to the ground; gredicted increase in target response
magnitude starts to deviate from the simulated increase because then the far-field observation
assumption is violated. Theecrease in target response magte resulting from an increase

in target depth is well prediatefor all target depths, as can be seen from figure 2.14b. It is
interesting to note that, in the depth rangat tis typical for antipersonnel landmines, the
target response magnitude is only slightly a#ddby target depth. In contrast, the magnitude
can be increased multifold by measurihg scattered field closer to the ground.

(2.85)

Performing subset selection deconvolution atirmd in section 2.2.4 on the simulated target
responses gave the impulsspense parameters listed ibl&a 2.2. Figure 2.15 gives three
examples of the generallyogd data fit between the respeaspredicted by the impulse
response estimates and the sirtedaresponses, the first NT Disk 1, the second oMetal
Disk 1, and the last ofeflon Disk 1. The good data fit demonstratisst the axial response of
a buried circular disk-shaped melike target is well modeled bgn impulse response as in
egs. (2.81) and (2.83), respectivetonsisting of one or twdifferentiation operators. Note
that the specular response Métal Disk 1 is followed by a multiple reflection between the
target and the ground surface and the creepingewaoth of which in this particular case
arrive at about the same timidditional simulationsof buried metal disks showed that for
smaller target depths (e.d.= 2.5 cm) and disk sizesr@dius < 5 cn) the first multiple and
the creeping wave generally overlap witke thpecular response, making waveform based
identification of metal tayets a non-trivial task.

8 In fact, later on it was learned that the sand at the experimental facility has a slightly different relative
permittivity, namely 2.6.
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Figure 2.16 illustrates the relatiship between the impulse pesise parameters of the TNT
disks obtained by deconvolution and their siXde see that there is indeed a linear
relationship between the coefficiehf and the cross-sectio§ , and between the impulse
response length, —7, and the disk height as predicted by eq2.82). Fitting a straight line
to the data points in figure 2.16kvgs the effective target velocitf" =16.6 cm/n, which is
higher than the wave velocity in the ground=15.0 cm/ns, but lower than the intrinsic
target velocity,v, =17.9 cm/nt.

The linear relationships betwedn and the cross-sectio§,, and betweerr, -7, and the
disk heightl (dielectric disk only) fon the basis for invertinthe estimated impulse response
parameters for target size. Doithige inversion for the TNT disks amdetal Disk 1 yielded the
disk radii and heights listed in table 2.3. The nsi@ns were carried out using egs. (2.82) and
(2.84) and assumed knowledgethe observation heiglht and the target deptth The size
inversion for the TNT disks additionally qeired the specification of their relative
permittivity e ,=2.8 and their effective target velocity™ =16.6 cm/n.® The good
agreement between the estimated and the true disk dimensions (shown in parentheses)
demonstrates that the convobutal scattering model of eR.06) together with the target
impulse response models of e¢2.23) and (2.31) accuratelysigibes the scattering from a
buried circular disk. Furthermey the inversion results demonstrate that it is possible to
estimate disk radius andigbkt with millimeter accuracy.

Table 2.4 lists the results of inverting timapulse response parataes obtained for the
dielectric disks for material properties, i.e. target relative permitte/ityand effective target
velocity v . The inversions were carried out ugpieq. (2.82) in which the true disk
dimensions had been substituted, i.e. they assumed known. We see that the relative
permittivities of all disks were recovered with an error of less than 11 % with respect to the
permittivity contrast, the only exception beiAg Disk 1 when buried 2.5 cm deep, in which
case the inversion error was 19 %. Most likely this error can be attributed to the estimated
effective target velocitw™ being too low, since the inversion fair Disk 1 when buried 10

cm deep, which involved a highef" , worked fine. This hints to one of the problems of the
inversion for material propergse Not only do we need to know the disk dimensions (as well
as the observation heightand the target depthfor that matter), also the estimation f

needs to be sufficiently good for an accurat@vecy of the disk permittivity. This problem is
mostly relevant when éhimpulse response length—z, is short since then the estimation of

v becomes more sensitive to errBt<This is further aggravated by the fact that subset
selection deconvolution has artier time estimating very shdrhpulse responses than it has
estimating longer ones. Still, the inversion results demonstrate that in theory the relative
permittivity of a buried dielectric disk can lestimated very accurately. Furthermore, they
demonstrate that the convolutional scatteringdet of eq. (2.16) together with the target
impulse response model ofj.e(2.23) accurately describése scattering from a buried
dielectric disk, just as the resultstbE inversion for target size did.

Some interesting observatioean be made from looking #fte values of the attenuation
factorI' in table 2.2. As may be expectddis closest to one foFeflon Disk 1 and closest to
zero forAir Disk 1, which demonstrates thattruly is a measure of the extent to which the
Born approximation is valid. Furthermor&@NT Disk 3 has a smallei” than TNT Disk 1

® Unfortunately, no estimate of" other than that from fitting the data points in figure 2.16b was available,
limiting the significance of the estimated disk heights.

19 This follows immediately from the derivative @f with respect tor, —7,: 0, __ v =-2 /(x, —1,)*.

T2~
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although both havethe same height. This suggests that the validity of the Born
approximation deteriorates as the targeteaspatio decreases. This phenomenon shall be
looked at further in chapter When analyzing experimental @Pdata. Interestingly, even
though the Born approximation was not satisffed any of the simulations (this would
require ' =1), the non-validity did not negatively affetie inversion for target size and the
inversion for mateal properties.

In this context, the inversion for target sizeldhe inversion for matex properties were also
carried out under the modified Born approation which simply requires the substitution

Ae, > A, — (2.86)
Ae, +3¢,

in eq. (2.82a). No significant changes or ioy@ments in the inversn results were observed.

In general, the estimated radii and the estimated relative permittivity contrasts were slightly
lower than those estimated under the “statfitiaBorn approximation. Therefore, the
“standard” Born approximatiowill continue to be the “workhorse” in this thesis.

As a final remark, it should b@entioned that, when dealingtivmeasured GPR signals, the
reliance of the target characterization pohge on knowledge of the observation height as
well as target depth presents no limitation as these can be estimated from the arrival time of
the ground reflection and that of the target respois fact, as the experimental results of
chapter 5 will show, observation height and target depth can be estimated with millimeter
accuracy, which is sufficiently accurate for use in the inversions.

Table 2.1: Description of the circular disks and tbenditions under which they were simulated.

. . Ground Rdl.
Target Dimensions o Target Depths
Target Material 9 Permittivity gabep
Target Name T
ype radius heightl aspet e d [cm]
[cm] [cm] ratio rt

TNT Disk 1 dielectrice, , =2.8 5.0 4.0 1.25 4.0 2.5,5.0,7.5&10.0
TNT Disk 2 dielectrice, , =2.8 7.5 6.0 1.25 4.0 25&10.0
TNT Disk 3 dielectrice, , =2.8 3.0 4.0 0.75 4.0 25&10.0
Teflon Disk 1 dielectrice, , =2.1 5.0 4.0 1.25 2.5 25&10.0
Air Disk 1 dielectrice, , =1.0 5.0 4.0 1.25 2.5 25&10.0
Metal Disk 1 PEC 5.0 4.0 1.25 4.0 25&10.0

" Ratio of the radius over the height.
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Figure 2.14: Peak-to-peak amplitude of the simulated respon3&®fDisk 1 [stars] versus the
spreading term of eq. (2.85) [line] displayesia function of (a) observation height giveerr 2.5 cm
and (b) target depth givem= 50 cm.

Table 2.2: Subset selection deconvolution results.

-II-Daerp %‘;t H(Zikzgsﬁt Impulse Response Par ameter s
Target T T,—T Rel.
Name d fom h fon h, 1 h, 27 Error
[¥10] [107]

sampls [ns] sampls [ns]

2.5 30.0 155 123 1.184 -11.2 50 0.42 0.73 0.07

TNTDisk1 150 300 140 175 1685 -100 50 048 072 005
NI Disc 2 25 300 344 123 1.184 22.3 73 0.8 065 0.08
100 300 313 175  1.685 -20.7 73 0.78 066 0.06

. 25 300 55 122 1175 -3.2 53 050 058 012
TNTDIX3 100 300 5.0 174 1.676 -2.9 53 050 058 0.10
. 25 300 60 110 1.146 58 43 044 083 006
TeflonDisk1 0 30.0 6.1 160  1.541 -5.0 43 044 083 004
PR 25 300 394 119 1146 124 32 038 031 005
100 300 325 160  1.541 -12.7 29 029 039 005

Metal Disk 1 2.5 30.0 -197.6 126 1.213 n/a n/a n/a n/a 0.17

10.0 30.0 -159.8 177 1.704 n/a n/a n/a n/a 0.08
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Figure 2.15: Examples of the data fit between thedgicted (deconvolution) and the simulated

response:
(@ TNTDisk1(d =2.5cm& h =30 cm)

(b) Metal Disk1(d =10cm & h =30 cm)

(c) Teflon Disk 1 (d =2.5cm & h =30 cm).

The dashed lines define the part of the respamiieh was fit by the deconvolution algorithm.
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Figure 2.16: Deconvolution results for the TNT diskd € 2.5 cm & h =30 cm):
(@ h, vs. S,
(b) 7, -1, vs.l.

The straight lines represent least squares fits to the data points.

Table 2.3: Results of the inversion for target size.

Target Observation Inversion for Target Size
Depth Height
Target Name . .
d [em] h [cm] target radius target height
[cm] [cm]
. 25 300 51 (5.0) 40 (4.0)
TNT Disc 1 10.0 30.0 5.2 (5.0) 4.0 (4.0)
. 25 30.0 7.6 (7.5) 58 (6.0)
TNT Disk 2 10.0 30.0 7.7 (7.5) 5.8 (6.0)
) 25 30.0 31 (3.0) 4.2 (4.0)
TNT Disk 3 10.0 30.0 3.1 (3.0) 4.2 (4.0)
. 25 30.0 5.3 (5.0) nla (4.0)
Metal Diskc1 4, 30.0 5.0 (5.0) nla (4.0)

The values included in parentheses are the true values.
" For the TNT disks the inversion was basedAsn = 2.8— 4=—1.2 andv" =16.6cm/ns.
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Table 2.4: Results of the inversion for material properties.

Target Observation Inversion for Mqterial
Target Name Depth Height Properties

d[cm] h [cm] € Ve [cm/ns]

. 25 30.0 274 (2.8) 16.6

TNT Disc1 10.0 30.0 2.72 (2.8) 16.6
: 25 30.0 2.79 (2.8) 17.1

TNT Disk2 10.0 30.0 277 (2.8) 17.1
: 25 30.0 2.69 (2.8) 15.7

TNT Disk 3 10.0 30.0 2,67 (2.8) 15.7
: 25 30.0 2.08 (2.1) 19.3

Teflon Disk 1 10.0 30.0 2.08 (2.1) 19.3
— 25 30.0 0.72 (1.0) 26.0
Ar Disc1 10.0 30.0 0.97 (1.0) 28.6

The values included in parentheses are the true values.
" Based on the true disk dimensions.

24  Host Medium Transformation of the Response of a Dielectric
Minelike Tar get

The motivation for the work described in this section has been the following question: Is it
possible to predict the target response of éedyslastic cased landmine given its response in
another soil? The usefulness of such aiptech would be tremendous. Suppose the response
of a buried landmine for a specific soil tyge known from laboratory measurements. We
could then use this knowledge to identify thensaype of landmine in a minefield where the
soil properties are different to those in the labmmgte.g. because the soil type is different or
due to weather related changes in soil water content.

The following analysis is primarily concewhavith how the response of a landmine changes
when the soil becomes lossy. A similar problénough for the late-time response, has been
addressed by Baum (1998),hav derived an expressionlagng the free space natural
frequencies of a perfectiyonducting target to those in enple lossy medium characterized
by a static conductivity and eelative dielectric permittivity. Bam’s transformation is an
example of a well-studied procedure for EMIdi transformation based on similarity analysis
in the Laplace domain. Similarity analysis hasen used to derive transformations for
tensorial Green’s functions (De Hoop, 1996), (veil, 2001), and primaryincident) fields
(Gershenson, 1997). In section 2.4t Bhall be demonstrated thatransformation law for the
field scattered by a buried dielectric minelike &rgan be derived in an analogous manner by
relating the scattering currents using the Bapproximation. The daned transformation law

is then illustrated in section 2.4.2 for a ciauldielectric disk Wwose response has been
simulated by FDTD for both adsless and a lossy host medium.

241 Theory
Formulation of the scattering problem
The transformation law is derived for planewsacattering from theomogeneous dielectric

target, introduced in section 2.1, fully embedded inl'fhiayer of ann-layered host medium,
as shown in figure 2.17. The dielactpermittivities of the layers are, (i=1,...,n). For
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simplicity, the magnetic permeability of all layers is assumed to be that of vacuum,. ife.
global loss model is introduced by consideringetaconductivities that amelated to the layer
permittivities byc, (y) = ve;, where the parameteiis an arbitrary positive constant with units
of reciprocal time. Settingequal zero defines a cosponding lossless host medium.

In the Laplace domain, the volume integral representation of the scattereéfieddof the
same form as in the frequency domain, i.e. fishe same form as eq. (2.1). Thus, for any
observation point we have

E°(xs7)= [[] G(x,X,s7)3%(X,s:7)dV" (2.87)
target
volume
where, for clarity, the dependencies on the Laplace transform paranetithe loss scaling
factory have been indicated explicitly. Note that h&eis no longer the half-space electric
Green’s tensor but the electric Green’s tensor fontlagered host medium. The objective of
the transformation law is to expreBS$(x,s;y) in terms ofE*(x,s;0).

observation
layer1 g, e pointx c, = Y€,

layerl g X, G, =&

_ Tdietectric__

minelike
& target

layern ¢ G, =e,

Figure 2.17: A homogeneous dielectric minelike target embedded in a layered host medium is
illuminated by plane wave.
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Derivation of the transformation law: Losslessto lossy host medium

The starting point of the derivation is théldaving relationship for the Green’s tensor:

G(x,X,s;y)= =G (x,X', & +ys)?;0) . (2.88)

(s*+79)

This relationship follows directly from the similarity between the lossless and the lossy
electromagnetic field equations in the Lag# domain. The similarity may be found following

a procedure analogous to the one put fdithDe Hoop (1996) in his derivation of a
transformation law between diffusion in antluctive medium and wa propagation in a
corresponding lossés configuration.

The next step is to find a similar transformation for the scattering cudfenthis can be
achieved through the Born approximation which in the Laplace domain réfateghe plane

wave incident fieldE' according to
J°(x,s,7)=(sAe+Ac(y)) E'(x,s;
(x.s7)=( . ™) (_ .v) | (2.69)
= (sAe+Ac(y))E (x,,8;7) pe 53

where Ae =¢, —¢, and Ac(y) =—o,(y) are the target permittivitgnd conductivity contrasts,
X, denotes the target locatiop, and a are the unit vectors describing the polarization and
the direction of propagatiaof the incident field, and

K (s7)=—i(ueg, )" *(s” +vs) ™ (2.90)

is the wavenumber of layér* Note that without loss of geradity it has been assumed that
the target is located at the origin of the coordinate system. Assuming furthgy thad a
are independent of the transformation for the dtering current is found to be

SAe +Ac(Y) E'(X.,SY)
(s*+v9)"*Ae E'(x,, (8" +ys)"%; 0)

J(x,87)= I (x,(8+79)"%0) , (2.91)

which is readily verified using eq. (2.89).

Substituting egs. (2.88) and (2.91) into eR.87) yields the wanted expression for the
scattered fieldransformation:

s*+s Ao(y) |
Ae E (XwS;Y) ES(X &+ S)1/2.0) (2.92)
s+ys FE (xt (S + yS)”Z;O) ’ e |

E*(x,s7)=

An interesting way to look at this resulttsintroduce the vectorial transfer function

E*(x,SY)

H(x,s;y)zm,

(2.93)

" These Laplace domain expressions follow from their frequency-domain counterparts by simply substituting
im—s.
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with which eq. (2.92Fan be rewritten as

Ac(y)
A€

s*+vs

sS°+s

H(x,s7)= H(x,(s*+vs)"%0) . (2.94)

We see that the transfer function for the lossy host medijus0] is related to the transfer
function for the corresponding lossless host mediym @), in which the Laplace transform

parametes is replaced bys® +ys)"2.

Equation (2.94) can be transformed to timme-domain using the Schouten-Van der Pol
theorem in the theory of the Laplace sBormation (Schouten, 196@, 124-126), which for a
given transform pairf (t) <> F (s) presents a general procedure for finding the time-domain
counterpart of F (¢(s)), where ¢(s) is some suitable function of the Laplace transform
parametes. The resulting time-domain transformation law is

h(x,t;y):[af+[AZ—m) J, ]rou_l(t,r;y)h(x,r;o)dr (2.95)
€ =
where the kernel functiob , is given by
U_l('[,’L';Y)Z—I;UO('[,’L";Y)d’L" (2.96)
with
U (t,7;7) =€, (0.5y ¢*-7)")S(t-1) . (2.97)

Here, |, denotes the modified Bessel functiohthe first kind and order zero alis the
Heaviside unit step function.

Equation (2.95) presents a transfotior law relating the impulse responkéx,t;0) for the
lossless host medium to the target impulse respirfset;y) for the corresponding lossy
host medium. In addition to being straigimvard to implement on a computer, the
transformation law has thelkowing useful properties:

e It acts locally, i.e. its evaluation onhgquires knowledge of the impulse response
h(x,t;0) at the particular obseation point of interest.

e |tis valid for all field regions (ear-, intermediate-, and far-field).
e ltis valid for arbitrary incidece and scattering directions.

e Its applicability is not limitd to low conduction losses((e,m) <1), as is the case
for the time-domain convolutional scatterimgpdel and the target impulse response
models presented in section 2.1.

An example application of the transfornaatilaw is given in the following section.
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24.2 FDTD example

To illustrate and affirm the derd transformation law, the akiaackscattering response of a
circular dielectrt disk embedded in an unbounded homeges host medium was simulated
by FDTD.

The simulations were carried out using 8i2 FDTD modeling prog@am developed by Mur
(2001). As for the testing of the target chagaization procedure isection 2.3, this required
some minor modifications to Mur’s totalefd absorbing boundary conditions (ABCs) (Mur,
1998) to allow modeling planevave illumination of a targeembedded in a lossy host
medium. In this context, it is important to note that in principle Mur's ABC equations for
lossless media equally apply to lossy mediace they are only used to model wave
propagation across the grid cells, which fdira boundary of the computational domain, i.e.
over a very short distance, where losses tm@yneglected. Consequly, as before, the
modification only involved reevahting the incident field terms in the ABCs. This, however,

is where limitations as to the size of thedes are introduced since the evaluation ideally
requires an analytic time-domain expression for the plane wave incident field, which only
exists when the conduction losses are lowpo&sible work-around for this limitation is to
analytically evaluate the incident field terms of the ABCs in the frequency-domain and then
use the Fast Fourier Transform (FFT) to sfarm them to the time-domain. However, to
keep things simple, for the present exampéABCs were only modified for the case of low
conduction losses.

The disk was given a radius of 5 cm, a heighd cm, and a relatespermittivity of 5.0. The
host medium relative permittivitwas set to 6.25 and for the lossy case a conductivity of 20
mS/m was considered. This corresponds toad 0.36 ng. For the incident plane wave, a
linear polarization in the-direction and a wavefornmeal to a Ricker wavelet {2derivative

of a Gaussian pulse) with a peak amplitérdguency of 650 MHz was selected. Accordingly,
only thex-component of the scattered field was gmetl. Note that in selecting the model
parameters an attemwas made to satisfy both the phasierion of eq. (2.5) underlying the
Born approximation as well as the low condoitioss criterion. The incident fields at the
disk location were obtained by simplyeating the simulations without the disk.

Figure 2.18 shows the simulated target responaedattance of 50 cm above the disk for both

the lossless and the lossy host medium. Note that the losses do not just result in a decrease in
amplitude but also a change in pulse sh&pece for low conduction &ses the velocity and
attenuation are frequendapdependent, the difference in pal shape is not a result of
dispersive wave propagation from the disk te ¢ibservation but can be attributed entirely to

a difference in the tagg impulse response.

To check whether the transformation law can juteithiese changes in the target response, we
first estimate the axial impulse resportsix,t;0) on the right-hand side of eq. (2.95). To do
this, we make use of the fact that the taiggiulse response of the disk is the same in an
unbounded host medium than when it is buriethéxground (see section 2.1.4), i.e. the target
impulse response model of e§.43) consisting of two differentian operators is applicable.
Thus, h(x,t;0) may be estimated by following thalset selection deconvolution procedure
described in section 2.2.4 usingeteame parameterization asthe disk was buried in the
ground, i.e. eq. (2.81). The resulting impulse respdmge,t;0) is shown in figure 2.19,
where this time the subset selection was formulated using discrete representations for the
differentiation operators, as suggested on p. 4Bcelerather than obtaining two spikes, the
estimated impulse response cotssief two discrete differd@ration operators, the first of
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which corresponds to backscatter from the tophefdisk and the second to backscatter from
the bottom of the disk.

Evaluation of the integral in ec@.@5) for the estimated impulse respomgex,t;0) gives the
time function shown in figure 2.20. The result cates that the integration with the kernel
function U, is effectively equivalent to a doubietegration followed by a multiplication
with an exponential decay function, which agreesdl with the previously derived lossy and
lossless target impulse responsedeis of egs. (2.19) and (2.20).

Subsequent differentiatn of the integration result as pcebed in eq. (2.95) yields the
transformed impulse responkéx,t;y) shown in figure 2.21.

Finally, convolving the transforndeimpulse response with the incident field in the lossy host
medium produces the transformed targesponse of figure 2.22. For comparison, the
simulated target response for the lossy host umeds displayed as well, showing that the
transformation law accurately piiets the changes in the target response caused by the losses.

80 FDTD response at a distance of 50 cm above the disk
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Figure 2.18: Simulated axial response of the disk in the lossless 6.25) and the lossyq, =6.25,
6 =20 mS/m) host medium.
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Figure2.19: Axial impulse responsi(x,t;0) for the lossless host mediurg, & 6.25).
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Figure 2.20: Evaluation of the integral in eq. (2.9%) the impulse response of figure 2.19.
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Figure 2.21: Axial impulse responsé(x,t;y) for the lossy host mediung(=6.25, ¢ =20 mS/m)
as predicted by eq. (2.95y £0.36 ns).

transformed & FDTD response at a distance of 50 cm above the disk

25 T T T T
FDTD

= —— transformed
IS
©
o
@
s 0
o
Q
I
[&]
7]

-25 1 1 1 1 1

8 9 10 11 12 13 14

time [ns]

Figure 2.22: Transformed and simulated axial response of the disk in the lossy host medium
(g, =6.25, 6=20 mS/m).



60 CHAPTER 2

24.3  Some concluding remarks

Understanding the influence ebil properties on the targetsponse of a buried landmine is
very important for GPR landmine detectiondaidentification. To this end, the presented
transformation law desibes how the time-domain responskea dielectric minelike target
embedded in a lossless host nuedliis related to its time-daammn response in a lossy host
medium. The relationship is fairly simple and hence well suited to gain insight in how the
target response changes as a result of lobagertheless, the appdbility of the presented
transformation law is limited by number of factors. Firsthe global conduction loss model
is not readily applicable to a half-space hostdium consisting of an air and a ground layer,
since the model would also introduce some logsa#. And second, losses are to a great part
associated with soil water, which also causes alaon losses and raises the real part of the
permittivity, neither of which is modeled byethransformation law. Further complexity is
introduced by the fact that wet soils are likedybe characterized by an inhomogeneous water
distribution, which in turn results in aincreased clutter levYgKovalenko and Yarovoy,
2003). These limitations underline the complexityhe landmine detection problem. Clearly,
for a complete understanding of the problem, mesments of target sponses for different
soils remain indispensable.

25 Discussion

This chapter has laid the theoretical ammhceptual foundation for the convolutional GPR
modeling and the target identification approach described in this thesis. In this respect, three
contributions of the material presented so far are instrumental. These are:

e Convolutional models describing plane wave backscattering from a buried
homogeneous minelike target. In these models the scattegibehavior of the target
Is described through a target trandiemction/impulse response for which simple
closed-form expressions in terms of target size, shape and electromagnetic contrast
have been presented. Evaluation of theseesswns for a circular disk lead to the
interesting result that a minelike target of this shape differentiates the waveform of
the incident field, i.e. its target pnlse response consist of one or two
differentiation operators, gending on whether the target is from metal or
dielectric.

e Subset selection deconvolution. This time-domain algorithm constrains the
deconvolution problem by assuming a sgaparameterization for the impulse
response to be recovered, which iedgfic to the problem at hand. For the
characterization of circular diskkaped minelike tamjs, appropriate
parameterizations follow from the derivéatget impulse response models. Doing
so, subset selection deconvolution pd®g physical amplitude information and
high temporal resolution, vith is essential if the @mated impulse responses are
to be related to target characteristics. Hence, for target characterization purposes,
subset selection clearly outperformscdnvolution algorithms based on Wiener
filtering or ridge regression, which we shown to produce smeared impulse
responses and rely on a regularizatiparameter whose optimal choice is non-
obvious.

e A target characterization procedure for buried circular disk-shaped minelike
targets. The procedure uses subset sedectieconvolution to estimate an impulse
response, which is inverted for targgtaracteristics on the basis of the derived
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time-domain convolutional scatbeg model. Two types ahversions are possible:
inversion for target size or, in the case of a dielectric minelike target, inversion for
material properties.

The validity of the convolutiorascattering models and ttmibset selection deconvolution
based target characterization procedure le&s lzonfirmed by the FDTD simulation results.
More specifically, the FDTD results demonstrated that, despite their simplicity, the
convolutional scattering moldeadequately describe

e the target impulse response of a homogesecircular disk-shaped minelike target
and its relation to tagj size and contrast

e the dependency of the target responsgnitade on target depth and observation
height.

The FDTD results further showed that the praubsarget characterization procedure is in
principle able to estimate the outer dimensions of a homogeneous circular disk-shaped
minelike target withmillimeter accuracy érror < 0.5cn) or, given that the target is
dielectric, produce veraccurate estimates of itelative permittivity error < 11 % with
respect to the permittivity contrast).

A fundamental problem, which has been encoeudleis that for a diektric minelike target

the inversion of the impulsesponse obtained by subset satetdeconvolution is inherently
unresolved. As a consequences thversion for target size anly possible after specification

of target material properse and vice versa. This raisdbe question whether target
characterization based on no mdthnan the vertical backscatteg target response is a valid
approach and whether includinggat responses for ffferent incident/scatteng directions in

the inversion will be able to resolve target size and contrast. To find answers to these
questions, imagine B-scan'® of GPR data acquired over a tmat dielectric target with the
antennas on the ground. In the B-scan the taviiebe visible as a diffraction hyperbola and

it is intuitively clear that the arrival times along the hyperbola carry information on the size of
the target and its depth. This fact is sometimes used to determine the radius of a buried
pipeline from GPR data. Hence, in this scendrie reasonable to assume that an inversion,
which considers the entire diffraction hyperbola, will be able to resolve the size of the target
and its contrast. Now let us elevate the anterat@ve the ground. In this case, the vertical
becomes the main direction pfopagation in the ground simply because at the ground surface
the radiated wave is refracted towards and the scattered wave away from the vertical. As a
result, the arrival times along the diffractionpleybola become primiéy a function of the

depth of the target, so that target size amtrast are again practigaunresolved by the GPR

data. From this imaginary experiment, it becerskear that inversioof GPR data acquired

with the antennas above the ground, as isctme in landmine detection, is an ill-posed
inverse problem even if targeesponses for different incidéscattering directions are
considered. In fact, as will be demonstrated by experimental data in chapter 5, not just the
arrival times but also the shape of the tamgsponse, which is measured as the antenna
system is moved away from thedat, carries very little additiohtarget information. To deal

with this ill-posedness, the following line of reasoning is suggested:

Start by assuming that the detected target is an AP landmine, which tells us which
material properties or target sizes to eofp Then fix one of these sets of target
characteristics and invert for the other. If the inferred characteristics match those of an
AP landmine, than the detected targi@buld be treated as potentially dangerous.

2 The termB-scan refers to a set of A-scans (see p. 6) measured along a line.
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This line of reasoning will be illustrated section 5.3, where it is used to identify Teflon
disks of a prescribed size from GPR data.

In the following two chapters, the theory and concepts introduced in this chapter will be
extended to account for internal mine structure ftdra3) and the raddwardware (chapter 4),
both of which are essential rfoapplication of the scattering models and the target
characterization procedure to GPR data.



CHAPTER 3

SCATTERING FROM A MINELIKE TARGET WITH INTERNAL STRUCTURE

An important aspect that needs to be considered when studying scattering from plastic cased
landmines is their internal structure. Each type of landmine has its own operation principle
and hence internal structure varies. Nevertheless, certain common characteristics may be
identified. For a pressure actuated blast mine', which is the most common type of
antipersonnel mine, the internal structure may roughly be subdivided into the following four
components. the casing, the explosives, the fuse, and air. Since plastics have permittivities
similar to those of explosives (Von Hippel, 1954; Bruschini et al, 1998), from an
electromagnetic point of view, the casing and the explosives may be considered as one. The
explosives include the main charge, which is set off by a smaller amount of explosive called
the detonator. Sometimes the firing train also contains a booster charge to amplify the ignition
by the detonator. Different types of fuse mechanisms exist, such as the mechanical pressure
fuse or the chemical pressure fuse. Usually the fuse is the only component of a plastic cased
landmine that contains parts of metal, however its metal content may be limited to no more
than a small firing pin or a striker spring (Fortuny-Guasch et al, 2001). Furthermore,
landmines contain air gaps, e.g. below a Belleville spring. As an example of internal mine
structure, figure 3.1 shows an illustration of the inside of an M14 landmine.

As a result of the internal structure, a plastic cased landmine cannot necessarily be
approximated as a homogeneous dielectric target. Especially the presence of an air gap is said
to amplify the target response when the mine is buried and hence should facilitate its detection
with GPR. However, to my knowledge, the effect of internal structure on the target response
of alandmine has never been analyzed quantitatively or expressed by models.

This chapter presents a generalization of the scattering theory for the homogeneous dielectric
minelike target, developed in the previous chapter, to account for internal structure. The
generalization is achieved by introducing an inclusion, which may be either dielectric or
metal, for which a generalized contrast is defined based on the Rayleigh scattering
approximation. This generalized contrast is then used with a Born-type linearization of the
volume integral representation of the scattered field to give a convolutional model for
backscattering from a buried dielectric minelike target with internal structure, including
expressions for the target transfer function/impulse response. These models are then used to
extend the target characterization procedure for homogeneous disk-shaped minelike targets,
described in section 2.2.4, to targets with internal structure.

The chapter is organized as follows. In section 3.1, the convolutional model for backscattering
from a buried dielectric minelike target containing an inclusion is derived. As for the
homogeneous target, the derivation is first carried out in the frequency-domain and the
resulting convolutional model and target transfer function are then transformed to the time-
domain. As a special case, we shall again look at a circular dielectric disk, which is now
considered with athin air gap or a small piece of metal. Furthermore, as a side product of the
derivation, expressions for the target transfer function/impulse response of a small metal
sphere are presented. In section 3.2, the target impulse response model for the circular

! Blast mines are designed to injure a person’s foot or leg. Typically, they are triggered by stepping on a pressure
plate, thereby initiating the fuse mechanism. Other types of mines are bounding mines, which propel themselves
into the air and are designed to injure a person’s head or chest, and fragmentation mines, which release metal or
glass fragments during explosion. (source: http://science.howstuffworks.com)
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dielectric disk with an ar gap/metal piece is used to specify an impulse response
parameterization suitable for subset selection deconvolution based target characterization. In
particular, the possibility to determine target size is discussed. The derived scattering models
and the proposed target characterization procedure are then validated using FDTD data
examplesin section 3.3. Finaly, in section 3.4, an overview of the main results achieved and
a discussion of their significance to landmine identification are given. Note that since the
material presented in this chapter builds on sections 2.1, 2.2.4, and 2.3 of the previous
chapter, it is strongly recommended to read these sections first. In addition, most of the
notation used in this chapter has been explained in the previous chapter, and hence shall not
be redefined here.

© 2001 HowStelfilorks
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Figure 3.1: Internal structure of an M14 landmine. (source: http://science.howstuffworks.com)

3.1  Convolutional Modelsfor Backscattering from a Buried Dielectric
Minelike Target with Internal Structure

Frequency-domain formulation

It is straightforward to generalize the previous results for the homogeneous dielectric minelike
target to account for internal structure. The key to this generalization is the linear relationship
between the volume scattering current J° and the incident field E', namely

I*(x)=x(x)E'(x) . (31

which has been assumed throughout this work, only that now the generalized contrast y is
considered spatially varying. As a result of the linear relationship expressed by eqg. (3.1) and
the linear form of the volume integral representation

E*(x)= [[[ 6 (x,x)3*(x)av’, (3.2)

the target can be thought of as being made up of non-interacting building blocks. Summation
of the individual scattering responses of these building blocks gives the total target response.
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To illustrate this concept, let us consider a dielectric minelike target made of a material with
contrast i, having an inclusion associated with the contrast , but otherwise homogeneous.
Using egs. (3.1) and (3.2), the total response of this target can be written as

E(x)=[]] S(xx)x(X)E (X)av’

target

= m. G(x,x’)xtE‘(x’)dV’fJH & (x, X )E (X)dV’ (3.3)
= Il S00)E (v’ I S(xxX) 0t~ (x)aV

The backs ash operator is used to indicate omission. According to eg. (3.3) the target response
is the sum of two responses. the response, which would be observed if the target had no
inclusion and the response of the inclusion alone with the contrast being replaced by (y; —x).

If the contrasts %, and y; are known, eg. (3.3) can be used to approximate the total target
response. For the moment, let us assume that appropriate contrasts can be defined and apply
eg. (3.3) to the case of plane wave backscattering from a buried dielectric minelike target with
internal structure, as shown in figure 3.2. The configuration is identical to the one of figure
2.1 underlying the analysis of scattering from a homogeneous dielectric minelike target,
except that now the target contains an inclusion of volume V, at a distance |. below the top
surface of the target. Substituting

E'(x")=E'(x,)e™ (3.4)
for the plane wave incident field E' and using the far-field backscattering representation of

the half-space electric Green's tensor G given by eq. (2.7), it is easy to show that eg. (3.3)
leads to the familiar frequency-domain convolutional scattering model of eq. (2.10),

i (ko kg
Es(x):Tg*ag\(/;?k?i;) Hy(@)E () (35)
where now the target transfer function H, () isthe sum of two terms:
H, (0)=H™" (0)+ H™ (0) (36)
with
H™ (w) = _ % (% =% )V, €240 (3.7)

2Jrn

The term H[“’m'(co) is simply the transfer function of the corresponding homogeneous
dielectric minelike target, whereas the term H{* (®) is a transfer function accounting for the
presence of the inclusion. Note that the approximations G(x,x’)=G(x,x) and
E'(x)=E'(x;) have been made for all points x” within the inclusion, where x; refersto the
location of the inclusion. Hence, eg. (3.7) is only valid for inclusions whose height is small
compared to the wavelength A of the incident field in the ground.
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Figure 3.2: Plane wave backscattering from a buried dielectric minelike target (&,,u,) containing a
dielectric (¢,,u,) or metal (PEC) inclusion. The body and the inclusion of the target are associated
with the generalized contrasts y, and y; , respectively.

Definition of the generalized contrasts of the target body and the inclusion

Of course now the question arises as to what are appropriate generalized contrasts for the
target body and its inclusion. As demonstrated in chapter 2, the Born approximation
adequately defines the generalized contrast of a homogeneous dielectric minelike target and
allows for accurate estimations of its size and its permittivity. This suggests using the Born
approximation to define the generalized contrast , of the target body, i.e.

X = Ag’t = 9t - 91 . (38)

Note that with this definition of y,, the “homogeneous’ target transfer function H*™ (w) in
eg. (3.6) isgiven by eqg. (2.11).

The case for the generalized contrast ; of the inclusion, which may be either dielectric or
metal, is less straightforward. The reason for thisis that eg. (3.1) describes a volume current
distribution and hence does not lend itself naturally to treat a metal inclusion. An exception is
the case of a small meta sphere (or spherica inclusion for that matter) for which a
generalized contrast can be derived using the Rayleigh scattering approximation. While
strictly speaking this contrast, which hereinafter will be referred to as the Rayleigh contrast,
only applies to spherical metal inclusions, it does provide a physically motivated definition of
x; even when the inclusion is non-spherical. Another useful property of the Rayleigh contrast
isthat it may also be derived for a small dielectric sphere, allowing for a unified treatment of
the dielectric and the metal inclusion.
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The derivation of the Rayleigh contrasts proceeds as follows. Consider a small dielectric or
metal sphere (PEC) respectively, with radius a embedded in an unbounded host medium with
admittivity ¥, = iwe, +0, and impedivity z =imp,. The sphere is illuminated by a plane
wave propagating in the z-direction and polarized in the x-direction. Because the sphere is
very small (a<0.11) it behaves like a secondary point source. The x-directed incident
electric field induces an x-directed electric dipole moment 1l, whereas for a metal sphere the
y-directed incident magnetic field induces a y-directed magnetic dipole moment Kl in addition
to the x-directed electric dipole moment Il. Following Kong (1986, p. 482-485), the dipole
moments can be determined by enforcing boundary conditions on the surface of the sphere.
Once the dipole moments are known, the scattered field is obtained from the radiation
equations for electric and magnetic dipoles. Doing so, the backscattered electric field in the
far-field region of the sphereisfound to be

—ikqrg

x)= s 2a3e E'(x 3.9
( ) Ays+3yl rs ( S) ( )
for the case of adielectric sphere and
236 i
E*(x)= kia —E'(x,) (3.10)

S

for the case of a metal sphere. In both equations r; is the distance between the observation
point x and the location x, of the center of the sphere Furthermore, Ay, =Y. -V, isused to
denote the admittivity contrast between the dielectric sphere and the host medium. On the
other hand, by analogy to the analysis of a minelike target in an unbounded host medium
discussed in section 2.1.4, from the volume integral representation of the scattered field we
find that the backscattered electric field in the far-field region of a small sphere with a
generalized contrast y, is given by

—ikqrg

E*(x)=— ‘jm xs(gna3 )Ei (x,) . (3.11)

Equating eg. (3.11) with eq. (3.9), under consideration of k, =(-2¥,)"?, then yields the
Rayleigh contrast of a dielectric sphere, which is

Xs =AY~ . (3.12)

Likewise, by equating eg. (3.11) with eg. (3.10), the Rayleigh contrast of a metal sphere is
found to be

9.
Xs = E yl . (313)

Interestingly, the Rayleigh contrast of a dielectric sphere equals the generalized contrast of the
modified Born approximation given by eq. (2.4), athough the latter is derived using an
entirely different procedure, namely from solving the volume integral equation for the total
electric field within a point scatterer (Van der Kruk, 2001, p. 87-90).

Based on the Rayleigh contrasts of egs. (3.12) and (3.13), the generalized contrast %, of the
inclusion may then be defined as
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A" 391

~

Y 23 for adielectric inclusion
%= Vit n (3.14)
%9 for ametal inclusion .

This completes the frequency-domain analysis of backscattering from a buried minelike target
with internal structure. Before proceeding to the analysis in the time-domain, let us quickly
write out the far-field backscattering target transfer function/impulse response of a small
metal sphere embedded in an unbounded host medium, which shall be used in the analysis of
some of the experimental data in chapter 5. The transfer function of the sphere follows
immediately from substituting the Rayleigh contrast of eg. (3.13) into eg. (3.11) and
comparing the resulting expression with the full-space convolutional scattering model of eqg.
(2.47), yielding

H,(0)= (3.15)

2
ok, V.,
4n
where V, denotes the volume of the sphere. Inverse Fourier transformation of eg. (3.15) gives
the target impul se response

h,(w)= (3.16)

M 2 58(11)

where §(t) denotes the 2™ derivative of the delta function, i.e. it is a double differentiation
operator. As usual, to make the inverse Fourier transformation tractable, the host medium has
been assumed lossless. Looking at eg. (3.16), three interesting observations can be made:

e Under the Rayleigh approximation, a small metal sphere differentiates the
waveform of theincident field twice.

e The magnitude of the metal sphere’s impulse response is proportional to its volume
V. Hence, a small change in radius can lead to significant increases in the
magnitude of the sphere’ s response.

e The magnitude of the metal sphere’s impulse response is inversely proportiona to
the square of the wave velocity v, in the host medium. Accordingly, the magnitude
of the sphere's impulse response is smallest when the host medium is air, i.e. when
v, =C. Note that this phenomenais a direct result of the Rayleigh contrast y being
proportional to the permittivity of the host medium, asindicated by eqg. (3.13).

Time-domain formulation

Let us now look at backscattering from a buried minelike target with internal structure in the
time-domain. All this requires is inverse Fourier transformation of egs. (3.5)-(3.7), where the
generalized contrasts y, and yx; have been replaced by those of egs. (3.8) and (3.14). For a
lossless ground, this transformation is readily carried out and therefore here only the results
shall be summarized:

: -a5(hd) o h_d .
e’ (x,t)= Zf(h+d)8[ —E—Vl)@)h (t)®€ (x,t) (3.17)
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in which
h, () =h"(0)+h (o) , (3.18)
where the “homogeneous’ target impulse response h{®™ (@) given by eq. (2.20) and
1

h™ (w)= Vo(t-2,/v,) . 3.19
t ( ) 2\/%(:2&-*! ( i 1) ( )
with
3, , : . :
A€, ; W—AEM for adielectricinclusion
E= Eri ¥ (3.20)
%ehl—Aem for ametal inclusion .

Here, Ae =€ ,—¢,, and Ae ; =¢,,—¢,, refer to the relative permittivity contrasts of the
target and the inclusion with respect to the ground.

We see that, as a result of the inclusion, the target impulse response is ssmply augmented by
an additional term h{™" (®) describing the impulse response of the inclusion and consisting of
one double differentiation operator. In other words, the inclusion differentiates the waveform
of the incident field twice, just as a small metal sphere does. The magnitude of the impulse
response of the inclusion is proportional to its volume V, and afactor &, which is a measure of
the difference in contrast between the inclusion and the target body.

Target impulse response of a circular dielectric disk containing a thin air gap or a small
piece of metal

The analysis to this point is general and applies to any target shape and any type of inclusion.
As an important special case, let us approximate the target impulse response of a circular
dielectric disk having a constant cross-section S, which for the homogeneous target case has
been studied extensively in chapter 2 and will now be considered with athin air gap or asmall
piece of metal, respectively, both of which are practically always present in landmines.

The target impulse response h, (t) follows immediately from previous results, since we may
adopt eq. (2.23) for the “homogeneous’ target impulse response h!™™ (®). Thus, from egs.
(3.18)-(3.20), we find

v 1

ht(t):—mczAer,tsxy(S(t)—FS(t—zllvfﬁ))—zﬁczg\/ié‘;(t—zuvfﬁ), (3.21)

with

3e
1-¢,,)—————Ae,, forathinar gap
£= ( 1)(1_8“1)*38“1 t (3.22)

%anl—Aent for asmall piece of metal.
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Note that the phenomenological modifications, which had been introduced to the impulse
response of a homogeneous circular dielectric disk, are also used here and have been extended
to the impulse response ™" (®) of the air gap/metal part by replacing v; in eq. (3.19) by an

effective target velocity vfgf .

An important result is that the introduction of athin air gap or a small piece of metal did not
change the overall simple form of the target impulse response. It consists of two single
differentiation operators describing the backscattering from the top and the bottom of the disk,
and one double differentiation operator describing the backscattering from the air gap/metal
piece. Consequently, the impulse response is still suitable for use with subset selection
deconvolution (recall the two applicability criteria put forth in section 2.2.3). This fact shall
be used in the following section to develop a deconvolution based target characterization
procedure for circular disk-shaped minelike targets with internal structure.

3.2 Deconvolution and Target Characterization

The time-domain convolutional scattering model of eg. (3.17) and the target impul se response
model of eg. (3.21) can be used together with subset selection deconvolution to characterize a
buried circular disk-shaped minelike target with internal structure. All thisrequiresisasimple
extension of the target characterization procedure for homogeneous minelike targets, which
was put forth in section 2.2.4.

Again, the primary processing step is the use of subset selection to deconvolve the incident
field € (x,,t) from the backscattered field €°(x,t), thereby yielding an impulse response
h(t), which satisfies the convolutional model of eq. (2.80) and may be related to target
characteristics. As for the homogeneous minelike targets, the parameterization of h(t) for the
subset selection deconvolution is found from substituting the target impulse response model
into the convolutional scattering model and comparing the resulting equation with eq. (2.80).
The parameterization thus obtained is

h(t):h18(t—1'1)+hZS(t—TZ)+h38(t—1'3) (3.23)
where
T8 (hd) v
=—— - A , 3.24a
1= gn(hed) ¢ ot (3:248)
L (3.24b)
c v
h,=-Th, , (3.24¢)
et (3.24d)

t

| Tob(hd) 1

3 4n(h+d) CZE"V“ (3-24¢)



SCATTERING FROM A MINELIKE TARGET WITH INTERNAL STRUCTURE 71

2l
— . 3.24f

v (3.24f)
Note that egs. (3.24a) through (3.24d) are identical to egs. (2.82a) through (2.82d) and have
been included here for the sake of completeness and clarity.

T3=T,+

The subset selection deconvolution for this parameterization may be implemented by
considering two convolution matrices X and X created from the 1% and the 2" time
derivative of the incident field € (x,,t), respectively. The subset selection is then formulated
as the minimization

2

1<i< <N
min| min ERS x] <= (3.25)
i,k |<k<J

3
h3

where x, and X, (n=1,...,N) refer to the column vectors of X and X, andy is the vector
representation of the scattered field €°(x,t). Note that since now the subset selection
deconvolution involves three non-zero impul se response coefficients, in contrast to one or two
for the homogeneous minelike targets, the selection by permutation has become
computationally expensive and hence does no longer lend itself to real-time data processing.

Once the impul se response parameters have been estimated by subset selection deconvolution,
they can be inverted for target size using egs. (3.24a)-(3.24f). The inversion for target size
proceeds in essentially the same way as for the homogeneous dielectric minelike target, in that
generic material properties of the target to be characterized need to be specified, i.e. the
relative permittivity e, of the target body and the effective target velocity v . The
specification of these propertles then permits estimation of the target cross-section gw the
target height I, the inclusion volume V,, and the position of the inclusion as specified by the
distance |, . Note from egs. (3.22) and. (3.24e) that the inclusion type may be derived from the
sign of the impulse response coefficient h,, i.e. h, >0 for an air gap and h, <0 for a small
piece of metal. In principle, it is also possible to invert the impulse response parameters for
material propertles e.g. the relative permltt|V|ty g,, of adielectric inclusion. However since
this would require specification of the inclusion volume in addition to the outer dimensions of
the target, al of which cannot be specified generically, this does not seem like a sensible thing
to do and hence has not been attempted in this work.

3.3 3D Finite-Difference Time-Domain (FDTD) Simulation Results and
Verification

To verify the derived scattering models and to test the target characterization procedure, the
FDTD simulation of TNT Disk 1 described in section 2.3 was repeated, first with a thin
circular air gap and then with a small cubical metal inclusion. The air gap (figure 3.3a) had a
radius of 4 cm, athickness of 1 cm and was included at adistance of |, =1.5 cm below the top
surface of the disk. The cubical metal inclusion (figure 3.3b), modeled as a PEC, had a side
length of 1 cm and was considered at a distance of |, = 0.5 cm. The simulations were carried
out under exactly the same conditions as those for the homogeneous TNT Disk 1 (see table
2.1), except that now only atarget depth of 10 cm was considered.
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The target responses that resulted from these simulations are shown in figure 3.4, where the
homogeneous target response of TNT Disk 1 has been included as a reference for comparison.
We see that the air gap leads to a strong increase in the magnitude of the target response and
also changes its shape. In contrast, with the small metal inclusion the magnitude remains
practically the same and only a very small change in the shape of the target response is
observed.

It is convenient first to anal yzejust the effect of the inclusions. For this purpose, the responses
of the air gap and the metal inclusion were isolated from the total target responses by S|mply
subtracting the homogeneous target response. The isolated responses were then fit with the 2™

derivative of the incident Ricker wavelet, yielding independent estimates of the impulse
response parameters h, & 7, without having to concurrently estimate the other four
parameters of the impulse response h(t). The impulse response parameters so obtained are
listed in table 3.1. For both types of inclusions the data fit between the predicted and the
simulated response was good and is shown in figure 3.5. The good data fit confirms that an
inclusion differentiates the waveform of the incident field twice, as predicted by the inclusion
impulse response model of eq. (3.19). The impulse response parameters of table 3.1 were
inverted for the inclusion volume V, and the distance |, using egs. (3.24e) and (3.24f), the
results of which arelisted in table 3.2. For the inversion, the material properties of TNT Disk 1
were specified as €, , = 2.8 and v&" =16.6 cm/ns, which are the same as those used in chapter
2. The reatively good agreement between the estimated and the true inclusion volumes
(error < 15 %) indicates that the Rayleigh contrast of eq. (3.14) is well suited to define the
generalized contrast of the air gap and that of the metal inclusion. Furthermore, we observe
that the locations of the inclusions have been recovered with millimeter accuracy.

Let us now consider the full target characterization procedure. The results of applying subset
selection deconvolution to the total target responses are listed in table 3.3 and the
corresponding data fits are shown in figure 3.6. As may be expected from the previous results,
the data fit is good and demonstrates that the axial response of a buried circular disk-shaped
minelike target containing an air gap or a meta inclusion is adequately modeled by an
impulse response as in eq. (3.23), consisting of two single differentiation operators and one
double differentiation operator. Ideally, the impulse response parameters h, & 7, and h, &
7, should equal those estimated from the homogeneous target response of TNT Disk 1, which
are listed in table 2.2 and have been repeated in table 3.3 for easy comparison. Moreover, the
parameters h, & 7, should equal those in table 3.1 estimated from the response of the air gap
and the response of the metal inclusion aone. Doing the comparison, we see that the times 7,
7, and 7, at which the differentiation operators occur have been estimated well. The impulse
response coefficients h;, h, and h,, however, deviate from their expected values, athough
their sizes are till of the same order of what they should be. In general, an increase in h, is
observed, which is compensated for by commensurate changes of h, and h,. This
“redistribution” of energy points to the fact that introducing a third degree of freedom in the
subset selection brought back some of the ill-posedness of the deconvolution problem. In
other words, there are a number of solutions that all give rise to more or less the same error
between the predicted and the actual target response.

Table 3.4 lists the results of inverting the impul se response parameters of table 3.3 for target
sze As before, the material properties of TNT Disk 1 were specified as ¢, =2.8 and

v =16.6 cm/ns. The inversion results demonstrate that in the presence of athin’ alr gapora
small metal inclusion, it is still possible to recover the outer dimensions of TNT Disk 1 with
reasonable accuracy (error < 1.cm). The abovementioned deficiency of the subset selection
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deconvolution primarily led to a degradation of the estimation of the incluson volume
(error < 35%).

| =4cm

A
\4

1cm$ PEC |, =05cm

| =4cm l1cm

10 cm
(b)

Figure 3.3: Vertical cross-section views of the targets considered in the 3D FDTD simulations:
(a) TNT Disk 1 with athin circular air gap
(b) TNT Disk 1 with a small cubical metal inclusion.
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Figure 3.4: Simulated response of TNT Disk 1 with and without internal structure (d =10 cm &
h = 30 cm).
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Table 3.1: Subset selection deconvolution results for the air gap and the metal inclusion.

I mpulse Response Parameters

Target Name h, Ts Rel. Error
-5
[+107] samples [ng
air gap 20.6 192 1.849 0.13
_ metal 37 183 1.762 0.12
inclusion
200 : : — : g . - .
| — EDTD 30t | / — FDTD 1
| predicted | “‘ predicted
100! . | 20} . .

[ [ [ \ [

@ | | g 101 \ |

g Lo A\ g | |

& [ | [ 5 -10f | [
[ [ [ [

-100}
| ‘ | —201 |
| \ | 30l | |
_o00 Ll . . M . A . . A .
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time samples (At = 9.6 ps) time samples (At = 9.6 ps)
(@ (b)
Figure 3.5: Datafit between the predicted (deconvolution) and the simulated response:
(8 thinair gap

(b) small metal inclusion.
The dashed lines define the part of the response, which was fit by the deconvolution algorithm.

Table 3.2: Results of inverting the impul se response parameters of table 3.1.

Inversion for Target Size

Target Name volume V, [ cm®] I, [cm]
air gap 43.6 (50.3) 1.36 (1.5
metal inclusion 1.14 (1.0 0.64 (0.5)

The valuesincluded in parentheses are the true values.
"Basedon Ag, =2.8-4=-12, V" =16.6 cm/ns, and 7, =175 samples (table 2.2).



SCATTERING FROM A MINELIKE TARGET WITH INTERNAL STRUCTURE 75

Table 3.3: Subset selection deconvolution results for TNT Disk 1 with and without internal structure
(d=10cm & h = 30cm).

I mpulse Response Parameters

Target Name M h h, 27h h, s7h Rel. Error
14 4 5
[*107] samples [ng [¥107] samples [ng [*107] samples [ng]
hTNT Disk 1 « 14.0 175 1.685 -10.0 50 0482 0.72 nla n/a n/a 0.05
omogeneous
TNTDIK1 105 475 1685 -70 47 0453 038 160 17 0164 002
with air gap
TNT Disk 1
with meta 15.2 175 1.685 -10.2 50 0.482 0.67 -4.3 9 0.087 0.03
inclusion

" Taken from table 2.2.
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| — FDTD ol | N — FDTD ||
| N\ predicted | [ ,\ predicted

125} \ ' : 40t ‘ ' 1
[ [ [ ‘ [
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Figure 3.6: Datafit between the predicted (deconvolution) and the simulated response:

(&) TNT Disk 1 withthethinairgap (d=10cm & h = 30cm)

(b) TNT Disk 1 with the small metal inclusion (d=10cm & h = 30 cm).

The dashed lines define the part of the response, which was fit by the deconvolution algorithm.

Table 3.4: Results of the inversion for target size for TNT Disk 1 with internal structure (d =10 cm &
h =30 cm).

Inversion for Target Size

Target Name _ . \
target radius[cm]  targt height | [cm] volume V, [cm?] [, [cm]

TNT Disk 1

with air gap 5.9 (5.0 3.8 (4.0) 34.0 (50.3) 1.36 (1.5)

kot 54 (5.0) 4.0 (4.0) 1.34 (1.0) 0.72 (0.5)

with metal inclusion

The valuesincluded in parentheses are the true values.
"Basedon Ae,, =2.8-4=-12 and v =16.6 cm/ns.
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34 Discussion

This chapter presented a generalization of the scattering models for a homogeneous dielectric
minelike target to account for the presence of an inclusion, specifically an air gap or a small
piece of metal. The generalization makes use of a Born-type linearization of the volume
integral representation of the scattered field in which the generalized contrast for the inclusion
is defined by means of the Rayleigh scattering approximation. This approach allows for a
unified trestment of dielectric and metal inclusions and |leads to the fundamental result that an
inclusion differentiates the waveform of the incident field twice. In particular, it is found that
the impulse response of a minelike target with an inclusion is simply the sum of the impulse
response, which would be observed if the target had no inclusion and an impulse response
describing the effect of the inclusion, the latter consisting of no more than a double
differentiation operator. This result forms the basis of the extension of the target
characterization procedure for homogeneous disk-shaped minelike targets to targets with an
inclusion.

Based on the FDTD simulation results, a couple of important conclusions can be drawn:

e Internal mine structure does influence the target response. Especialy the presence
of an air gap was found to significantly increase the magnitude of the target
response and alter its shape. The presence of an air gap therefore facilitates the
detection of buried plastic cased landmines with GPR. In comparison with an air
gap, asmall metal inclusion has a very weak effect on the target response.

e The derived target impulse response model adequately describes the contribution of
athin air gap or asmall metal inclusion to the target response.

e The proposed target characterization procedure is able to determine the outer
dimensions of a buried circular disk-shaped minelike target containing an inclusion
with reasonable accuracy (error < 1cm).

Hence, the materia presented in this chapter opens the possibility to identify minelike targets
with internal structure. This possibility, however, is not without a price to be paid. First, the
extended subset selection deconvolution algorithm no longer lends itself to real-time
processing if the selection is carried out by permutation. And second, introducing a third
degree of freedom, i.e. a third non-zero impulse response coefficient, brought back some of
the ill-posedness of the deconvolution problem, resulting in a degradation of the accuracy
with which the target dimensions can be estimated. Especially the estimation of the inclusion
volume was found to be affected by this degradation.

These two problems will only get worse if more complicated internal structure than just a
single inclusion is considered, e.g. the combination of an air gap with metallic and non-
metallic parts of a fuse mechanism. This inevitably raises the question whether we are really
interested in resolving the internal structure of a plastic cased landmine. For the purpose of
determining the outer dimensions of a landmine, the answer to this question is more likely
“No”. Hence, we should think of ways to make the effect of interna structure more
manageable. A possible solution might be the use of lower frequencies, resulting in
approximately coherent scattering from all parts of the landmine, i.e. its body and internal
structure. Similar to the case of a small dielectric sphere under the Rayleigh scattering
approximation, we may then set G (x,x")=G(x,x,) and E'(x")=E'(x,) for al points x’
of the landmine, leading to a landmine impulse response which is directly proportional to its
volume and consists of one double differentiation operator. Hence, an impulse response,
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which primarily carries information about the outer dimensions of the landmine is obtained.
Furthermore, the subset selection deconvolution would then only have to solve for a single
non-zero impulse response coefficient, which is asfast and robust as it gets.

The discussion on aternative approaches to dealing with internal structure will be picked up
again in chapter 6. For now let as continue to use the scattering models as they have been
derived in this chapter and the previous chapter and draw our attention to two other important
aspect of GPR landmine identification, which are the radar hardware and preprocessing of the
data. These aspects shall be discussed in detail in the next chapter.
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CHAPTER 4

GPR LANDMINE I DENTIFICATION

In developing the theory of scattering from a minelike target, two important aspects of the
GPR landmine identification pblem have not yet beerddressed. These are the radar
hardware and the fact that a GPR system does not just measure the electric field scattered by
the target, i.e. the target pesse, but also the direct walbetween the transmitting and the
receiving antenna, the ground reflected wasms, well as fields scattered from other
objects/inhomogeneities below or above the grotm&M modeling terms, these latter three
components of the electrfeld are jointly referred to as ¢hprimary field, which is the field

that would exist if the target were absent.

Thus, some further theoreticdévelopments are necessaryobe the derived convolutional
scattering models and the proposed targetac@rization procedure ffaircular disk-shaped
minelike targets can be applied to GPR data:

e The development of hardware modealsscribing the radiation and reception
characteristics of the demining GPR and incorporation of these hardware models
into the convolutional scattering models.

e The development of a calibration procegluwhich determineshe radiation and
reception characteristics of the demining GPR.

e The development of preprocessing aitjons, which aim to remove the primary
field from the GPR data, a proces®mmonly referred to as background
subtraction.

This chapter addresses these three issues, ultimately leading to a slightly modified version of
the target characterization procedure, wlachounts for the GPR havdre and operates on a
single preprocessed A-scan.

The term “preprocessing” may be somewhat misleading, suggesting that it is merely a side
issue. On the contrary, for the purpose olRABndmine identification, careful preprocessing
without loosing information on the amplitudedathe shape of the target response is of
fundamental importance. Thiequirement led to the delopment of a new background
subtraction technique, termed weighted mgvaverage background subtraction (WMA-BS),
which first finds the anomalies the data and then suppressieem in the estimation of the
background to be subtracted. Besides backgraumdraction, this chapter also discusses a
polarimetric preprocessing algihm termed target frameatnsformation, which transforms
the measured target responsw ithe coordinate frame defithdoy the two main scattering
axes of the target, thereby obtaigia target response thatnsiépendent of tagg orientation.
This transformation is essential to the identifima of targets having preferential scattering
axis, e.g. an elongated bombshell.

The chapter is organized as follows. Inteet4.1, GPR hardware regements are discussed

in the light of the landmine identificationgislem and the demands imposed by the proposed
target characterization procedure. Furtheena polarimetric vide impulse GPR system
developed by IRCTR is preded. In section 4.2, point souroe¢eiver models are introduced
for the transmitting antenna atige receiver chain (includintpe receiving antenna), which
are then used to derive convolutional modeighe GPR response of a surface-laid or buried
minelike target. In these convolutional GRRodels, the hardware characteristics are
represented by a single term, called the &ffedadiated waveform, and a simple calibration
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procedure to determine this weform will be presented. Seati 4.3 is devoted to GPR data
preprocessing. Here, the WMA-BS techniqaad the target frame transformation are
introduced and their workings are illustrated using data acquired with the IRCTR video
impulse GPR. In section 4.4, the convolutionalRGRodels are used to modify the target
characterization procedure forailar disk-shaped minelikertgets such that it accounts for
the GPR hardware. Finally, semti 4.5 gives a brief review dhe material that has been
presented.

4.1 GPR Hardware

411 General hardware considerations

It is difficult to set up universal rules for the hardware requirements a demining GPR has to
meet as these depend on many factors suttheasperation environmeand the kind of data
processing anticipated. With regard to the maximum allowable equipment weight, distinction
needs to be made between systems desigmddhfm-held use and vele/platform mounted
systems. The following discussion focuses on the requirements for applicability of the
scattering models and the target characteozgrocedure presented in chapters 2 and 3.

Antenna system

Since all scattering models presented in this thesis are based on backscattering along the
vertical direction, the antenna systesmould ideally be monostatic (Lambeital, 2004) or
configured such that the receiving antempositioned right below the transmitting antenna.
Bistatic systems consisting ko horizontally displaced #éennas should be positioned high
above the ground. Note that thétéa configuration is more scsptible to surface clutter and

poses higher demands on dynamic rashge to increased spreading losses.

The footprint of the transmitting antenna shobkl small to reduce the effect of unwanted
clutter but big enough to give rise to a tangetponse hyperbola, which is a robust feature for
target detection and locadition (Daniels, 2003; Yarovast al, 2003). Low antenna ringing is
desirable as it may mask targessponses and makes detectioare difficult. It should be
noted though that, if accurately determinetwl daken into account in the subset selection
deconvolution, antenna ringing does not negatiaéigct the proposedriget characterization
procedure.

The receiving antenna should besig@ed to measure the scattefiett at a local point rather

than average over a surface. Hence it should Aareall effective apenta. This requirement
becomes more important the atoghe receiving antenna is kept to the ground. In addition, in
order to receive also very weak scattered fields, it is important that the receiving antenna
provides high sensitivity in the frequency band covered by the radiated pulse.

A polarimetric antenna systemeasuring both the co-polar anbss-polar component of the
scattered field provides additidnaformation on the scatterinigehavior of the target under
investigation. Unlike rotationallgymmetric targets, for targetsth a preferential scattering
axis measurement of the full scattering matisiba requisite for obtaing a target response,
which is independent of targetientation. A detail@ discussion on the beiteof polarimetric
information for target identification and assted processing is given in section 4.3.3.
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Frequency band

The frequency band of operationtable for the proposed targeharacterization procedure is
mainly restricted by the assumption of a linear relationship between the scattering current and
the incident electric field on which the scattering models of this thesis are based. Hence,
whether using a Born-type or the PO saaite approximation, as a qualitative rule the
frequencies should be low enough to keep edifactions and mutal interaction of
different parts of the target minimal. Note that the optimal frequency range, as such, depends
on the expected target dimensions and centiéor the Born approximation, a theoretical
upper frequency limit, which ka&s the target dimensions armhtrast into account, is defined

by eq. (2.5). For practical purposes, however, limg is too restrictive, as indicated by the
FDTD simulation results of section 2.4. The slatiwns showed that both the inversion for
target size and the inversiéor material properties workell under the Born approximation

even beyond this limit.

Additional factors determining the optimal frequency band of operation are related to the
environment in which the demining GPR is todmaployed. In areas where clutter due to a
rough terrain or an inhomogeneous grouna jwoblem, low frequencies (< 1 GHz) should be

used as these are less susceptible to clutter. The same is true in areas with lossy soils, since
attenuation increasegith frequency (Rotlet al, 2001). In these areas low frequencies offer
higher probing depths.

The frequency band should be chosen in accosaith the abovementioned theoretical and
environmental considerations. As a rule of thumb, the bandwidth need not exceed 2 GHz
since subset selection remhs the ill-posedness and ill-catimhing of the deconvolution
problem resulting from the limited bandwidth of the radar system.

It is important to note that these guidelines specific to the proposedrget characterization
procedure and its underlyingatering models. Other dapaocessing modalities can have
different requirements. This is especially true when the demining GPR is used as an imaging
sensor, where the trend is to use ultra-widdedwidths extendingiay beyond the frequency
range of validity for the Borand the PO approximation (Zaretial, 2002; Van Dongest al,

2003; Alli et al, 2004). Through the use of high frequiesc> 1.5 GHz) in combination with

an ultra-wide bandwidth of the order of 3-4 Gtie lateral and the depth resolution of a GPR
image is increased.

Linear dynamic range

Landmine detection requires a receiver chain with a high linear dynamic range, e.g. 69 dB
(Yarovoy et al, 2002a), for receiving the weak respongelastic cased AP mines while at

the same time avoiding receivetigation by the strong direetave. For target identification,
where accurate signal shape information is crucial, linearity over the entire dynamic range
becomes very critical since, depending on whether a landmine is surface-laid or buried, its
response may or may not be supgosed on the direct wave.

The dynamic range of the receiver chain is usually referenced to the receiver noise level. It is
important to understand that such a specificatioes not refer to the possibility to extract
from the measured data a targesponse whose signal strengghapproaching the dynamic
range of the receiver. At most it refers to thegibility to detect such t@rget in a clutter free
environment. Clutter can neveée removed completely fromthe measured data and hence
constitutes an additional source of noise. This additional noise limits the detection
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performance and, even more so, the possibiligxioact “clean” targetesponses, which can
be used for identification.

System stability

Minimal time and amplitude drift is important two ways. First, it is the prerequisite for a
good background subtraction with few residdedsn the direct wave (see section 4.3.2). And
second, amplitude stability is necessary if thpufee responses estimategsubset selection
deconvolution are to be relatéo target characteristicsgduas size and permittivity.

Time drift can generally be corrected for lijple A-scan alignment. The case for amplitude
drift is more complicated. To limit the effeof amplitude drift on system performance, any
demining GPR should be calibrdteegularly. A simple but accate calibration procedure is
presented in section 4.2.4.

4.1.2 Videoimpulseradar for landmine detection

As an example of a GPR systeimat is suitable for the pposed target characterization
procedure, this section dedms a polarimetric videimpulse GPR developed at IRCTR. The
radar has been used for expentaé validation of the scattering models and to determine the
accuracy with which target characteristics d¢an estimated from measured GPR data, the
results of which are presented in chapter 5.

The IRCTR video impulse GPR with an edffive bandwidth of 0.8-7 GHz (-10 dB level;
see section 4.2.4) consists of the following s components: a 0.8 ns pulse generator, a
polarimetric antenna system, signal conditioner and a itiechannel samiing converter
connected to a computer. Ahsnatic illustration of the radas given in figure 4.1. The
signal conditioner in the receiver chain improttes signal-to-noise ratio and makes sure that
the 66 dB linear dynamic range of the A-D caneeis used efficiently by limiting the large
amplitude of the direct waveDetailed descriptions of th@ulse generator, the signal
conditioner and the sampling comiex are given by Yarovost al (2000a).

A unique feature of the IRCTR video impulse GBRts antenna design. As shown in figure
4.2, the antenna system consists ofamdmitting dielectric wedge antenna (Yarowayal,
2002b) and two small receiving loops (Yarovey al, 2000b). The receiver loops are
positioned 30.5 cm below the aperture of theatdigic wedge antenna using long leads, which
extend downwards from the open sides of theedtek wedge. The loopare oriented such

that one measures the co-padad the other the cross-polamgoonent of the scattered field.
Since both loops are located @od.5 cm) to the boresight axis of the transmitting antenna,
the antenna system essentially performs a local polarimetric measurement of backscattering
along the vertical when the transmitting amte is positioned right above the target. Of
course, in practice, it is not always possible to tell from the data when the transmitting
antenna is positioned right above the target the measurement will never be exactly local
due the horizontal offset between the loopse Tplications this h&on polarimetric data
processing are discussednore detail in section 4.3.3.
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Figure4.1: Schematic illustration of the IRCTR video impulse GPR.

Figure4.2: The antenna system of the IRCTR video impulse GPR.

4.2 Convolutional GPR Models

In this section, the previously presentaohe-domain convolutionakcattering model is
extended to account for the GPR hardware. Herghrpose, the concept of the virtual source

of the transmitting antenna (Scheers, 2001)t@duced, yielding a sink@ but adequate time-
domain description of the antenna’s far-field radiation characteristics. The receiver chain
including the receiving antenna is modeledalngceiver impulse respanselating the electric

field at the receiving antenna to the meaduA-scan. These hardware models enter as
additional terms in the convolotial scattering model, resulgrin expressions for the GPR
response of surface-laich@ buried minelike target&ven though the hardware models have
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been developed with the IRCTWdeo impulse GPR in mind, att@mpt is made to keep the
treatise general and applicable to other pulsed (time-domain) GPR systems. The hardware of
stepped-frequency (frequency-domaiGPR systems may be described in an analogous
manner.

421 Hardwaremodels
Transmitting antenna

The virtual source point of a time-domain antenna is a reference point from which the
wavefront of the radiated far-fielkeems to emanate spherically with a amplitude decay.
Accordingly, when referenced to the virtual source point, the radiated electricffeldt a
pointx in the far-field of the antenna in air can be written as

g™ (x,t):%6(t—%)®eo(0,¢,t) , (4.1)

where (r,0,¢) are the spherical coordinatesxofand e, (6,¢,t) is a vector with units of V
(Volt) describing the polarizain, amplitude and shape of the gmiradiated in the direction
specified by the anglegsandg.

Since in this thesis we are primarily interested in radiation along the vertic#l,5¢=0,
and assume a predomindinear polarization, eq4(1) can be rewritten as

erad(x,t):%é‘)[t—%)(@eo(t)um : (4.2)
Here, u;, is a unit vector describing tip®larization of the radiated wave.

Receiver chain

Rather than modeling each component of the vecaihain separately, wake the approach

of the user, who is primarily interested in the relationship between “what comes in” and “what
comes out”. Assuming that all components @& thceiver chain are Bar devices, the entire
chain can be modeled by osamulative impulse responde,, (t). This impulse response
relates the measured A-scafixgy,t) to the total electric fielde(xg,,t) at the receiving
antenna positiorx,, according to

S(Xgyst) = hax (1) @ Upye(Xax 1)+ 5, (1) (4.3)

where the unit vectou,, is used to describe the polarization of the receiving antenna. The
time functions, (t) has been introduced to account fardam noise such as receiver noise or
external electromagnetic interference EMI. The superstrijgnotes transpose.

The total electric field can be split into three parts: the field scattered by the target, the direct
wave between the transmitting and the receiantenna, and unwanted reflections from the
ground surface and from objects/inhomogee® above and below the ground, i.e.

€(Xay 1) =€ (Xpy o) + €™ (X 1) +€° (X o) - (4.4)
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Here, the superscript stands for clutter and refers teetbnwanted reflections. Each part of
the total electric field can be associated with its own signal part, which contributes to the
measured A-scan. These dhe target response signal(Xgy.t), the direct wave signal

sy (t) and the clutter signal, (X, .t) defined as

St (Xex o) = P (1) ® Upk€ (Xec 1) (4.5)
S (t) = hay (1) ®ULE™ (Xpy 1) | (4.6)
S (X 1) = Py (1) ® UL E® (X 1) - (4.7)

Note that the receiving antenna position vectgy has been omitted on the left-hand side of
the definition of the direct wave signal @cknowledge the constant offset between the
transmitting antenna aride receiving antenna.

Using these definitions, eff}.3) can be rewritten as
S(Xpx )= § (Xrx £)+ §(t)+ S(Xrx t)+ (1) - (4.8)

Equation (4.8) summarizes the information coht@nthe measured A-scan and is the basis

for GPR signal processing. Forrdat identification, we are sdfeinterested in the target
response signal and convolutibnaodels describing its reian to the target impulse
response will be presented in sections 4.2@® 42.3. However, eq. (4.8) also underlines the
necessity to estimate and remove the other signal parts from the measured A-scan before the
target response signal candealyzed. How this is doneillwbe discussed in section 4.3.

4.2.2 GPR response of a surface-laid minelike tar get

Let us consider the configuration of figu#e3 showing the antenna system of the GPR,
indicated as a poinbsirce and a point receiver, right ab@eurface-laid minelike target. The
transmitting antenna is positioned at a heilght above the ground and the receiving antenna
is positioned below the transmitting antenna at a hdight As before, the “depthd of the
target is measured from the top of the target. Note that for a surface-laiddtésgetgative.
What we would like to have is a convolutial model for the target response siggdix., ,t)
measured by the GPR. For afage-laid target, such a modsleasily derived from the time-
domain convolutional model for backscatteringiira minelike target in air, i.e. eq. (2.50).

Let us start by describing the incident figddat the target locatiotsing eq. (4.2), we have

i 1 +d
€ (x,t)= — S(t— hTXC ]@eo(t)uTx. (4.9)
Then, from eq. (2.50), the scattered fieldhe receiving antenna is found to be
1 hey +d 1 hy, +d
€% (Xpy,t)= o[ t——FX ®h (1)® 3|t—-—"—*— |®¢ (t)ur,, (4.10
() 24T (hey +d) ( c ] () hex +d ( c ] & (D, (4.10)

which according to eq. (4.5) procks the target response signal



86 CHAPTER 4

S (XRX ’t):

1 _hextd 1 . hy+d (4.11)
th(t)®2ﬁ(hRX+d)5(t - )@ht(t)®hrx+d8(t - )@q)(t)

when a co-polar receiving antenna is usef, ¢, =1) and no signal when a cross-polar
receiving antenna is used( u,, =0). Equation. (4.11) can be written in a more compact
way if we introduce the effective radiated wavefomn(t), which is defined as

W(t)=he ()@ & (1) (4.12)

and embodies both the charactiess of the actual radiated waform and the receiver chain.
The effective radiated waveforia sometimes also referred ds the radar impulse response
(Kostylev, 1994, p. 264; Savelyeval, 2003). Thus

_ 1 gyt +2d
e e rwer LIULE G JNCER

transmitting antenna
Xix = (0, 0,~h X )

receiving antenna

th Xpx = (0,0,—hRX )

heyx X, =(0,0d)
minelike .
target air

ground

Figure 4.3: The antenna system of the GPR above a surface-laid minelike tergét .

4.2.3 GPR responseof aburied minelike tar get

A convolutional model for th target response signgl(Xg, ,t) of a buried minelike target
can be derived in the same manner as for a surface-laid minelike target, only that now we
make use of the time-domainro/olutional model for backsttaring from a buried minelike
target, i.e. eq. (2.16). In the following, wensider the configurain of figure 4.4, which,
apart from the target now being buried, is identical to the one considered for the surface-laid
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minelike target (see figure 4.3). As usualtie time-domain analysis of scattering from a
buried minelike target, the groumlassumed to be lossless.

Let us again start by describing the incidfeld. Based on eq. (4.2), the incident fieddat
the target location can be written as

€ (x,t)= T S[t_h”( _E]®e0(t)uTx , (4.14)

hy +d C v

where now the normal incidence Fresnel transmission coeffigignt for transmission into
the ground, given by

2

T ., = ,
1+, /g,

—9

(4.15)

needs to be included. It is important iote that, in writing eq. (4.14), the transmitting
antenna is assumed to beted high above the grounéff,, >1) and the target to be
buried shallow, making the ingion of a refraction spreadihgerm such as eq. (2.18)
unnecessary.

Substituting eq. (4.14) into e®.(6), the scattered field at treceiving antenna is given by

€ (Xpx t) =
Tooab (e d) o Mo d Ty of, P d (4.16)
2\/E(hRX+d)8(t o vl)®ht(t)®hm+d8(t - vl)®e°(t)uTX

so that, from eq. (4.5), the target responseasigrnen using a co-pat receiving antenna
(u;qux =1)is

S (XRX’t):

T (oo d) o hee _d Ty o, My d (4.17)
Nex (t)®2\/%(th+d)6[t c V1]®ht(t)®th+d8[t c Vl]@eo(t) .

When using a cross-polar receiving antenng, i, =0), no target response signal is
measured. Rearranging and making use of tfieitien of the effectie radiated waveform,
eg. (4.12), gives the more compact expression

_ Tgeac(hRX’d)Taﬁg _hRX+th _E
S, (Xpx,t) = 2\/E(th+d)(th+d)ht (t)® W(t RS ] (4.18)

Note the close similarity with the convolutidnaodel for the target response signal of a
surface-laid minelike target, i.e. eq. (4.13).

! To be precise, for the transmission into the ground it would be more correct to say focusing.
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transmitting antenna
Xix = (O’ 0,-h P )

S ¢ receiving antenna
Xny =(0,0,—
hTX RX ( hRX )
hRX
i air
d x, =(0,0,d ) ground
minelike
target

\4
Figure 4.4: The antenna system of the GPR above a buried minelike target.

424 Calibration: Estimation of the effective radiated waveform and the dir ect wave
signal

The effective radiated waveform and the direct wave signal can be estimated from a set of
metal sheet reflection measurertgewith varying antenna heights. The basic idea underlying
this calibration is that the reflection from the metal sheet depends on antenna height, whereas
the measured direct wave sigrdoes not. Given A-scans measiiat two or more antenna
heights, this difference allows us to separate the reflection signal from the direct wave signal.
Since the metal sheet is a perfectly reflecting surface, i.e. its reflection coefficient is equal to
minus one, the reflection signal can be related to the effective radiated waveform. In the
following, the theory underlying the estimatia® outlined and calibration results for the
IRCTR video impulse GPR are presented.

Consider the configuration digure 4.5 showing the antennastgm of the GPR above a flat
metal sheet, which is assumedo infinite in extent. Herghe receiving antenna, positioned
at a heighth,, above the metal sheet, is oriented sieh it acts as a co-polar receiver. Given
this configuration, the GPR measures ancArs which, neglecting noises the sum of two
signals

S(hex )= (t)+ S (hex 1), (4.19)

namely the direct wave signg|(t) and the metal sheet reflection sigsglhgy ).

An expression for the metal sheet reflection sigran be obtained by application of image
theory (Balanis, 1989, p. 314-323). Accordingtiis theory, the reflected wave may be
thought of as originating from a@mage source positioned at a distaricg below the metal
sheet. In order to satisfy the boundary conditidhs, strength of this image source needs to
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be scaled by the Fresnel reflection coefficient. Then, assuming that the receiving antenna lies
in the far-field of the image source, eq. (4.2) barused to representtheflected wave field,

which produces a metal sheet reflection siga@lording to the right-hand side of eq. (4.6).
Thus

Py + iy
__ 1 S(t_o-i-cz:th )® V\(t) ’

0+ 2hgy

s ()= () 510 Jo g ()
(4.20)

where we made use of the definition of the effective radiated wavefo(t), eq. (4.12), and
introduced the vertical antenna offset h,, —h;, . We see that the metal sheet reflection
signal is simply a scaled and shiftedsien of the effectig radiated waveform.

The metal sheet reflection signal can be separated from the direct wave signal by considering
the dlfferences(hRXI : ) s( 1) between two A-scans measuradtwo different antenna
heights h.,; and hg, ;, respectlvely Based on eqgs. (4.8 (4.20), this difference can be

written as
S(hRX,i ’t)_ 5<th,1' I):

4.21
[_;a[t—OJFZhRX" )+ = 8[t—0+2th‘j )]@w(t) : (@21
0+ 2hg, c 0+ 2hgy c

Given that the vertical antenna offsets known, eq. (4.21) can be solved for the effective
radiated waveletwv (t) in a least squares sense. To mdambiguity, it is advisable to use
multiple A-scan combinations in the formulation of the least squares problem and solve for an
optimal w(t) simultaneously. Finally, oncer(t) has been estimated, it can be used together
with egs. (4.19) and (4.20) totesate the direct wave signg|(t).

The virtual source point of a horn type antefiaa somewhere between its feed point and its
aperture (Scheers, 2001). However, its exadition is usually unknown and therefore also

the vertical antenna offset. A way to woakound this is to solve eq. (4.21) for various
antenna offsets and choose the solution thatsdive smallest data rfitsoverall. Like this,

an optimal combination af and w(t) can be found. This approach has been tested for the
IRCTR video impulse GPR and lead to the observation that the problem of estimating the
vertical antenna offset is very ill-posed, even if the estimation uses multiple A-scan
combinations. Hence, for the calibration of tRE€TR video impulse GPR, the antenna offset

has been set with reference to the center point of the transmitting antenna’s aperture, i.e.
0=30.5 cm.

Figure 4.6 shows the effective radiated wavefe@ma the direct wave signal of the IRCTR
video impulse GPR estimated ugifive A-scans measured egceiving antenna heights of
12.5, 15, 17.5, 20 and 22.5 cm. The corresponding fdtais shown in figure 4.7, which
demonstrates that all five #cans can be accurately moddigan the estimated signals. Note
that the calibration procedure is not only cdpabf determining the main pulse of the
effective radiated waveform, but also the antetimging. This antenna ringing is a result of a
wave, which bounces between the aperture amtbih edge of the transmitting antenna before
being radiated (Yarovost al, 2002b). From the amplitude specirwf the effective radiated
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waveform, shown in figure 4.8, its peak dityale frequency was detained as 1.8 GHz and
its bandwidth as 0.6-2.7 GHz (-10 dB level).

Note that it is also possible to do the cadiibn using the ground as a reflecting surface as
long as the ground is sufficiently flat and tleglection coefficient is known. This approach

gives a better estimate of the direct wave signal but a worse estimate of the effective radiated
waveform.
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Figure 4.5: Setup for the metal sheet calibration. A-scaresmeasured for varying antenna heights.
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Figure 4.6: Calibration results for the IRCTR video impulG®R: (a) effective radiated waveform
w(t), (b) direct wave signad, (t).
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Figure 4.7: Data fit for the five A-scans used in the calibration of the IRCTR video impulse GPR
(amplitudes in mV).
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Figure 4.8: Amplitude spectrum of the effective radédtwaveform of the IRCTR video impulse
GPR.
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4.3  Preprocessing

The main objective of preprocessing is tolate from each measured A-scan the target
response signal, which in section 4.2 has bidsfined as the signgroduced by the field
scattered from the target. The preprocessing segudarough which this is achieved consists
of two stages, which iarder application are:

1) DC offset and noise reductiomhich are discussed in section 4.3.1.

2) Background subtraction, which aims @moving the direct wave signal and
reflections from the ground surface or sufiete layering, and isovered in detail
in section 4.3.2.

The target response signal oftaaget with a preferential scatitey axis, e.g. an elongated
bombshell, depends on target orain. Therefore, in order toe able to correctly identify

these types of targets, an additional preprocessing step referred to as target frame
transformation is required. Thisatrisform rotates the target pesise into the coordinate frame
defined by the main scattering axes of tiaeget, yielding an @entation independent
response. Details of how thisinsform works and some traosh examples are presented in
section 4.3.3.

The preprocessing algorithms presented in #astion have been daoped with target
identification in mind. Hence an importantquerement is that they preserve both the
amplitude and the shape of the target respaig®l. In this sense the demands are much
higher than those for targettdetion, where, bluntly speaking, the objective is to highlight
anomalies.

43.1 DC offset and noisereduction

The first preprocessing step is to estimatel subtract from each gean its DC offset.
Generally, it is sufficient to simply average the part of the A-scan before the arrival of the
direct wave to obtain a usable DC offset estimate.

The next step then is to reduce the randorsejovhose main contribution is usually caused
by timing jitter in the sampling converter. The fregag spectrum of this noise is much wider
than that of the radiated pulse. Hence moghefnoise can be removed by careful low-pass
filtering. In terms of the A-scan model efy. (4.8), low-pass filteng minimizes the term

S, ().
4.3.2 Background subtraction

To understand background subtraction, it is ustfuliscuss what we mean by background
and what are its differences to clutter.

A definition of clutter in the context of grourenetrating radar isgen by Daniels (1996, p.

23), who states that “clutter are those signals that are unrelated to the target scattering
characteristics but occur in the samempk-time window andhave similar spectral
characteristics to the target wavelet”. Accordingly, for a demining GPR the following primary
clutter signals can be identified:

1) The direct wave.
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2) The ground reflection and reflectioinem subsurface layering (if present).

3) Natural clutter such as scatteringnfrcsoil inhomogeneities, rocks, tree roots,
surface vegetation, etc.

4) Anthropogenit clutter above or below the grousdch as metal shrapnel, waste,
pipelines, walls, etc.

Despite the fact that all these clutter signals have in common that they might mask (part of)
the target response signal, atidistion can be made between tiieect wave signal, which is
independent of antenna positiaand the remaining clutter sigls, which generally are not.

This difference has led us to treat them saedy in the A-scarmodel of eq. (4.8), by
introducing s, (t) for the direct wave signal and,(xg,,t) for all unwanted reflection
signals.

Background, as the name suggests, can be defigall those signal components, which are
laterally invariant or only slightly varying, i.everything that is naan anomaly. Defined as
such, the background forms a subset of clu@rthe above clutter gnals only the direct
wave, the ground reflection and reflectionsnircsubsurface layering make part of the
background, and this only if the ground surface #redlayering are sufficiently flat. Thus
background subtraction only removes part of thetet. What remains are anomalous signals,
which should be treated as potentially denogis targets andquaire identification.

Background subtraction techniquaske use of the lateralvariance property of background.

In addition, it is customary to assume that thigdts are isolated scates. By far the most
applied background subtraction technique aerage background subtraction (A-BS)
(Daniels, 1996, p. 150). This tedque estimates the background by averaging all A-scans in
an area of interest and then subtracts #s8mate from each A-scan. A variant of this
technique ismoving average background subtraction (MA-BS) (Roth et al, 2003;
Groenenboom and Yarovoy, 2002), iahh averages all A-scans within a data window to
obtain a background estimate for the A-scathatcenter of the window. The window is then
moved over the data to find a background estirf@teach A-scan. By doing so, the moving
average background subtraction tries to accéontocal variations in the background and
consequently results in lesssiduals of the ground refléen signal. Another background
subtraction technique olynomial background subtraction (P-BS) (Rothet al, 2003). This
technique estimates the background by fittintp\a degree polynomial in a least squares
sense to each time slicef the data. A similar technique is sometimes used in gravity data
processing to estimate and remove the regional gravity field, leaving over local gravity
anomalies, which are associated withsees close to the earth’s surface (Telfrdl, 1990,

p. 26-27). Note that polynomial background sulitomcusing a zero degree polynomial, i.e. a
straight line, is equivalent to averagackground subtraction, since least squares has the
tendency to average. All these background sghitn techniques can be implemented in 1 D
(along the scanning line) or, dfata has been acquired over @, gin 2D (over the horizontal
plane).

The quality of the background subtraction generdéipends on the choice of the width of the
averaging window or the degree of the polyral, respectively. However, even when a
careful choice has been madeese techniques have fundana¢rdrawbacks, which make

them unsuitable for target identification. Iretfollowing, these drawbacks will be illustrated

2 Originating in human activity.
3 A time slice is an ensemble of data samples associated with the same arrival time.
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using MA-BS as an example. Experience has shown that P-BS suffers from similar
limitations.

Moving average background subtian is essentially a “catch-22”

e Using a large averaging window, caiming both background and target
information, usually leads to ground reflectiresiduals, which magsart of or the
entire target response signal. Eventlie ground surface were perfectly flat,
problems arise due to horizontal smearingh#f target response. To get a better
estimate of the local variations of theognd surface and to avoid smearing, there is
a common tendency to work with a smaller averaging window.

e When using a small averaging windowpntaining mostly or only target
information, less smearing and ground reflattiesiduals occur but now the target
response signal is likely to become wealind its shape is changed considerably.
For small averaging windows, the horizongalearing takes the form of two weak
“ghost” hyperbolae, one above and tbt#her below the actual target response
hyperbola. These “ghost” hyperbolae aregassing artifacts bumight be mistaken
as being part of the target response.

Figure 4.9 shows four synthetic B-scans illustigasome of these problems. The included A-
scans are taken from the centers of thec&s. The first B-scan (figure 4.9a) shows a
diffraction hyperbola representative for the typetarget response hyperbola observed in
GPR data. The second B-scan (figure 4.9igws the same diffraction hyperbola but now
superimposed with a horizontal event, sinintaa perfectly flat ground reflection. The result
of applying MA-BS with a large averaging mdow (extending over most of the B-scan) is
shown in figure 4.9c. We see that the targspomse signal, while quiteell recovered at the
apex of the diffraction hyperbola, is smearedtouteighboring A-scans. The result of using a
small averaging window (extending over a snfikttion of the B-scan) is shown in figure
4.9d. In this case, we see from the A-scan thattaéinget response signall the apex of the
hyperbola is not well recovered at all: both its amplitude and its shape differ considerably
from those of the actual targesponse signal, i.e. the A-scanfigure 4.9a. Furthermore, two
weak “ghost” hyperbolae haveetome visible. In conclusionp matter how the width of the
averaging window is chosen, moving averédgekground subtractionilvnever be able to
accurately recover the amplitude and the shapbeotarget responsegsial along the entire
diffraction hyperbola.

4 A dilemma or circumstance from which there is no escape because of two mutually incompatible conditions,
both of which are necessary. The phrase comes from the title of a novel by Joseph Heller, set in the US air force
in the Second World War: the hero, an American bomégrdishes to avoid combat duty, to do which he has

to be adjudged insane; but since anyone wishing to avoid combat duty is sane, he must therefore be fit for duty.
(sourceThe Oxford Encyclopedic English Dictionary)



GPR LANDMINE IDENTIFICATION o5

A-scan A-scan B—scan 20
. ® 20
£ E
= = 10
g g %
= = 0
> % >
: : 0

I -
E E
-20
-30
-12 0 12 20 40 60 80 100 -30 0 30 20 40 60 80 100
amplitude position amplitude position
() (b)
A-scan A-scan B-scan
10
[} [}
£ 5 5
< 2
© ©
= 0
: :
o o
H] 2 -5
-10
-12 0 12 20 40 60 80 100 -12 0 12 20 40 60 80 100
amplitude position amplitude position
() (d)

Figure 4.9: lllustration of the effect of window width odA-BS: (a) Original diffraction hyperbola,

(b) superposition of the hyperbola of (a) and dzumtal reflection event, (c) MA-BS result using a
large averaging window, (d) MA-BS result usingraall averaging window. The displayed A-scans

are from the centers of the B-scans. A large windauses horizontal smearing of the target response,
whereas a small window alters the amplitude and the shape of the target response.

These drawbacks led to the developtrefa new variant of MA-BS termealeighted moving
average background subtraction (WMA-BS). As its name suggests, this technique uses
weighted averagingin the estimation of the background, thereby emphasizing A-scan
samples that are part of the background wilsleopressing those that contain target
information. Rather than being a one-step pser® routine, this technique works in two
stages: a preliminary background subtraction, tvlscused to find the anomalies and forms
the basis for computing appriate weights, and the vwhted background subtraction.
Besides, some auxiliary processing stepes ragcessary. The complete processing sequence
goes as follows:

Step 1: Subtraction of the direct wave signal s, (t) determined from the metal sheet
calibration from each A-scan of the data.

® The weighted average of a set of numbergn=1,...,N) given the weighta¥, (n=1,...,N) is defined as

N

3 (Wix,) /3w,

n=1
If all weights are set equal, the weighted average reduces to the mean.
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Step 2: Alignment of the ground reflection signal to compensate for the effect of
varying antenna height above the ground surface (either due to topography or
antenna movement by hand). As a reference for the alignment a zero-crossing
of the ground reflection signal is usékpending on the expected depth of the
target, a bias may have to be added to each A-scan to ensure that the reference
zero-crossing occurs before the arrigélthe target response signal. After the
alignment, this bias is subtracted again.

Step 3: Application of conventional moving average background subtraction (MA-BS)
on the output data of step 2 using a small averaging window to locate targets
and other anomalies. The window width should be chosen such that little
horizontal smearing occurs.

Step 4: Computation of the envelope of each A-scan of the output data of step 3 using
the Hilbert transform. The envelope representg tinstantaneous amplitude and
essentially measures the reflectivijrength, which is proportional to the
square root of the total energy of signal at an instant in time (Yilmaz, 1987,
p. 484).

Step 5: Repetition of the moving average background subtraction on the output data of
step 2 but this time using a large averaging window and weighted averaging,
the weights for which are estimated from the output data of step 4. The weight
W, (t,) applied to the™ data sample of thé" A-scan is computed as the ratio
of the total instantaneous amplitudethin the averaging window over the
instantaneous amplitude associated with the data sample, i.e.

Y Alt)
Wn(ti):% (ne window), (4.22)

where A (t) (k= A-scan number) denotes iastaneous amplitude. Equation
(4.22) assigns large weightis data samples with small contribution to the
total instantaneous amplitude within @neeraging window, i.e. they are treated
as background. In contrast, smaller wesghte assigned to data samples that
have a significant contribution to the total instantaneous amplitude within the
averaging window, i.e. they are treatad an anomaly. As a result of the
weights less smearing occurs duritfie background subtraction and the
amplitude and the shape of the &trgesponse signal is retained.

This procedure can also be implementedmasterative procedure in which the background
subtraction result of the pres iteration is used to compute the weights for the current
iteration.

Let us return to the previous synthetic epéento demonstrate the improvement achieved by
using weights in the averaging processingsthe small window result of figure 4.9d to
compute the weights for the weighted backgrd subtraction yields the B-scan shown in
figure 4.10. Comparison with the original diffte hyperbola of figure 4.9a demonstrates
that the WMA-BS managed to recover both thebktode and the shape of the target response
signal in all A-scans.
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Figure 4.10: WMA-BS applied to the B-scan of figure 4.9b. The displayed A-scan is from the center
of the B-scan. Comparison with figure 4.9a shoves the amplitude and shape of the target response
signal are accurately recovered inAdscans of the diffraction hyperbola.

Another example of WMA-BS is given in figei 4.11 detailing the various processing steps,
from the initial B-scan to the final backgroungbgraction result. The data, showing the co-
polar response of a circular EPS (ExpandablgsBaene) disk buried 5 cm deep in dry sand,
has been acquired with the IRCTR video impua@R. Note that the direct wave signal

dominates over the ground reflection signal, whickurn dominates over the target response
signal. More precisely, the pead-peak amplitude of the targetsponse signal at the apex of

the hyperbola is as low as —24 dB with respedhe direct wave signal, which gives an idea
of the importance and challengea good background subtraction.

For comparison, figure 4.12 shows the mudierinr background subtraction result obtained
by a conventional MA-BS. Foconsistency, the latter us¢kde same window width as the
weighted background subtraction of the WNS. While the converdnal approach gives

rise to residuals of both thdirect wave signal and theaymd reflection signal, as well as
smears out the target response signal inighbering A-scans, the WMA-BS is able to
reduce these effects considerably.
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Figure 4.11: lllustration of the various processing séegf WMA-BS using data acquired over a
buried EPS disk: (a) Data after DC offset and nogskiction, (b) after theubtraction of the direct
wave signal, (c) after the alignment of the grousftection signal, (d) after MA-BS with a small
averaging window, (e) after Hilbert transformati@i after the weighted background subtraction. The
displayed A-scans are those at the apex of thettaegponse hyperbola. Thieping reflection events
at the lower corners of the B-scans are causdabebgidewalls of the sandbox in which the data were
acquired.
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Figure 4.12: The inferior background subtraction resultaibed by applying conventional MA-BS to
the B-scan of figure 4.11a. The MA-BS used fame window width as the weighted background
subtraction, which yielded ¢hB-scan of figure 4.11f.

4.3.3 Target frametransformation

The target frame transformation algorithm is closely related to the physics of backscattering
from an elongated target and hence this will be our starting point for explaining what the
algorithm does and how it works. Since the ¢arigame transformain involves coordinate
transformations that are carried out in tlilequency-domain, the backscattering is best
described using the tagtransfer function.

In contrast to the target transfer function of a rotationally symmetric target, which may be
represented as a scalar function such as eq. (@¥). (2.28), the targétansfer function of
an elongated target is a matrix

”*“’):{Ht,w(m H,,, (0)

(Astanin and Kostylev, 1997, p.111), whose offgdiaal elements account for depolarization,
I.e. cross-polar components in the backscatteedd. fin analogy to thecalar target transfer
function, the target transfer funati matrix relates the electric field that is incident on the
target to the backscattered fielH® according to the frequency-domain convolutional
scattering model oéqg. (2.10). Note thaH, , (0)=H, , (») as a result of reciprocity (Ulaby
and Elachi, 1990), i.e. the target tséar function maixk is symmetric.

(4.23)

An important property of the target transfanttion matrix is that its elements depend on the
reference frame in which the scattering is analyzed. In polarimetric GPR measurements, this
reference frame is naturallyefined by the two orthogondihear polarizations, which are
radiated and received. In the following, thiserence frame will be diad the antenna frame.

When the antenna system of the GPR rotates with respect to the target, the antenna frame
rotates with it and difient matrix elements apply.hlis, the measured target response
becomes a function of the orientation of the antenna system with respect to the target. Clearly,
for target identification an onmation dependent target responsenot very useful. In this

case, it is necessary to analyze the scattering not in the antenna frame, but in a reference frame
that is intrinsic to the target. This reference frame, called the target frame, is defined by the
two natural polarization of thiarget, which are orthogonal éach other, though both may be
elliptical. In the case of an elongated target, the natural polarizations are approximately linear
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and coincide with the long and short axistlod target. When the incident and backscattered
fields are expressed in termstbé two natural target polarizations, the target transfer function

matrix is diagonal, i.e.
wooy_|M(0) O

where the superscript TF is used to specify the target fram@.afad)) 2L7»2(m)‘ is assumed.
Accordingly, if the incident field is polarized parallel to one of the natural target polarizations,
no cross-polar field will be scattered. This is precisely what makes the target frame so special.
The natural polarization that is associated wiif{m) corresponds to the preferred natural
polarization, which defines the gferential (long) scattering axisf the target. The target
transfer function matrix in the target frame itated to the target transfer function matrix in

the antenna frame through the &trffame transfonation, which is

H (w)=V'H, (0)V , (4.25)

where the columns of are simply the polarization vectors and v, describing the two
natural polarizations of the target. Note thdt'=V'™ as a result of the two natural
polarizations being orthogonal to each otherM.&s a complex orthogonal matrix.

Now that the target frame transfation is defined, teus take a look at how we can apply it

to scattering matrices measured with a polarimetric deming GPR system. For this purpose, we
first need to define hardware models for aapohetric transmitter and polarimetric receiver.

Such models may be obtained from simple gdizatéons of the point source/receiver models
given by egs. (4.2) an@.3), namely from replacinthe polarization vectors,, and ug, Of

the transmitting and receiving antennasalpolarization matrix as follows:

10
Upy = Ugy = o 1| (4.26)

Note that the hardware models thus obtained represent an idealized polarimetric GPR system
since the two transmitting channels are assumed to exhibit identical radiation characteristics
and the two receiving channels identical rea@ptharacteristics. In practice, any differences

in these characteristics need to be carefully compensated for, as will be discussed in more
detail later on in the text.

Based on these polarimetritcransmitter/receiver modelsand the frequency-domain
convolutional scattering modedf eq. (2.10), the measuregblarimetric backscattering
response of a buried elongatadget may be written as

_ Tg—)&C (hRX ' d )Taeg —i(Kohgx +kohrx +2kd)
St(XRX’w)_2\/E(th+d)(th+d)Ht(w)W(O))e , (4.27)

where S, (X4, ®) is the scattering matrix whose elents are the target response signals
measured for the four possible transmittnegeiving polarization combinations, i.e.

S (XRX ’03) Sxy (XRX ’(0)

St(XRX’(D): S,yX(XRX ,(0) S,W(XRX ’(D)

(4.28)
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and W (o) refers to the effective radiated waveform in the frequency-domain. Note that since
the target transfer function matrid, (w) is symmetric, the same holds for the measured
scattering matrixS, ( Xy, ®).

If we now apply the target frame transformatidinectly to the measured scattering matrix
S, (Xgy, ®), We obtain

ST (X 9) = VTS, (X O)V

_ T@]—ﬂalC (hRX ' d )Ta—>g 7\’1 (O‘)) 0 —i(Kohgy +kohrx+2kid)
‘M(mm)(mm)[ 0 xz(u»}w("’)e (4.29)

1 o)

which is the diagonal scattering matrix thabuld have been measured if the GPR had
radiated and received the two natural polarizations of the target, i.e.

Uy =Uny =[V, V,]=V. (4.30)

Accordingly, the scattering matrix in the target fraiBE (Xxy,®) is independent of the
orientation of the target with respect to the antenna frame and hence well suited for target
identification.

The question that remains to be answesduow can we find the polarization vectors and
v, describing the two natural polarizations of the target. The answer follows from rewriting
eg. (4.29) as

V|:K1(m) 0

0 K, ((O):|:St(xRx,(o)V , (4.31)

demonstrating thav, and v, are in fact the complex eigenvectors of the measured scattering
matrix S, (Xgy, ®), andK, (o) andK, (o) are its complex eigenvalues.

For a pulsed (time-domain) polarimetric GPRsteyn the complete processing sequence to
obtain an orientatiomdependent target response goes as follows:

1) Combine the target response Signgls (Xgx t), S (Xex:t), Sy (Xex t) and
S,y (Xrx,t) measured for the four differeritansmitting-receiving polarization
combinations into the time-domain scattering matrix in the antenna frame

S, (Xxst)-

2) Transform s (xgx.t) to the frequency-domain tobtain the frequency-domain
scattering matrix in the antenna fraiBg X, , ®).

3) DiagonalizeS, (Xzy, ®), i.e. find its two eigenvalueK, (o) andK, (®).

4) TransformK, (») and K, (w) back to the time-domain to obtain the time-domain
scattering matrix in the target fransg (X, t).

It is important to understand that the tarfyatme transformation iprinciple only applies
to backscattering, i.e. a monostatic coufagion, since the symmetry property of the
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backscattering matrixS, (X, ®) is necessary to ensure that its eigenvectors are
orthogonal and hence specify the naturalappations of the t@et. A non-symmetric
scattering matrix obtained from a bistatanfiguration may be diamnalizable, however its
eigenvectors will not be orthogonal and hence are not related to the target frame.

To give an example of target frame transfation, in the following results from analyzing
polarimetric data of a buried metal tubejaiced with the IRCTR video impulse GPR are
presented. The metal tube, showrigure 4.13, has a length of 11 cm, a diameter of 2 cm
and was buried 10 cm deep in dry sand. polarimetric inform#on was obtained by
acquiring data for two oriertians of the antenna systeone rotated 90 degrees from the
other, yielding a total of four B-scans (two-polar and two css-polar ones). This was
done for two different orientationsf the metal tube. The first on&tion, specified as
0 degrees, corresponds to the situation where the larigp of the tube lies parallel to the
axis of the antenna frame, ane tbecond orientation, specified4tsdegrees, corresponds
to the situation where the long axis of the tube lies at 45 degrees betweaemtheaxis

of the antenna frame.

The polarimetric data for each orientation of tibe was then processed as follows. After
initial DC offset correction and noiseltéring, the background in each B-scan was
removed using a two-iteration WMA-B\ext, the target response sign&tg(xﬁt),

Sty (1)1 Sy (), st'w(tz) for transmitting antenna positions right above the middle of the
metal tube were combined into the scattering madrix), as illustrated in figure 4.14.
The scattering matrices thabtained for the two different ientations of the metal tube
are compared in figure 4.15. As expected,

e the two scattering matrices are different (demonstrating the need for target frame
transformation)

e the scattering matrices are symmetric

e the cross-polar elements, (t)and s, (t) vanish for the tube orientation Of
degrees.

The latter observation indicates tHat the tube orientation d degrees the antenna frame
coincides with the target frame. Hence, target frame transformation of the scattering matrix
for the tube orientation o5 degrees should produce the scattering matrix for the tube
orientation of0 degrees. That this is actually the case is shown in figure 4.16, demonstrating
that target frame transformation is capablepafviding an orient@gon independent target
response.

These are very good results, yet they do not gigectimplete picture. In practice, it is highly
likely that when working with a “quasi-monostdtiantenna configuration such as that of the
IRCTR video impulse GPR, there will be problems due to time offsets between the four target
response signals that are combii&d the scattering matrix. These time offsets are caused by
small differences in, e.g., lengtii the connecting cables, but alsp differences in length of

the propagation paths to and from the target. fireesource of error cahe corrected for by
calibration of the receiving channels and in fact, the target frame transformation example
shown in figure 4.16 is the result of suctcaibration, i.e. the timing in the cross-polar
receiving channel was adjusted until the leshsformation resulivas obtained. From the
calibration, it was learned that time offsets aslfas 50 ps degradeghransformation result
noticeably. This is what makes the secondrse of error a serious limitation, because we
have no good handle on it. To ensure thatpghapagation paths hawexqual length in the
experiment with the metalube, it was decided to combine the target response signals
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measured with the transmitting antenna rigi\ee the middle of the tube. This was possible
because the data were acquinech controlled indoor laboratprenvironment (described in

more detail in chapter 5), wheeaccurate knowledge of both thedtion of the metal tube and

the position of the antenna system was available. In a real measurement scenario this will not
be possible because obviously the exacttiosaof the target is unknown and antenna
positioning may be less accurate. Even if datacguired on a very dense grid to determine

the exact location of the target, it is unlikely that the target frame transformation result will be
of the same quality as the one presented.

A workaround to this timing problem is to onlpmy the target frame transformation to the
amplitude spectrum of the measdrscattering matrix, i.e. toeglect the phase information,
which is useful if the analysis of the targesponse continues in the frequency-domain. This
concept was demonstrated with success Hayinelli and Roth (2003) who used the
eigenvalues and the eigenvectors of the amplitude spectrum of the scattering matrix to
determine the linearity and the orientation of targets.

Figure 4.13: The metal tube used in the target frame transformation example.
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plan view

Figure 4.14: lllustration of how the target response sithmeasured by the IRCTR video impulse
GPR are combined into the time-domain scattering mat(by. Each rectangle represents the antenna
system, consisting of a transmitting antenna andréeeiving loops (see figure 4.2), for one of the

two antenna orientations for which data wergua@d. The long arrow indates the position and the
polarization of the transmitting antenna ane simall arrows indicate the positions and the
polarizations of the recéing loops. The displayexdandy coordinate axes are those of the antenna
frame.

S S S S

T,XX Xy 1,yx tyy
! . T T l
—— 0Odegrees | ' |
100 45 degrees | [ 1 I 'i 1 I
200 1 - | 1 - | |
’8\_ ' | !' |
o 300F j 1 - 1 - 1 - ( 1
QO. .\1 Il ! (
W 400t ( || ! 1 . )
= / 1
SIS N N N IS R
=1
E 600} S ! ]
8 700 k S ] \ ) _&. |
£ § ( ) ?
~ oo} 1 l ) 1 ( |
900 f ( l z {
( | t. g
1000 | ) ] t | ] t ! 1 .
-12 0 12 -12 0 12 -12 0 12 -12 0 12
amplitude amplitude amplitude amplitude

Figure 4.15: Comparison of the time-domain scattering matriggs) obtained for the two
orientations of the metal tube (depth of burial: 10 cm).
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Figure 4.16: Results of transforming, (t) for the tube orientation ef5 degrees into the target frame.

4.4  Deconvolution and Target Characterization

441 General

After preprocessing, the@rget response signal (xxy t) at the apex of the target response
hyperbola can be further procedde determine target characteristics, which in turn provide
information on the likely identity of the target. Examples of such characteristics are the outer
dimensions of the target, the target permittivity and the target depth. This section explains
how the target characterization procedurediane wave backscattering (sections 2.2.4 and
3.2) can be used with some modificationg$timate target characteristics from the extracted
target response signal.

The first step is to fit the target pnse signal with an impulse response model
approximating the scattering behavior of thegéd to be identified. The fitting is achieved
through subset selection deconvolution of éfiective radiated waverm, determined from
the metal sheet calibration, from the targetpmmse signal, thereby yielding an impulse
responsen(t), which satisfies

S, (Xax )= (1) ® W(t) . (4.32)

The impulse responsk(t) consists of a fixed number dffferentiation operators, the exact
number of which is determined by the particular type of minelike target that is being assumed.
A list of possible parameterizations for(t) and their relation to target characteristics is
given in section 4.4.2.

Once the impulse responsgt) has been estimated by subsetection deconvolution, its
parameterization is used to invert for targeesie.g. the target cross-section, or for target
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material properties (dielectric minelike targets only), e.g. the relative permittivity of the
target. As in the target characterizatiorogadure for plane wave backscattering, for a
dielectric minelike target the inversion is subject to ambiguity since the size and the material
properties of the target arahierently unresolved. Accordingly, it is only possible to infer
possible combinations of target characteristics. As before, this is achieved by specifying
generic target material properties in theersion for targesize and vice versa.

As an alternative to inversion, the paeters of the estimed impulse responsie(t) may be

used as features in a classification schemeshésvn in chapters 2 and 3, differences in target
size have a proportional effeoh the impulse response paraens (see, e.g., figure 2.16),
making it possible, in principle, to distingbi®etween targets. Note, however, that since the
impulse response parameters alepend on antenna height, targepth and contrast (or soil
properties for that matter), it is important that the classification rules take these dependencies
into account or use feature comtionas that are invariant to theegactors, e.g. the length of

the impulse response. Due taese reasons, feature based taoigssification is difficult to
implement and has not been attempted in this thesis.

For either target identification approach (irsien or feature basedassification), knowledge
of antenna heightas well as target depth is requirdthe antenna height follows directly
from the arrival time of the ground reflection sigrand the target depth can be computed
from the difference between the arrival timetloé ground reflection signal and that of the
target response signal. Whereas the arrival tifrhe target response signal is estimated as
part of the impulse response estimation, thevalrtime of the ground reflection signal needs
to be estimated from a separaebset selection deconvoluti of the effective radiated
waveform from the background signal (excluding threct wave signal)Alternatively, the
arrival time of the ground reflection signal ynee found from simpleross-correlation of
these two signals. Subsetesion deconvolution has the adtage of providing additional
information on reflection stretig, which may be tated to the permittivity of the ground.

If the GPR is part of a multi-sensor system, the target depth information obtained like this
may also be used to evaluate the informapoovided by the other sensors. As an example,
let us consider the combination with an iné camera. The depth range of operation of an
infrared camera is limited to sade-laid targets and targetsathare buried flush with the
ground (Cremer, 2003). Hence the GPR depth estinzatde used to determine whether the
target should or should not albe visible in the infrared imageThis additional information

is extremely useful to reinforce agreeing GPR and infrared detections and to correctly
interpret GPR-only detections. For example, a surface-laid GPR-only detection is likely to be
a false alarm. A deep GPR-gntletection however should nbe discredited unless other
target information allows us to do so.

4.4.2 Impulseresponse modelsand their relation to target characteristics

As before, the subset sdien deconvolution requires a prianformation on the specific

form of the impulse responge(t) to be estimated. Which forto choose depends on the

type of minelike target that is considered to represent the scattering behavior of the target to
be characterized. In chapters 2 and 3 a nuroberinelike targets have been introduced and

® Since the vertical offset between the transmitting antenna and the receiving antenna is constant, the heights of
both antennas are fully determined by that of the receiving antennla,,i.edencejn thisthesis antenna
height alwaysrefersto hg, .
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models for their target imps# responses have been el The general procedure for
finding appropriate pameterizations foh(t) is to substitute these target impulse response
models into the convolutional GPR models $orface-laid and buried nefike targets, eqs.

(4.13) and (4.18), and compare tfesulting equations with e@t.32). The pamaeterizations

that follow are specified below. Note that these parameterizations are very similar to the ones
presented in chapters 2 and 3 for the cafsplane wave backscattering, where no GPR
hardware is considered.

The circular metal disk
The target impulse responsk, (t) of a circular metal diskis given by eq. (2.31).

Accordingly, an appropriate parategzation for the impulse respondg(t) is one that
consists of one differgiation operator, i.e.

h(t)=hd(t-1,) . (4.33)
For a surface-laid metal disk, the coefficiéntand the time shift parametey are
S
h =- 1 = (4.34a)
21 (he +d) (M +d) ©
7y =Tt +2d +th tad (4.34b)

whereas for a buried metal disk,

_ Tg—>a€(hRX’d)Ta—>g i
T 2n (N + ) (i +0)

(4.35a)

7=ty 2d (4.35h)
c ]

Remember that the depdiof a surface-laid targét negative by convention.
The homogeneous circular dielectric disk

The target impulse response(t)of a homogeneous circular déetric disk is given by eq.
(2.23), suggesting the parameterization

h(t)=hd(t—7,)+hd(t-7,). (4.36)

Note that this parameterizatios only applicable when the dis& buried since eq. (2.23) has
been derived from the Born approximation, whiglstrongly violated when the host medium
is air, despite the phenomenalma modifications that haveeen introduced. The impulse
response parameters are

— Tg—>a€(hRX’d)Ta_)g ﬁ
F T By 4 d)(hy +d) & (4.37a)

fl=—hRX thy 2 : (4.37D)
c A
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h,=-Th,, (4.37c)
7, =T1+A . (4.37d)
vy

Thecircular dielectric disk containing a thin air gap or a small piece of metal

When the circular dielectric disk contains an air gap or a small piece of metal, its target
impulse response is given by egs. (3.2L22). Accordingly, the parameterization fb(t)
consists of two single and odeuble differentiation operator, i.e.

h(t)=hd(t-7,)+hd(t—7,)+ hd(t-7,) . (4.38)

Here, the impulse sponse parametets & 7, andh, & 7, relate to scattering from the disk
body and are again given leg. (4.37). The parametels & t,, describing the scattering
from the air gap/metal piece, are

Tg—>a§(hRX’d)Ta—>g 1

T (i rd) (s ) @ o
T, :rl+%i . (4.39b)

As for the homogeneous circular dielectrickdighis parameterization is only valid when the
disk is buried.

The small metal sphere

The target impulse responde (t) of a small metal spheris given by eq. (3.16). The
parameterization foh(t) that follows consists of a omuble differentiation operator, i.e.

h(t)=hd(t-7,) (4.40)
For a surface-laid sphere, the coeffici&ntand the time shift parametey are
9 V,
h,=- =, 4.41a
b 8r(hg +d)(hy +d) C (4.412)
Tl:w , (4.41b)

whereas for a buried sphere,

_ 9Tg—>a€(hRX’d)Ta—>g &
b8y +d)(hy +d) V]

(4.423a)

g =Tcthn 20 (4.42b)
c v,
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45 Discussion

This chapter introduced point source/receiver models and preprocessing algorithms that make
the convolutional scattering mddeand the target characteation procedure presented in
chapters 2 and 3 applicable to GPR data, thus opening the possibility to characterize a disk-
shaped minelike target based on a single A-scan.

The presented point source/reegi models were easily inqoyrated into the time-domain
convolutional scattering modelerived in chapter 2. The rdsng convolutional models for

the GPR response of a surface-laid or burnadelike target constite one of the main
contributions of this thesis, since they eg@nt the first convolutional GPR models, which
give closed-form expressions for all composeat the GPR chain, i.e. the hardware, the
propagation to and from the targehd the target impulse resporisa. useful property of
these convolutional GPR models is that tlaeliation characteristics of the transmitting
antenna and the reception characteristics efréteiver chain are conveniently expressed
through a single term, namely the effective radiated waveform, which can be estimated
accurately and fast using the presented metal sheet calibration procedure.

The point receiver model also allowed us to folae an A-scan model, which represents the
various signal components thaintribute to a meased A-scan. These atlee target response
signal, which for backscattering along thetwal is described byhe derived convolutional

GPR models, the direct wavsignal, the clutter signaland noise. Prior to target
characterization, all signal components otliean the target response signal should be
removed from the GPR data. It was shown thist ha very challenging preprocessing task,
especially removing the diregtave signal and the ground esgtion signal. Since these two
signals dominate over the targesponse signal, it is importatitat they are removed well,

albeit without changing the amplitude and shapéhe target response signal, as this would
render any target characterization attempt useless. In this respect, the weighted moving
average background subtraction (WMA-B®chnique proved superior performance over
other commonly used background subtractechhiques. The WMA-BS technique does not
require straight-line data @uisition or a constant spdtisampling between A-scans and
hence may well be used wittandheld demining GPR systems. Since background subtraction

is also required in many other GPR applications, e.g. locating buried utilities, the WMA-BS
technique can be considered a very usefulrdmrton to GPR data pcessing in general.

Note, however, that when the GPR data are acquired with the antennas close to or on the
ground, the first step of the algorithm, i.e. sabtion of the direct wave signal, needs to be
omitted because then the coupling betwele transmitting and the receiving antenna
depends on the ground properties.

The target characterization procedure itself operates only on the A-scan at the apex of the
target response hyperbola, an approach thaatentially very attracte for use with handheld
demining GPR systems, where accurate antgustion information is unavailable. The
procedure works in the same manner as the target characterization procedure for plane wave
backscattering introduced in chapters 2 anide3 subset selection deconvolution followed by

an inversion of the estimated impulse response.

The discussion on the target frame transformation may be considered a little side step, as this
thesis is mostly concerned with rotationally symmetric targets. Still, it becomes an important
issue when dealing with targets having a prefiaiescattering axis sge their target response

" This is somewhat ironic, considering the basic form of these convolutional GPR models.
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varies with orientation. Hence, measuring tak scattering matrixand transforming it into

the target frame is essential to the correct identification of such targets. The target frame
transformation examples of the buried metabe demonstrated that an orientation
independent target response t@nobtained from polarimetritata acquired with the IRCTR
video impulse GPR. Neviheless, despite its seeming straightforwardness, routine application
of target frame transformatiols a non-trivial task simply drause the co- and cross-polar
components of the scattered diedlre measured at two distinetceiver positions. Hence, even
after careful calibration of the receiving cimels, small offsets itime remain a problem
when combining target respons@nals measured by the diféat receiving loops into a
scattering matrix. This problean be avoided by applyirigrget frame transformation only

to the amplitude spectrum of the scattering matrix in which case timing becomes irrelevant.

This chapter completes the theoretical part of this thesis and we now have a set of tools
consisting of

e a metal sheet calibratiggrocedure (section 4.2.4)

e data preprocessinggarithms (section 4.3)

e atarget characterization procedure (section 4.4)

which together can be used to determine the@izbe material proptes of a circular disk-
shaped minelike target from GPR data and estimate its depth of burial. The following chapter
describes laboratory measurements with BRETR video impulse GPR that were carried out

to further validate these tools and determine the accuracy with which target characteristics and
depth can be estimated.



CHAPTER 5

EXPERIMENTAL RESULTSAND VALIDATION

This chapter presents the results of a series of GPR experiments, which was designed to
evaluate the performance of the target charaetgon procedure presented in the previous
chapter (section 4.4) and validate the coanttohal GPR model®n which it is founded.

These experiments are complementary to the FDTD results presented in chapters 2 and 3,
which already demonstrated that in principle it is possible to characterize a buried minelike
target very accurately from its backscatigriresponse. The test conditions for the
experimental validation, however, are muchrenohallenging since the performance of the
target characterization procedure does not cglbte to the soundnesstbie procedure itself

but also depends on the quality of the radar calibration and that of the GPR data after
preprocessing, i.e. the level olutter and noise that coultbt be removed. In addition, the
characterization procedure now relies on antenna height and target depth estimates, which are
determined from the arrivéilmes of the ground reflecticand the target response.

The experiments were carried out withe thRCTR video impulse GPR at an indoor
experimental facility, where dat@ere acquired over a setsirface-laid and buried minelike

test targets. The test targets included a circular metal disk, two small metal spheres, a set of
four differently-sized circulaéPS (Expandable Polystyrene) disks, and a set of three circular
Teflon disks with and without internal structurThe reason for working with these targets
rather than mine simulants used in othene detection research (Fortuny-Guascél, 2001)

was that they were readily ailable and with precisely knowsize and mateai properties.
Knowledge of these properties important in two ways. Firsto have a reference against
which the output of the target characterizajwacedure can be compared, and second, to be
able to specify the generic material properties, which are required in the inversion for target
size.

The chapter is divided into three sectionsctin 5.1 describes thetdaacquisition including
information about the experimetfacility, a detaileddescription of the test targets and an
overview of the data acquisiti parameters. The acquired datare analyzed using the
preprocessing algorithms and the target charaettion procedure dediged in sections 4.3
and 4.4, respectively, the results of which piresented in section 5.2. The presented results
include examples of targeesponses after preprocessisgbset selection deconvolution
results and inversion results. &bverall performance of the target characterization procedure
is summarized in section 5.3.

For convenience, the wording of thisaghter will not distinguish between the get
response, i.e. the scattered field, and ttaeget response signal, i.e. the signal
produced by the scattered field, since this chapter deals exclusively with GPR data.

51  DataAcquisition

5.1.1 Description of the experimental facility

The data were acquired at timeloor experimental facility shawin figure 5.1 consisting of a
2.5 m by 2.5 m sandbox made ofywbod and a computer controlleely-z scanner for sub-
millimeter accurat@ntenna positioning.
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The sandbox is filled with fine digand. Its relative dielectric permittivity in the frequency
range of 0.5-3.0 GHz was estited from laboratory coaxialvaveguide measurements
(Gorriti, 2004), the results of which are shrow figure 5.2. As expected for dry sargl, is
fairly constant over the mea®d frequency band with losselose to zero. The small
permittivity “jumps” are likely a result of samplahomogeneities in the form of air gaps.
Averaging over frequency yields a permittivity estimatesof 2.58-i 0.04%. Based on this
estimate, it is reasonable to treat the sarallassless host medium. For comparison, the sand
permittivity was also estimated frothe magnitude of the ground reflection signal in the GPR
data, which, negleing losses, gave, =2.6. All inversion results presented in this chapter
have been obtained with this real value for the sand permittivity.

Figure5.1: The indoor experimental facility.
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Figure5.2: Laboratory estimates of the real (energyage) and the imaginary (energy dissipation)
part of the relative dielectric permittivity of the sand at the experimental facility.
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512 Description of the test targets and burial conditions

Based on their material compositione tiest targets form three groups:
e Metal targets
e Expandable Polystyrene (EPS) disks
e Teflon disks.

The metal targets (figure 5.3) include a circuteetal disk and two sall metal spheres. The
metal disk has the same dimensionsviesal Disk 1 whose response has been simulated by
FDTD (see section 2.3), and accordingly is refiri@ by that same teel. The small metal
spheres — hereinafteeferred to adletal Sphere 1 andMetal Shere 2 — have a radius of 0.8
and 0.95 cm, respectively.

The EPS disks (figure 5.4)hereinafter referred to &PS Disk 1 through4 - have a radius
between 4 and 6.25 cm, and a heigheither 3.8 or 4.8 cm. The disks have been cut out of
sheets of Expandable Polystyrene having a relative dielectric permittiviy 6f1 and
negligible losses as indicated by its low loss tangand< 5*10° (BASF, 2001).
Consequently, the EPS disks can be treatdmbamgeneous dielectric disks with no losses.

The three Teflon disks (figure 5.5)hereinafter referred to dsflon Disk 1 through3 - were
used to study the effect of imtel target structure on the targesponse. All three disks have
a radius of 5 cm and a height4 cm but differ internallyTeflon Disk 1 is solid, Teflon Disk

2 contains a thin circular air gap,(=50.3 cnix 1cn, |, =1.5 cm), andTeflon Disk 3 has a
small cylindrical metal insert\{ =2.7 cni, |, =0.75 crr). Teflon has very well-defined
electrical properties and is known for its abhdrequency independemglative dielectric
permittivity of €, = 2.1 and its small loss tangertand < 2*10* (Von Hippel, 1954, p.332).

The material compositions, shapes and sizedl ¢ést targets are summarized in table 5.1.

Data were acquired for several different targepths. In general, each test target was
considered both surface-laid and when buried 5 cm deep with the exception of the EPS disks,
which were only considered buried. FEPS Disk 1 additional data weracquired for a burial

depth of 10 cm for which the ground reflectiamdahe target responsee separated in time.

For the buriedMetal Disk 1, measurements were only done tianget depths of 10 and 15 cm

in order to avoid its target sponse being “polluted” by sing multiple reflections between

the target and the sand surface.

To avoid ambiguities due tonknown burial conditions, great eawas taken when burying

the targets. First, a bucket without bottomswmushed into the sand poovide side support

while digging a hole. The target was then placed into the hole and a level was used to ensure
that it is not tilted. Next, the target was covered by sand and the bucket removed slowly. After
burial, the sand was flattened by sweeping the edge of a large metal plate across the sand
surface. The actual target depths measured by sticking deuinto the sand until it touched

the target. The depth was measured after @Bfa had been acquitéo avoid additional
disturbance of the sand. In all cases the attmgét depths differednly by a few millimeters

from the anticipated target depths.
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Figure 5.3: The metal targets.

Figure 5.4: The Expandable Polystyrene disks.

Figure5.5: The Teflon disks. The small metal cylinder can be insertedifton Disk 1, which is
then referred to abeflon Disk 3.
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Table 5.1: Description of the test targets.

Outer Dimensions

Target Name Material Composition Shape

radius  heightl aspect

[cm] [cm] ratio
Metal Disk 1 metal circular disk 5.0 4.0 1.25
Meta Sphere 1 metal sphere 0.8 n/a n/a
Metal Sphere 2 metal sphere 0.95 n/a n/a
EPSDisk 1 Expandable Polystyrene circular disk 5.0 3.8 1.32
EPSDisk 2 Expandable Polystyrene circular disk 5.0 4.8 1.04
EPSDisk 3 Expandable Polystyrene circular disk 4.0 3.8 1.05
EPSDisk 4 Expandable Polystyrene circular disk 6.25 4.8 1.30
Teflon Disk 1 Teflon circular disk 5.0 4.0 1.25
Teflon Disk 2 Teflon with thin air gap circular disk 5.0 4.0 1.25
Teflon Disk 3 Teflon with small metal insert circular disk 5.0 4.0 1.25

" Ratio of the radius over the height.

5.1.3 Dataacquisition procedure and parameters

The data were acquired withe IRCTR video impulse GPRegsented in section 4.1.2 using
the procedure illustrated in figure 5.6.

For each target, a 1.1 m long B-scan traversiagcénter of the target was taken in step mode
along thex-direction of the scanner with a spatial sampling intervalof 1 cm between A-

scans. The A-scans were acquired gisan 7 ns time window of 1024 time samples
corresponding to a time sampling intervatl of approximately 6.§s. Stacking of 128 was
applied to each A-scan sample to reduce randoise. For buried targetB;scans were taken

at two antenna heights, namely 15 cm and 20fonsurface-laid targets, an antenna height of

25 cm was chosen. Since all test targets degionally symmetric, onlpne orientation of the
antenna system was considered, namely the one in which the transmitting antenna radiates a
y-polarized wave. All examples and results presented in this chapter refer to the data acquired
with the co-polar receiving loop of the antenna system.

The experiments were carried out over sdvelays. Hence, to avoid degradation of
performance due to system instabilities, the IRCTR video impulse GPR was calibrated on
every measurement day using theqadure described in section 4.2.4.
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scan direction

O
he = 15cm, 20 cmor 25 cm
air
sand d= 5cm, 10 cm, 15 cn
e =2.6 or surface-laid

re e target

Figure5.6: lllustration of the measurement procedure.

5.2 Data Analysis

521 General

The acquired data were proceadsesing the algorithms presented in sections 4.3 and 4.4. This
included DC offset correction, noise redoati background subtraction, subset selection
deconvolution, antenna heightdatarget depth estimation, ana/ersion for target size and
material propertie (EPS disks only).

In the following sections, the results of the analysis are presented and illustrated by selected
data examples. The results are presented bgttange, since this was found most suitable for
elucidating target specific scattering behavior. But before going over to the results, some
general remarks concerning &tgets are discussed below.

Since the scattering models underlying ttagget characterization procedure apply to
backscattering along the verticainly the target response atthpex of the target response
hyperbola was analyzed. To give an idedoiv the target response changes away from the
apex, figure 5.7 shows the responseMatal Disk 1, in this case buried 10 cm deep, for
increasing distances (0 to 15 kifmom the apex of the targeésponse hyperbola measured
using an antenna height of 15 cm. For theppse of comparison, the responses have been
aligned (figure 5.7a) andormalized with respect to thegak-to-peak amplitude (figure 5.7b).
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We see that the shape of theget response is hardly chadgas the distance from the apex
increases, while its magnitude experiences a rapid decay down to less than half of its value at
the apex. This is to be expected, since at the air-sand interface the radiated wave is refracted
towards and the scattered wave away fromvirtical, thus makinghe wave propagation

along vertical the dominant propagation ie tpround. Another factor, which contributes to

this observation, is that any receiving antehaa a tendency to average the scattered field
over its aperture. In conclusion, the exampledaths that the targetsponse away from the

apex carries little additional target infornmati The extraction of this additional target
information is complicated by ¢éhfact that any observed charigghe target response is also

in part due to the non-isotropic radiation aweristics of the transtting antenna. Hence, in

view of target identification, # vertical backscattering respens by far the most important

target response.

Depending on whether a buried or a surface-lgest target was analyzed, different
background subtraction techniguerere used. A two-iteratioWMA-BS (section 4.3.2) with
an initial window of 21 A-scans and a window 31 A-scans for the weighted subtraction
was applied to the datcquired over the buried test targétscontrast, when the test targets
were surface-laid, the background was measure@king a B-scan without the target being
present and then subtracted fridme B-scan measured in theepence of the target. Doing so,
a near-to-perfect isolation dhe target response can be iagkd. Needless to say, this
background subtraction technique carydsé applied in the laboratory.

Despite the careful burial of the targets, saireurbance of the sd could not be avoided
and resulted in clutter, which the WMA-BS svanable to remove. The clutter manifested
itself as additional amplitude peaks before thieval of the actual targeesponse, an example
of which is given in figurés.8a showing the responseERS Disk 1 when buried 5 cm deep
for an antenna height of 15 cm. Besides tiiditeonal amplitude peaks, the sand disturbance
is also likely to cause some distortion of thstfpart of the target response. Consequently, it
was decided to let the subselestion deconvolution algorithm onfit the part of the target
response following its first peak, as illustchts figure 5.8b. Experience showed that the
omission resulted in a less well-posed sulssétction deconvolutiobut nevertheless gave
better impulse response estimatespecially with regard to ¢himpulse response length. The
omission of the first amplitudpeak was not necessary fdietal Disk 1 exhibiting a very
strong target response for whittte distortion becomes negligible.

The inversion of the impulse sponse obtained by subsetestion deconvolution for target
characteristics and target depequires knowledge of the tanna height above the ground.
For all inversions, the antenna height was estimated from the GPR data itself. This was
achieved by estimating the asal time of the ground reflecth with a separate subset
selection deconvolution of theffective radiated waveforimom the ground reflection signal,
an example of which is given in figure 5.9. frmdel the ground reflection signal, the subset
selection deconvolution assumesianpulse response model consigtiof a single spike, i.e.
the impulse response is assuii® have one non-zero coefficient. The ground reflection
signal to which the deconvolution is applies determined as part of the background
subtraction. Note that apart from its use ttneste antenna height, éharrival time of the
ground reflection can be used together witle arrival time of the target response to
determine whether a target is surface-laidbaried, allowing tochoose the appropriate
impulse response parameterization the inversion. Of coursthis was not an objective of
the analysis presented here, but wouldsbefor field operation of the GPR, where no
information on whether the target is surface-laid or buried is available.
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Figure5.7: Response dfletal Disk 1 (d =10 cmé& hg, =15 cm) at various distances
(0, 5, 10 & 15 cn) from the apex of the target response hyperbola:

(a) aligned
(b) aligned and normalized with respect to the peak-to-peak amplitude.
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Figure 5.8: Response dEPSDisk 1 (d =5 cm& hg, =15 cm):
(a) The sand disturbance causes additional ampltedks before the arrival of the actual target

response.
(b) Data fit between the predicted (deconvolutiam) the measured target response. Only the part of
the response between the dashed lines was fitebgubset selection deconvolution algorithm.



EXPERIMENTAL RESULTS AND VALIDATION 119

30 —_—————————
[ [
Lo | measured
201 | ( | predicted |
£ 10} .
‘© ! ," | :
3 oF —A =AY
= I\/\“ | ¥l
o
£ _1ol | ‘ |
E -10 | |
20t ' '
| |
_ | |

100 200 300 400 500 600 700 800 900 1000
time samplesAt = 6.8 ps)

Figure 5.9: Example of deconvolving the effectivedrated waveform from the measured ground
reflection signal (determined as part of thekgmound subtraction). The figure shows the data fit
between the predicted (deconvolution) and thasueed ground reflection signal. The dashed lines
define the part of the signal, which was fit by hbset selection deconvahn algorithm. Note that
the predicted ground reflection also well des@itie reflected antenna ringing (between time
samples 750 and 900). The time shift obtained fromtyiis of deconvolution was used to estimate
the antenna height,, .

522 Metal targets
Circular metal disk

Figure 5.10 gives an example of the responddaél Disk 1, in this case buried 10 cm deep
and measured with an antenna height otidb According to the convolutional GPR model
for buried targets, eq. (4.18), the shape oftrget response is inpendent of the burial
depth and the antenna height. Measuremédotsother depths andfé antenna heights
demonstrated that the shapetloé response is indeed consistiérthe depth is large enough
for the response to be unaffected by multiméections between the target and the sand
surface. The shape consistency is illusttate figure 5.11 showing the response \étal

Disk 1 for various depths and antenna heights. easy comparison, the responses have been
aligned and normalizedith respect to the peak-to-peak amplitude.

The results of applying subset se¢iex deconvolution to the responsesMétal Disk 1 are
listed in table 5.2. The differences the impulse response coefficieh{ can solely be
attributed to the different tae) depths and antenna heighatsl in principle should obey the
spreading term in eq. (4.18), which is

C(hed)
207 (e + ) (e + )

To analyze the ability of the spreading term to predict the chandes the coefficientsh,
from table 5.2 were plotted agairexs). (5.1), the result of whicis shown in figure 5.12. To
make a comparison possible, the coefficigmt@ind the spreading term were normalized with
respect tod =10 cm & h,, =15 cm. From the figure, we see that the spreading term well
predicts the differences ih, that result from changes inr¢eet depth and antenna height.

(5.1)
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The response oMetal Disk 1 is well modeled by an impsg response consisting of one
differentiation operator, as irahited by figure 5.13 showing the deconvolution data fit for the
target response of figure 5.10. This confirms agdhat specular scattering by a circular metal
disk differentiates the waveim of the incident field.

The deconvolution results of t&bb.2 were inverted for targeepth and target size (disk
radius) using the impulse @snse parameterizations of €4s34)-(4.35) and antenna height
estimates obtained from the artfiteme of the ground reflectionThe inversion results thus
obtained are listed in table 5a%d demonstrate a good agreement between the inferred and
the trué values (shown in parenthes). Overall, the inversi results demonstrate that

1) it is possible to infer antenna height, target depth and disk radius with millimeter
accuracy

2) there is a tendency to slightly overestimate the disk radius, especiallyMetan
Disk 1 is surface-laid.

w
o

N
o

=
o

_10 F

amplitude [mV]
o

-30

time [ns]

Figure5.10: Response dfletal Disk 1 (d =10 cm& hgy =15 cm).

! The “true” target depths and antenna heights were measured with a ruler and hence are not entirely free of
measurement error.
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Figure5.11: Comparison of the responses\détal Disk 1 for various depths and antenna heights. The
responses have been aligned and normalized with respect to the peak-to-peak amplitude.

Table5.2: Subset selection deconvolution resultshtatal Disk 1.
Assumed impulse response model: eq. (4.33).

Target Antenna
Depth Height I mpulse Response Parameters

7 Rel.
dicm]  hy [cm] . Error
[+107] samples  [ns]

-4.0 25.0 -50.0 362 2.470 0.12
10.1 14.9 -36.3 460 3.141 0.11
10.1 19.9 -27.0 508 3.469 0.12
15.0 15.0 -31.2 536 3.661 0.14
15.0 20.0 -23.9 583 3.982 0.14

" Surface-laid.
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Figure5.12: Estimates ofh, from table 5.2 (diamonds) versus the spreading term of eq. (5.1)
displayed as a function of target depth andrameheight. For the purpose of comparison, both were
normalized with respect td =10 cmé& hg, =15 cm.
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Figure 5.13: Data fit between the predicted (deconvolutiomdl the measured response of

Metal Disk 1 (d =10 cm& hg, =15 cm). The dashed lines define the part of the response, which was
fit by the deconvolution algorithm. Note that fwedicted response also reasonably describes parts of
the target response outside these limits.
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Table 5.3: Results of the inversion for target size kdetal Disk 1.
Based on eqs. (4.34)-(4.35).

Térsg(:':;?gr:h Ané?ir:ﬁalagr?ht Inversion for Target Size
d[cm] hey [cm] target radius [cm]
-3.3 (-4.0) 24.8 (25.0) 5.8 (5.0)
10.1 (10.1) 15.2 (14.9) 5.3 (5.0)
10.2 (10.1) 20.1 (19.9) 5.2 (5.0)
14.9 (15.0) 15.1 (15.0) 5.4 (5.0)
15.0 (15.0) 19.8 (20.0) 5.4 (5.0)

The values included in parentheses are the true values.

Small metal spheres

Probably the most interesting result of the analysis of the data acquired over the metal spheres
is that their response is stronger when butleth when surface-laid. This is illustrated in

figure 5.14 showing two examples$ the very weak response Metal Sphere 2. The first was
measured with the sphere surface-laid ancatenna height of 25 cm, whereas the second

was measured with the sphere buried 5 cm d@€pan antenna height of 20 cm. Note that in

both cases the total distance between the target and the sphere is the same. The surface-laid
response is of course much cleaner tham lluried response, which contains clutter;
nevertheless, there is a cleadication of the buried response ligstronger. This fact is also
reflected in the subset setion deconvolution results sumnzad in table 5.4, which show

that the buriedVetal Sphere 2 exhibits a larger impak response coefficient .

The explanation of this rather unintuitivesudt is given by eq. (3.13) for the Rayleigh
contrast of a small n@& sphere, which states thatetltontrast is proportional to the
permittivity of the host medium. Ergo, the c@st of the buried ntel sphere is 2.6 times

larger than that of the surface-laid sphere. The larger contrast compensates for the losses that
incur as a result of the transmission ag¢ thir-sand interface and the refraction induced
divergence, resulting in an overall@stger response of the buried sphere.

The response of the spheresvisll modeled by an impulsesponse consisting of one double
differentiation operator, as irchted by figure 5.15a showing the deconvolution data fit for
the surface-laid response lgetal Sohere 2. This confirms that a small sphere differentiates
the waveform of the incident field twice. When buried, the data fit is much worse due to
clutter, as shown in figure 5.15b.

Despite the extremely weak response of thleeses and the ratheroise” data fit obtained
for the buried spheres, the radii of the spBecan be estimatedttv sub-millimete accuracy
using the impulse response paederizations of eqgs. (4.413-42), as demonstrated by the
results of the inversion for target size It table 5.5. The possibility to determine the
radius with such high accuracy stems from thct that the impulseesponse coefficierft, is
proportional to the volume of thelsere. Consequently, a small charnn radius is associated
with a much greater change Im), allowing for a robust estimation of the radius.
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Figure5.14: Response dfletal Sphere 2:
(a) surface-laid &, =25 cm
(b) d=5cm& hgy =20 cm.

Table 5.4: Subset selection deconvolution results for the small metal spheres.
Assumed impulse response model: eq. (4.40).

Target  Antenna
Depth  Height | mpulse Response Par ameter s

Target Name h, T, EF:?o.r
d[cm] hex [cmM] 107
[ ] samples  [ns]
Metal Sphere 1 0.0 25.0 -5.8 388 2.648 0.14
0.0 25.0 -10.0 389 2.655 0.10
Metal Sphere 2 5.0 15.0 -23.7 387 2.641 0.60
5.0 20.0 -16.6 433 2.956 0.43

" Surface-laid.
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Figure 5.15: Data fit between the predicted (decoman) and the measured responsé&iefal
Sohere 2:

(a) surface-laid &, =25 cm

(b) d=5cm& hgy =20 cm.

The dashed lines define the part of the respamish was fit by the deconvolution algorithm.

Table 5.5: Results of the inversion for target size for the small metal spheres.
Based on eqs. (4.41)-(4.42).

Target Name Tgrsgi;fg:h Ané?ir:salt-:gr?ht Inversion for Target Size
d [cm] hey [CmM] target radius [cm]
Metal Sphere 1 -0.4 (0.0) 24.6 (25.0) 0.77 (0.80)
-0.3 (0.0) 24.6 (25.0) 0.93 (0.95)
Metal Sphere 2 5.4 (5.0) 15.3 (15.0) 0.96 (0.95)
5.5 (5.0) 20.0 (20.0) 0.95 (0.95)

The values included in parentheses are the true values.

523 EPSdisks

Figure 5.16 gives an example of the type ofeh response that was measured for the EPS
disks, in this case the responseEfS Disk 2 buried 5 cm deep for an antenna height of 20
cm. Fitting the measured target responses withmpulse response model consisting of two
differentiation operators yielded the subsées#on deconvolution results listed in table 5.6.
The generally good deconvolution data fit, sashtthat shown in figure 5.17, demonstrates the
suitability of the impulse response mofttal explaining themeasured responses.

The impulse response parametefstained by subset setem deconvolution reflect the
different sizes of the EPS dskTo illustrate this, figure 5.18 shows three plots of their
relation to target size:
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e In the first plot (figure 5.18a)the impulse respomrscoefficientsh, are plotted
against the disk cross-sectiolg . Sinceh, depends on both the target depth and
the antenna height, only the coefficieotstained for a depth of 5 cm are plotted
and the antenna heights of 15 cm and 20acenconsidered separately. The plot
clearly shows thah, is proportional toS, as predicted by eq. (4.37a).

e The second plot (figure 5.18b) disptathe impulse response length—1, versus
the disk height. The plot shows that larger disks heights are associated with longer
impulse responses, though the displayethtionship is not entirely linear, as
predicted by eq. (4.37d). Thieviation from linearity may battributed to the high
effective target velocitw® of the EPS disks, which rkes their impulse responses
very short and therefore the time shift parametgrvery difficult to estimate
accurately. By fitting a straight line to tliata points in a least squares sense, as
shown in the figure, we find/" = 28.9 cm/n;, which is slightly lower than the
intrinsic target velocityv, =c. This is in good agreement with the effective target
velocity of Air Disk 1 (same permittivity as EPS), which from FDTD simulations
with a ground relative permittity of 2.5 was found to bef" ~28.6 cm/n: (see
table 2.4).

e In the third plot (figure5.18c), the attenuation factolS are plotted against the
target aspect ratios. The plot demonstrates Thathich can be considered an
indicator of the extent to which the Boapproximation is valid, decreases with the
target aspect ratio, thereby confirming the result obtained from the FDTD analysis
of the TNT disks (see section 2.3). In other words, the validity of the Born
approximation deteriorates as the aspeitd i@ the target decreases. As mentioned
before in section 2.1, this may be eapkd by the contribution of the edge-
diffracted wave to the field inside the target during the time it takes for the incident
wave to pass through the target. This contribution becomes more significant as the
target aspect ratio decreases, makirgg Blorn assumption break down. Note that
the scatter of the data points belonging to the same disk can again be attributed to
the high effective target velocity of the EPS disks, which makes it difficult to
accurately estimate thesnd impulse coefficiertt, .

The impulse response parametersatdile 5.6 were inverted forrgget depth, target size (disk
radius and disk height) and target material properties (target relative permittivity and effective
target velocity) using eq. (4.3@nhd antenna heigbstimates obtained frothe arrival time of

the ground reflection. In the inversion for targete, the target maial properties were
specified ase, =1.0, i.e. the true target relative permittivity, and’ =28.5 cm/nt. The
choice of V' was based on the effective target velocityAof Disk 1, which had been
estimated from FDTD simulations (see above)thia inversion for material properties, the
true disk dimensions were used to specifgésa size. The inversn results thus obtained
together with the true target characterisfisesown in parenthesesye listed in table 5.7.
Here, a few observations:

1) It is possible to infer target depdimd antenna heightithi millimeter accuacy (as
was the case for the metal targets).

2) The inversion for target size yieldetisk radii and heights that are in close
agreement with the true valueerfor < 0.6 cn), with a tendency to slightly
overestimate the disk radius (as was the caselétal Disk 1).

3) The inversion for material properties yielded estimates of the target relative
permittivity that were close to 1, thdughe accuracy of the estimation was not
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consistently of the same order, with esroanging between 2 and 28 % with respect

to the permittivity contrast. In general, there was a tendency to slightly
underestimate the target rpettivity, i.e. overestimatinghe contrast. The large
permittivity errors, e.g. foEPSDisk 3, were accompanied by an underestimation of
the effective target velocity, an observation that was already made when analyzing
the FDTD data (see section 2.3).

In conclusion, the inversion for materialoperties was found to bess robust than the
inversion for target size, which in all caggsvided millimeteraccurate disk dimensions, and
that despite the fact that the Born approximation was always violated.65). Hence in

view of landmine identification, inversion for tagsize is more promising. This conclusion

is reinforced by the fact that AP landmines exist in all different sizes, making the assumption
of a generic target size impdska. On the other hand, it seeplausible to assume a generic

set of material properties, which is valid for a class of AP landmines, and invert for target
size.

amplitude [mV]

time [ns]

Figure5.16: Response dEPSDisk2 (d =5 cm & hg, =20 cm).
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Table 5.6: Subset selection deconvolution results forEfRS disks.
Assumed impulse response model: eq. (4.36).

Target Antenna Impulse Response Par ameter s

Depth  Height
Target r T _1 Rel.
Name d [em] P h, 1 h, 27h o Error
[eml  [10°] samples [s] [*19°] sampls [ns]

4.9 15.1 10.2 379 2.587 -4.2 39 0.28 0.42 0.06

) 4.9 20.1 6.9 426 2.908 -3.7 38 0.26 0.53 0.05
EPSDisk 1

10.0 15.0 9.2 455 3.107 -4.4 40 0.24 0.48 0.03

10.0 20.0 7.3 502 3.428 -3.2 40 0.24 0.44 0.03

) 4.9 15.1 11.1 378 2.580 -2.7 47 0.32 0.25 0.07
EPSDisk 2

4.9 20.1 7.6 425 2901 -24 44 0.3@ 0.31 0.04

) 53 14.7 7.2 384 2.621 -1.2 43 0.2¢ 0.16 0.13
EPSDisk 3

53 19.7 51 430 2935 -1.1 43 0.2¢ 0.22 0.12

] 5.4 14.6 16.8 386 2.634 -6.6 46 0.35 0.39 0.04
EPSDisk 4

54 19.6 12.2 431 2.942 -5.6 47 0.32 0.46 0.02
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Figure5.17: Data fit between the predicted (decoman) and the measured respons&®$ Disk 2
(d=5cm & hy, =20 cm). The dashed lines define the part of the response, which was fit by the
deconvolution algorithm.
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Figure 5.18: Relation between the impulse response mpatars obtained by subset selection

deconvolution and target size:

(@) h, vs. S, (d=5cm only)
(b) 7, -7, vs.
(c) T vs. target aspect ratio.

target aspect ratio (radius/height)

The straight lines represent least squares fits to the data points.
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Table 5.7: Results of the inversions for target size & matepialperties for the EPS disks.
Based on eq. (4.37).

Target Antenna . .
Tar gt Depth Height Inversion for Target Size Inver:(r)g fgrrtil\égterlal
arg Estimation  Estimation P
Name target radis  target height of
d [Cm] hRX [Cm] [Cm] [Cm] sr,t Vt
5.0 (4.9) 15.2 (15.1) 5.0 (5.0) 3.8 (3.8) 0.97 (1.0) 28.5
5.0 (4.9 20.1 (20.1) 4.9 (5.0 3.7 (3.8 1.10 (1.0 29.2
EPS Dik 1 (4.9) (20.1) (5.0) (3.8) (1.0)
9.7 (10.0) 15.3 (15.0) 5.4 (5.0) 3.9 (3.8) 0.67 (1.0) 27.8
9.8 (10.0) 20.1 (20.0) 5.6 (5.0) 3.9 (3.8) 0.56 (1.0) 27.8
5.0 (4.9 15.0 (15.1) 5.2 (5.0 46 (4.8 0.94 (1.0 29.9
EPS Digk 2 (4.9) (15.1) (5.0) (4.8) (1.0)
5.0 (4.9) 19.9 (20.1) 5.1 (5.0) 4.3 (4.8) 1.02 (1.0) > 29.97
5.2 (6.3 15.3 (14.7) 4.3 (4.0 4.2 (3.8 0.57 (1.0 25.8
EPS Disk 3 (5.3) (14.7) (4.0) (3.8) (1.0)
5.2 (5.3) 20.1 (19.7) 4.2 (4.0) 4.2 (3.8) 0.62 (1.0) 25.8
55 (54 15.0 (14.6) 6.5 (6.25 45 (4.8 0.94 (1.0 > 29.97
EPSDisk 4 (5.4) (14.6) (6.25) (4.8) (1.0)
5.5 (5.4) 19.7 (19.6) 6.5 (6.25) 4.6 (4.8) 0.95 (1.0) 29.9

The values included in parentheses are the true values.
" Specified material propertiede, =1.0- 2.6=— 1.€ and v =28.5 cm/n: (from FDTD simulations).
¥ Specified target size: true disk dimensions.

524 Teflon disks

The data acquired over the Teflon disks show tiatarget response fi®ticeably influenced

by the presence of the air gap and to a much lesser extent by the small metal insert. This
follows from comparison of their surface-laigsponses shown in figure 5.19 and comparison

of their buried responses shown in figs.20. In both figures, the responseleiion Disk 1
(homogeneous) serves as #erence for comparison. Whenrface-laid, the presence of the

air gap weakens the target pesse. In contrast, when burigtie air gap leads to a much
stronger target response in addition to sigaifily changing its shape, which confirms the
observations of the FDTD analysis in section 3.3.

The target responses of the buried Teflon diskse further analyzetly subset selection
deconvolution, the results of whietere inverted for target depémd target size (disk radius,
disk height, inclusion volume and inclusion pios) using egs. (4.37& (4.39) and antenna
height estimates obtained fronethrrival time of the ground refttion. In the inversion for
target size, the target material properties were specmed 8s2.1, i.e. the true target
relative permittivity, andv® =19.3 cm/ns. The latter is the effective target velocity estimate
of Teflon Disk 1 obtalned from FDTD simulationsit a ground relative permittivity of 2.5
(see table 2.4). The deconvolutiand inversion results areramarized in tables 5.8 and 5.9.

In principle, the impulseesponse coefficienth, & h, and the impulse response length
7, —7,, Which describe the scattering from thekdbody, should be identical for the three
disks. However, looking at table 5.8, we seat these parameters are varying, especially

and 7, —7,. Two reasons for this can be identified.eTlrst reason is the very weak target
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response offeflon Disk 1 whose magnitude is of the samler as the clutter caused by the
disturbance of the sand, as a result of whiclnigulse response parataes are likely to be
inaccurate. This problem also manifests itselfhia rather “loose” deconvolution data fit for
Teflon Disk 1 shown in figure 5.21a. The secondason is that the subset selection
deconvolution forTeflon Disk 3 failed, as indicated by the attenuation fadioof only 0.05
and the fact that the time shift parameteysand 7, are practically equal. This shows that the
deconvolution algorithm was looking for the weadsponse of the metal insert but due to
clutter confused it with the backscatteringnfrehe bottom of the disk. This did not happen
with the air gap inTeflon Disk 2 because it is a dominant feature. It can be concluded that
using an impulse response model consistinghade differentiation operators in the subset
selection deconvolution is onlyppropriate when there are der distinct responses to fit;
otherwise the deconcolution becomes ill-posed and is likely to return the wrong answer.

Despite these problems with the subset s@eatieconvolution, the inversion for target size
gave reasonable estimates of the outer diskensions, with exdient, millimeter accurate
inversion performance achieved foeflon Disk 2. Even the volume of the air gap could be
determined with an error of only 9 % (@gposed to 35 % in the FDTD analysisTOT Disk

1; see table 3.4). This demonstrates thatimpulse response parametersTiiton Disk 2 are
very accurate, which also shows in the goedahvolution data fit @ was obtained for it
(figure 5.21b). The radius dfeflon Disk 1 (homogeneous) was estimated with an error of 2
cm due to clutter, yet its height could still be recovered exactly.

10+ | — Teflon Disk 1 1 10| — Teflon Disk 1
Teflon Disk 2 Teflon Disk 3
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Figure 5.19: Comparison of the responsestioé surface-laid Teflon disk$y, =25 cm):
(a) Teflon Disk 2 (with air gap) andeflon Disk 1 (homogeneous)
(b) Teflon Disk 3 (with metal insert) andeflon Disk 1 (homogeneous).
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Figure 5.20: Comparison of the responses of the buried Teflon didksg cm & h,, =15 cm):
(a) Teflon Disk 2 (with air gap) andeflon Disk 1 (homogeneous)

(b) Teflon Disk 3 (with metal insert) andeflon Disk 1 (homogeneous).

Note that the first two amplitude peaks ofthllee responses are a result of sand disturbance.

Table 5.8: Subset selection deconvolutiorsudts for the buried Teflon disksl=5 cm &
hgyx =15 cm).
Assumed impulse response misdeq. (4.36) and eq. (4.38).

I mpulse Response Parameters

Target Name M h h, 70 h, B EReI.

5 e ) 6 rror
[107] sampls [ns] [¥10°] sampls [ng [“107] sampls [ng

Teflon Disk1 383 266 -2.3 60 041 038 nla na nla 0.30

homogeneas!

TeflonDisk2 /499 560 21 54 030 0.87 3.8 11  00% 008

with air gap

Teflon Disk 3

with metal 3.9 393 268 -1.8 73 050 0.06 -2.0 72 048 0.18

insert
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Table 5.9: Results of the inversion for target size for the buried Teflorsdisk
Based on egs. (4.37) and (4.39).
Target Antenna X
Depth Height Inversion for Target Size
Target Name Estimation Estimation
target radis  targt height ~ volumeV,
d[cm cm I, [cm
[em] ey [cm] o] o] - [em]
THonDIKL 52 48 152 (152 69 (5.0) 4.0 (40) n/a n/a
omogeneous
Teflon Disk 2
with air gap 5.0 (4.5) 15.3 (15.5) 5.4 (5.0) 3.6 (4.0) 45.9 (50.3)0.7 (1.5)
Teflon Disk 3
with metal 5.8 (5.0) 15.3 (15.0) 7.0 (5.0) 4.8 (4.0) 3.1 (2.7) 4.8 (0.75)
insert

The values included in parentheses are the true values.

" Specified material propertiese,

=2.1-2.6=—0.Land V"
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=19.3 cm/n¢ (from FDTD simulations).
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Figure5.21: Data fit between the predicted (deconvolution) tredmeasured target response:

(a) Teflon Disk 1 (homogeneous)d =5 cm & hg, =15 cm)

(b) Teflon Disk 2 (with air gap) @ =5 cm & h,, =15 cm).
The dashed lines define the part of the respamish was fit by the deconvolution algorithm.
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5.3 Discussion

The experimental results presented in thigptér confirm the validityf the convolutional
GPR models for surface-laid and buried minelike targets presented in chapter 4. Overall, these
models were shown dequately describe

e the target impulse response of a diskpgth minelike targeaind its relation to
target size and target material properties, thus affirming the results of the FDTD
analysis in chapters 2 and 3

e the dependency of the target response ihadgm on target depth and the height of
the antenna system

e the radiation and reception characteristics of the IRCTR video impulse GPR.

This makes the convolutional GPR modelsliwsuited for use with subset selection

deconvolution to characterize a minelike tarfeim its vertical backscattering response,

which in terms of signal shape was found torgeresentative for the entire target response
hyperbola (see figure 5.7).

In general, the inversion for target size estimated the outer disk dimensions (radius and
height) with millimeer accuracy érror < 0.5 cn). A particularly encouraging result is that
such precision was also achieved Teflon Disk 2 containing an air ga Even the volume of
the air gap could be estimated very accuratetyof = 9 %), which is better than the results
obtained in the FDTD analysis presented iapthr 3. Problems were encountered with those
targets whose target response magnitude walseofame order as the clutter resulting from
the disturbance of the sand, iTeflon Disk 1 andTeflon Disk 3. The estimation errors caused
by the clutter were most noticeable in the disk radersof =~ 2 cn). Yet, these inversion
results are still reasonable and derstrate the robustness of theérsion for target size. That

a weak target response does not rule out estimatitarget size per se is demonstrated by the
sub-millimeter (!)accurate recovery of the radii thfe two smalmetal spheres.

The accuracy with which the inversion for nmrék properties estimadethe target relative
permittivity varied from very gooddrror = 2 %) to reasonablediror = 28 %). Here both

errors are specified with respect to the permittivity contrast. The results indicate that the large
errors occurred when the estimated effective target velocity was too low. This sensitivity of
the estimated target permittivity to errors in the estimated effective target velocity makes the
inversion for material mperties less robust tharetinversion for target ze. Note that in the

latter, the estimations of disk radiand disk height are decoupled.

All presented inversion results were achieved using antenna height and target depth estimates
obtained from the arrival times of the groundleetion and the target response, i®. In

general, the antenna height and the tadggth were estimatedith millimeter accuracy

(error < 0.5 cn), which is a direct result of the etlemt temporal resolution provided by the
subset selection deconvolution.

It should be noted that the generally gomdersion results also speak for the good
performance of the metal sheet calibrationcpoure and of the WMA-BS technique, which
was used to extract the responsethefburied targets from the GPR data.

Before closing this chapter, let us get an idea of what happens when the wrong target material
properties are specified in the inversion for target size. More specifically, let us assume that
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we are looking for Teflon disks with radii tweeen 3 and 7.5 cm and heights between 3.5 and

6 cm, which is representative for AP landmines in terms of both dielectric permittivity and
size. From table 5.9, we see that based om #stimated outer dimeiasis, all three Teflon

disks would have been identified such. If we now redid theviersion for target size for the

data of the EPS disks but this time assuming the material properties that are generic for Teflon
disks, i.e.e,,=2.1 and v{' =19.3 cm/ns, we would find that none of the EPS disks is
identified as a Teflon disk of the prescribehensions. In fact, the smallest disk radius
obtained would be 9.2 cniEPS Disk 3) and the greatest disk height would be 3.1 ERY

Disk 2 andEPS Disk 3). This example demonsties that even thoughetlinversion for target

size is inherently unresolved, i.e. it requires the specification of material properties, it is still
possible to identify targets as belonging to a certain target class based on estimates of their
outer dimensions.
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CHAPTER 6

OVERVIEW OF THE RESEARCH RESULTSAND RECOMMENDATIONS

The research results of this thesis demonstrate the possibility of using deconvolution to
identify AP landmines from GPR data within a very short computation time. A number of
new developments in the theory of electromagnetic scattering from landmines and in GPR
data processing were necessary to perform this type of target identification, specifically the
derivation of convolutional models describing the GPR response of a plastic or metal cased
AP landmine, the design of preprocessing algorithms that extract the target response signal
from the measured data, and the development of a deconvolution based target characterization
procedure. The target characterization procedure and the underlying convolutional models
have been validated with success based on 3D finite-difference time-domain (FDTD)
simulations and experimental data acquired with the IRCTR video impulse GPR. This chapter
summarizes the most important research results that have been achieved and formulates some
conclusions. At the end of the chapter, the application of the research results to identify
landmines in real minefields is discussed and some recommendations for future research are
given.

Convolutional models & target transfer function/impulse response models

One of the main scientific contributions of this thesis is the derivation of convolutional
models describing the response of a minelike target as measured by GPR. The derivation
proceeded in two stages, which are reviewed below.

In the first stage of the derivation, frequency- and time-domain convolutional models for
plane wave backscattering were derived. These convolutional scattering models describe the
scattering behavior of the target through a target transfer function/impulse response and the
propagation of the scattered field from the target to the observation point, i.e. the position of
the receiving antenna, through a phase/time shift in combination with a scaling factor. The
convolutional scattering models are based on source-type integral representations of the
scattered field in which a linear relationship between the scattering current and the incident
field is invoked by making use of either the Born and Rayleigh approximations or the
Physical Optics (PO) approximation, depending on the material composition of the target
considered. Furthermore, the half-space electric Green’s tensor is approximated by a new far-
field backscattering representation. Hence, the convolutional representation of the scattered
field is derived from physical principles and is not imposed, as is usualy the case in
convolutional GPR modeling. The new far-field backscattering approximation of the half-
space electric Green’s tensor was obtained from a reordering of Bafios series expansion of the
electric field due to a horizontal point electric dipole in the ground. An important term in the
Green's tensor approximation is the coefficient { describing the spreading loss caused by the
refraction at the ground surface, which acts in addition to the spherical spreading loss. The
coefficient { is indispensable for accurate modeling of the dependency of the scattered field
amplitude on both the depth of the target and the height of the observation point, which in
turnisarequisite for determining target size or target contrast.

In the second stage of the derivation, point source and receiver models were introduced to
account for the radar hardware and the propagation of the radiated field from the transmitting
antenna to the target. These hardware models enter as additional terms in the time-domain
convolutional scattering model, thereby yielding a convolutional GPR model, which for the
first time gives analytical expressions for all components of the GPR chain, i.e. the hardware,
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the propagation to and from the target and the target impulse response. In this model, the
radiation characteristics of the transmitting antenna and the reception characteristics of the
receiver chain (including the receiving antenna) are conveniently expressed through a single
term, namely the effective radiated waveform, which can be estimated accurately and fast
from a simple meta sheet reflection calibration measurement. Wide applicability of the
convolutional GPR model is provided for by its formulation for both surface-laid and buried
minelike targets.

A useful property of the integral representation approach to convolutional GPR modeling is
that it directly yields simple closed-form expressions for the target transfer function/impulse
response of a minelike target. The expressions thus obtained demonstrate that the target
transfer function/impulse response of a homogeneous minelike target (dielectric or metal) is
closely related to the target’s cross-section profile and hence its size and shape. Furthermore,
it was found that the magnitude of the target transfer function/impulse response is determined
by both the contrast and the maximum cross-section of the target. For the dielectric minelike
target, the target contrast is mainly determined by the difference in relative permittivity
between the target and the host medium, i.e. the ground, whereas for the metal target, the
target contrast is inversely proportional to the wave velocity in the host medium. In the
presence of adielectric or metal inclusion (e.g. an air gap or asmall piece of metal), the target
transfer function/impulse response of the homogeneous dielectric minelike target is simply
augmented by an additional term describing the transfer function/impulse response of the
inclusion. The transfer function/impulse response of the inclusion differentiates the waveform
of the incident field twice, and its magnitude is proportional to the inclusion volume and the
difference in contrast between the inclusion and the target body, for which explicit
expressions have been presented. Note that, since the target impulse response model for a
dielectric minelike target derived in this thesis is able to describe scattering from the bottom
of the target and from internal mine structure, it is a better approximation to the target impulse
response of a plastic cased AP landmine than the only earlier existing target impulse response
model published by Nag and Peters (2001).

Much of the research presented in this thesis focuses on circular disk-shaped minelike targets,
which are representative for a large class of AP landmines. Interestingly, it was found that a
minelike target of this shape differentiates the waveform of the incident field rather than just
reflecting it. Accordingly, the target impulse response of a circular metal disk consists of one
differentiation operator, which describes specular scattering from the top of the target. The
target impulse response of a circular dielectric disk consists of two differentiation operators,
of which the first, again, describes scattering from the top of the target and the second
describes scattering from the bottom of the target. When a thin air gap or a small piece of
metal is present inside the dielectric disk, its target impulse response aso includes a double
differentiation operator, i.e. in this case its target impulse response consists of atotal of three
differentiation operators.

The derived frequency-domain convolutional scattering model and target transfer functions
apply to minelike targets buried in any type of ground (as long as it is non-magnetic), whereas
the validity of their presented time-domain counterparts is limited to a lossless ground. The
reason for this is that losses lead to frequency dependence, which does not lend itself to
anaytical transformation to the time-domain. An exception is the case where the polarization
losses are negligible and the conduction losses are either low or can be described through a
global conduction loss model. In the latter case, similarity analysis in the Laplace domain can
be used to derive a host medium transformation law, which relates the time-domain response
of a dielectric minelike target buried in a lossless ground to its time-domain response in a
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lossy ground, as described in section 2.4. The relationship is fairly smple and its validity has
been affirmed based on a FDTD data example. As aresult of its simplicity, the transformation
law is well suited to gain insight in how the time-domain target response changes as a result
of losses, however its applicability to real GPR data is strongly limited by the global nature of
the loss model that it assumes. Considering the difficulties in describing scattering from a
target buried in alossy ground in the time-domain, it may be concluded that under conditions
where losses prevail, GPR data processing such as deconvolution should be carried out in the
frequency-domain and not in the time-domain. More specificaly, it should be possible to
design a frequency-domain analog to the time-domain target characterization procedure
presented in this thesis, which makes use of the derived frequency-domain convolutional
scattering model and target transfer functions to estimate target characteristics such as size
and material properties. Exploiting the possibility to account for losses in the frequency-
domain, however, is by no means trivial since it requires knowledge of the complex
permittivity of the ground as a function of frequency (Gorriti, 2004). Clearly, to properly
address all these issues, more research is necessary, including a series of GPR experiments
with targets buried in well-characterized |ossy soils.

It isimportant to emphasize that al convolutional models and target transfer function/impulse
response models presented in this thesis have been derived for backscattering aong the
vertical, i.e. the transmitting and the receiving antenna are both positioned right above the
target. The reason for this is twofold. First, the backscattering condition tremendously
simplifies the half-space electric Green’s tensor such that a non-numerical treatment of the
scattering problem becomes feasible. And second, as confirmed by the experimental data, the
shape of the measured target response signal hardly changes as the antenna system is moved
over the target. Hence, it can be concluded that the target response signa measured at a
horizontal offset from the target carries very little additional target information. These
observations can be explained by the fact that at the ground surface the radiated wave is
refracted towards and the scattered wave away from the vertical, making the wave
propagation along the vertical the dominant propagation in the ground.

Preprocessing

The data preprocessing algorithms developed in this thesis minimize unwanted signa
components that carry no target information, and compute a target response signal that is
independent of the orientation of the target with respect to the antenna system. The first is
achieved through low-pass noise filtering and weighted moving average background
subtraction (WMA-BS), and the latter is achieved through the target frame target
transformation. These algorithms are designed carefully to keep the loss of amplitude and
shape information of the target response signal at a minimum, which is of utmost importance
for target identification.

The newly developed WMA-BS technique is designed to remove the direct wave signal and
the ground reflection signal from each measured A-scan. It works in an iterative manner by
first finding the anomalies in the GPR data and then suppressing them in the estimation of the
background to be subtracted. As a result, WMA-BS does not smear out the target response
signal to neighboring A-scans or change its amplitude and shape, both of which are problems
usually encountered with other background subtraction techniques, e.g. standard moving
average background subtraction. The WMA-BS was used in the preprocessing of the
experimental data acquired with the IRCTR video impulse GPR, yielding target response
signals that were well suited for target characterization.
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The target frame transformation is essential to the identification of a target having a
preferential scattering axis since the measured response of such a target varies with target
orientation. The transformation requires measurement of the co- and cross-polar components
of the target response for two orthogonal transmit polarizations, which are combined into a
scattering matrix. Under the backscattering condition, the so-obtained scattering matrix is
symmetric and matrix diagonalization can be applied to transform the target response into the
coordinate frame defined by the two natural polarizations of the target, called the target frame.
In the target frame the cross-polar components vanish and the target response becomes
independent of target orientation. The target frame transformation, i.e. the matrix
diagonalization, is carried out in the frequency-domain and time-domain results are obtained
by inverse Fourier transformation.

The concept of the target frame transformation has been tested using polarimetric data
acquired over a buried metal tube and demonstrated the capability to accurately recover the
target response signals, which would have been measured if the tube had been oriented with
its preferential scattering axis aligned with the antenna system. Unfortunately, routine
application of the target frame transformation to data acquired with the IRCTR video impulse
GPR is subject to some practical complications. First, since the target response is measured
with two physically distinct receiving loops, careful calibration for amplitude and timing is
crucial. Even after calibration, timing can till be a problem simply due to the fact that the two
receiving loops measure at different positions in space. Hence, it is important that the length
of the propagation path to and from the target is exactly the same for both loops, which is
difficult to achieve in a real measurement scenario. A workaround is to diagonalize only the
amplitude spectrum of the scattering matrix, i.e. to neglect the phase information, which is
possible if the analysis of the target response proceeds in the frequency domain (Farinelli and
Roth, 2003).

Deconvolution & target characterization

A target characterization procedure has been developed, which makes use of the new subset
selection deconvolution algorithm and the derived convolutional models to determine target
characteristics, e.g. the outer dimensions, which in turn provide information on the likely
identity of a detected target. The target characterization procedure lends itself to real-time
implementation and operates on a single A-scan, viz. the preprocessed A-scan at the apex of
the target response hyperbola. This makes the characterization procedure very attractive for
potential use with handheld demining GPR systems.

The novelty of the subset selection deconvolution algorithm is that it uses the target impulse
response models derived for circular disk-shaped minelike targets as a priori information on
the specific form of the impulse response to be recovered. In other words, the agorithm
assumes that the scattering behavior of the target to be characterized is well approximated by
an impulse response consisting of one, two or three differentiation operators, depending on
whether a circular metal disk or acircular dielectric disk with or without inclusion is assumed
for the data fitting. By doing so, subset selection deconvolution provides physica amplitude
information and excellent temporal resolution, both of which is crucia if the estimated
impulse response is to be related to target characteristics. In addition, subset selection
deconvolution reduces the ill-conditioning of the radar signal deconvolution problem, making
it a robust tool for the estimation of sparse impulse responses. Hence, for target
characterization purposes, subset selection clearly outperforms deconvolution algorithms
based on Wiener filtering or ridge regression, which were shown to produce smeared out
impulse responses and rely on a regularization parameter whose optimal choice is non-
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obvious. A disadvantage of subset selection deconvolution based on the impulse response
model of circular dielectric disk with an inclusion is that it becomes computationally
intensive, and hence is less suited for real-time processing. It is therefore advisable to limit the
support® of the sought impulse response based on an initial guess of the arrival time of the
target response.

The impulse responses obtained by subset selection deconvolution can be inverted for target
size or, in the case of a dielectric minelike target, for target material properties. For a
dielectric minelike target, target size parameters that can be estimated are the target cross-
section, the target height, the inclusion volume and the inclusion position, whereas for a metal
minelike target the target size inversion is limited to the estimation of the target cross-section.
Target material properties that can be estimated are the relative permittivity of the target
(body) and the effective target velocity. Since for the dielectric minelike target the inversion is
inherently unresolved, it is only possible to invert for possible combinations of target
characteristics. Accordingly, the inversion for target size requires specification of generic
target material properties and vice versa. Since plastic cased AP landmines come in all
different sizes, yet they have similar material properties, clearly the inversion for target size
has more practical use than the inversion for target material properties.

The inversion of the impulse responses requires knowledge of the antenna height above the
ground and target depth, with negative depths indicating that the target is surface-laid. These
can be estimated from the GPR data itself, namely from the arrival time of the ground
reflection and that of the target response. Here, the high temporal resolution provided by the
subset selection deconvolution algorithm is very beneficial, ensuring accurate estimates of
both arrival times.

Validation

The validation of the proposed target characterization procedure and its underlying
convolutional models consisted of two parts: validation based on 3D FDTD simulations and
experimental validation based on GPR data acquired with the IRCTR video impulse GPR at
an indoor experimental facility. The FDTD simulations were done for exactly the same
configuration as the one for which the convolutional scattering models were derived, i.e.
plane wave backscattering. This offered the possibility to focus the analysis on the scattering
from the target alone and to neglect the radar hardware and other factors that come into play
when dealing with real GPR data, e.g. clutter. Furthermore, the simulations eliminated the
need for preprocessing and the estimation of antenna height and target depth. As such, the
FDTD validation should be understood as an analysis under ideal conditions. In contrast, the
experimental validation was carried out to test the full processing chain consisting of the radar
calibration, data preprocessing and target characterization. Both types of validations yielded
good target characterization results and lead to similar observations. Hence, in the following
the main results of the two types of validations will be presented together with differences
pointed out as necessary.

In general, a very good deconvolution data fit was obtained. The deconvolution data fit for the
measured target responses was amost as good as for the simulated target responses, with the
exception of those targets whose response when buried had a magnitude of the same order as
the clutter resulting from the disturbance of the sand. This was the case for, e.g., Teflon Disk
1. The generally good data fit demonstrates that very simple impulse response models

! The time window in which the impulse response is allowed to take on non-zero values.
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consisting of one, two or three differentiation operators are fully sufficient to explain the axial
backscattering response of a circular disk-shaped minelike target.

The results of the inversions for target size demonstrate that in most cases the outer
dimensions of a homogeneous circular disk (metal or dielectric) can be estimated with
millimeter accuracy (error < 0.5cm). Given internal structure, i.e. a thin air gap or a small
metal inclusion, the accuracy with which the outer dimensions of a circular dielectric disk can
be estimated is lower but still reasonable (error < 1 cm). The estimation of the volume of the
air gap or the metal inclusion inside the disk generally works less well (error < 35 %), with
the best volume estimate obtained for the air gap inside Teflon Disk 2 (error = 9 %). For
targets whose response is very weak, i.e. Teflon Disk 1 and Teflon Disk 3, clutter can seriously
degrade the quality of the inversion for target size, most noticeable in the estimation of disk
radius (error = 2cm); however this is not necessarily so, as demonstrated by the sub-
millimeter accurate (!) recovery of theradii of the two small metal spheres.

The results of the inversions for material properties obtained for the ssmulated dielectric disks
demonstrate that in principle it is possible to estimate the relative permittivity of a
homogeneous circular dielectric disk very accurately (error < 11 % with respect to the
permittivity contrast). However, such excellent inversion accuracy was not always attained
with the measured data, where in some cases relative permittivity errors of up to 28 % were
observed (again with respect to the permittivity contrast). These errors were a result of the
estimated effective target velocity being too low. The sensitivity of the estimated target
permittivity to errors in the estimated effective target velocity reinforces the conclusion made
earlier that the inversion for target size is more robust and has more practical use than the
inversion for target material properties.

The experimental validation further demonstrated the possibility to determine antenna height
and target depth with millimeter accuracy (error < 0.5 cm). This confirms the capability of
subset selection deconvolution to provide excellent temporal resolution. Since the estimation
worked well for all targets, both surface-laid and buried, it may be concluded that determining
antenna height and target depth is very robust.

Both the FDTD and the experimental data showed that internal target structure does influence
the target response. Especially the presence of an air gap was found to significantly increase
the target response magnitude of a buried dielectric minelike target. The presence of an air
gap therefore facilitates the detection of buried plastic cased landmines with GPR. In contrast,
asmall metal inclusion has avery weak effect on the target response.

Application of the research results to landmineidentification in real minefields &
recommendations for future research

Based on the validation results, it can be concluded that out of all possible target
characteristics that can be estimated with the proposed target characterization procedure, the
outer target dimensions, i.e. cross-section and height, and target depth are the best candidates
for AP landmine identification. This choice is based on the fact that their estimation never
failed and in many cases gave millimeter accurate estimates. Furthermore, the outer target
dimensions and the target depth are both very useful information for deciding whether a target
islikely to be an AP landmine or not. If the GPR is part of a multi-sensor system, these target
characteristics can be easily combined with target information obtained from other sensors,
e.g. the presence of metal as indicated by a metal detector. In addition, target depth estimates
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may have practical use for assigning confidence values to detections by sensors whose
performance is strongly depth dependent, e.g. an infrared camera.

Application of the research results in real minefields is not without reservation, mainly
because the conditions in a minefield are far more complex than those for which the
experimental validation was carried out. Hence, further research including experiments with
real landmines under real minefield conditions remains indispensable. The following
problems should be addressed in particular:

e |dentification of atilted AP landmine.
e |dentification of an AP landmine buried under a rough ground surface.

e Identification given more complicated internal structure than just asingle inclusion,
e.g. the combination of an air gap with metalic and non-metallic parts of a fuse
mechanism.

e |dentification of an AP landmine based on a cluttered target response signal.

The following discussion takes a closer look at these problems and gives some ideas on how
they could be approached from the material presented in thisthesis.

To begin with, it should be noted that the general target transfer function/impulse response
expression derived for a homogeneous dielectric minelike target can also be evaluated for a
tilted dielectric disk. Considering the cross-section profile of atilted disk, it isintuitively clear
that the tilt will smear out the two differentiation operators of the target impulse response, the
amount of smearing being determined by the amount of tilt. Hence, it needs to be analyzed up
to which amount of tilt it is still reasonable to fit the target response signal with “non-
smeared” differentiation operators, as subset selection deconvolution does. Clearly the easiest
way to do such an analysis would be to use 3D FDTD modeling to simulate the response of a
circular dielectric disk for increasing tilt angle.

When the ground surface is rough, the transmission through the ground surface becomes a
random and frequency dependent process, which may only be described through statistical
measures. Assuming that the target has the tendency to spatially average the incident field
over its cross-section and that the receiving antenna does the same over its aperture, a rough
ground surface may likely be incorporated into the derived convolutional models by simply
replacing the flat surface transmission coefficients T.,, and T _ ., by frequency dependent
rough surface transmission coefficients, T, and T;a , Which describe the spatially averaged
transmission through the rough ground surface Such rough surface transmission coefficients
may be derived using the phase screen approximation, which, for normal incidence and
assuming a Gaussian surface height distribution, yields

T =TT, & T_.=TT._, (6.18)
with

T = e—O.S(kl—kO)ZAZ (6.1b)

(Kyle et al, 1996; Casey, 2001; Johnson and Burkholder, 2004), where A is the variance of
the ground surface height A. The effect of the surface roughness is accounted for by the
multiplicative factor T', which becomes equal to one for a smooth ground surface and
approaches a value of zero for increasing frequencies. A useful property of these rough
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surface transmission coefficients is that, given a lossess ground, T" may be transformed to
the time-domain:

r _ 1 2(v1’1—c’1)zp
£ (t) = ——— e
) v2rA? (vit-ct)

(Campbell and Foster, 1948, p. 85). It is important to note here that these rough surface
transmission coefficients only provide an approximation for the coherent components of the
transmitted field, i.e. those components that contribute in the vertical direction, and they do
not account for the incoherent components of the transmitted field, i.e. those components that
contribute in all directions. For a very rough ground surface, the incoherent components can
make a significant contribution to the transmitted field in which case they cannot be
neglected.

(6.2)

More advanced convolutional modeling of internal structure is less straightforward. Hence,
rather than trying to develop more complex generic target impulse response models that
would result in a very ill-posed deconvolution problem, one is most likely better off
deconvolving landmine type specific target signatures from the measured target response
signal. In terms of the target impulse response and the effective radiated waveform, the target
signature of a specific landmine type may be defined as

target signature=h, (t)®w(t) . (6.3)

The deconvolution of the target signature from the target response signal can be achieved
through subset selection with a single non-zero impulse response coefficient. Now there are
two indicators whether the detected target is a landmine of the type associated with the target
signature. The first indicator is the deconvolution data fit and the second indicator is the
scaling factor in the convolutional GPR model, i.e.

Tgeaz;(hRX’d)Taeg
23m (e +d) (hyy +d)

for aburied target and accordingly for a surface-laid target. If the impulse response coefficient
obtained from the subset selection deconvolution is close or equal to the scaling factor, than
the detected target is potentially a landmine of the type associated with the target signature.
On the other hand, if there is a big discrepancy between the two, than this is likely not the
case. As before, the antenna height and the target depth to evaluate the spreading term can be
estimated from the arrival time of the ground reflection and that of the target response. This
advanced “template matching” procedure has a couple of useful features. First, there is no
ambiguity as to the number of non-zero impulse response coefficients, which the subset
selection needs to solve for: it is aways just one. And second, since the subset selection
deconvolution only has to solve for one non-zero impulse response coefficient, it is extremely
fast and more robust with regard to clutter than subset selection deconvolution based on the
impulse response model of a circular dielectric disk with an inclusion, which involves three
non-zero coefficients. The disadvantage of this identification procedure is that more than 350
types of landmines exist. Hence, it is necessary to build up an extensive database of reference
target signatures. Knowledge of which types of landmines were deployed in a certain region is
very important. Since the target signature of a buried landmine depends also on the properties
of the sail, it isimportant that the reference target signatures are measured in an environment

(6.4)
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similar to the one where the demining GPR is used. Note that identification of surface-laid
landmines requires its own specific database of reference signatures.

Alternatively, as indicated before in section 3.4, one may approach the problem of
complicated internal structure by arguing that it is unnecessary, if not undesirable, to resolve
internal structure if al one is after are the outer dimensions of the detected target.
Accordingly, for the estimation of the outer dimensions of a target, it may be sufficient to
work at lower radar frequencies than the IRCTR video impulse GPR, close to the upper limit
of the Rayleigh scattering regime. | would suggest a GPR operating with a peak amplitude
frequency which satisfies 0.1< a/A < 0.15, where a isthe radius of the landmine and A isthe
wavelength at the peak amplitude frequency. For example, given typical landmine radii (3-5
cm) and a ground with a relative dielectric permittivity of 4.0, a suitable peak amplitude
frequency would be 500 MHz. At those frequencies, constant values may be assumed for the
Green’s tensor and the éectric field at points within the landmine. As a result, the impulse
response of the landmine consists of just one double differentiation operator and has a
magnitude that is directly proportional to the product of its volume and its average
generalized contrast (taken over the volume of the landmine), regardiess of its internal
structure, shape and tilt. Assuming that a generic average contrast exists, which is
representative for a number of AP landmines, target volume can be estimated from the
impulse response obtained by subset selection deconvolution based on an impulse response
model consisting of one double differentiation operator. Again, this would be extremely fast
and more robust with regard to clutter than subset selection deconvolution based on impulse
response models consisting of multiple differentiation operators. Other benefits would be
lower propagation losses and reduced sensitivity to roughness of the ground surface. A
disadvantage of working at lower frequencies is that the height of the receiving antenna would
have to be increased such that the far-field backscattering approximation of the half-space
Green’ stensor remains valid.

As afina remark, | believe that clutter will always limit the target identification capabilities
of GPR (even if some of the ideas suggested above turn out to be good ones). Clutter
represents the most important physical limitation of GPR target identification and this
l[imitation cannot be removed by data processing. Hence, an important topic of future research
should be the experimental estimation of the minimum allowable signal-to-clutter ratio for
which the target characterization procedure presented in this thesis will still produce useful
results.
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SUMMARY

Future landmine detection systems are likely to use combinations of different types of sensors
to increase the detection and reduce the false alarm rate. Ground penetrating radar (GPR) has
great potentia for use in such a multi-sensor system due to its ability to detect, localize and
identify both plastic and metal cased landmines, whether surface-laid or buried.

This thesis presents new developments in the area of target identification with GPR, which
open the possibility to identify plastic and metal cased antipersonnel (AP) landmines from a
single measured GPR return signal, called A-scan, within a very short computation time. The
underlying basis of these developments is to formulate the target identification as a
convolution-deconvolution problem. This entails representing the measured target response
through a convolutional model, which describes the sequence of radiation, propagation, target
scattering and receiving, and using deconvolution to estimate an impul se response from which
target characteristics (its outer dimensions or material properties) and target depth may be
inferred. These characteristics in turn provide information on the likely identity of the
detected target.

The three main contributions of this thesis are:

e The systematic derivation of a convolutional GPR model including closed-form
expressions for the target transfer function/impulse response of an AP landmine in
terms of its size, shape, electromagnetic contrast and internal structure.

e The development of a deconvolution based target characterization procedure for
circular disk-shaped minelike targets, which are representative for a large class of
AP landmines. The target characterization procedure operates on the target
response at the apex of the target diffraction hyperbola.

e The design of preprocessing algorithms that extract a target response suitable for
target characterization from the measured GPR data.

The derivation of the convolutional GPR model is based on source-type integral
representations of the scattered field in which a linear relationship between the scattering
current and the incident field is invoked by making use of either the Born and Rayleigh
approximations or the Physical Optics (PO) approximation, depending on the material
composition of the landmine, i.e. plastic cased or metal cased. Furthermore, the half-space
electric Green's tensor is approximated by a new far-field backscattering representation. The
GPR hardware is modeled by introducing point source/receiver models. Doing so, the
radiation characteristics of the transmitting antenna and the reception characteristics of the
receiver chain, which includes the receiving antenna, are conveniently expressed through a
single term, namely the effective radiated waveform. This waveform can be estimated from a
simple metal sheet reflection calibration measurement. An important result of this derivation
is that a homogeneous circular disk-shaped minelike target buried in a lossless ground
differentiates the waveform of the incident field rather than just reflecting it. A similar
scattering behavior was found for internal mine components, specifically an air gap or a small
piece of metal, both of which differentiate the waveform of the incident field twice.
Accordingly, the target impulse response of a circular disk-shaped minelike target is sparse,
consisting of only afew differentiation operators.
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The target characterization procedure builds on a new time-domain least sguares
deconvolution algorithm, termed subset selection deconvolution, which is used to deconvolve
the effective radiated waveform from the measured target response. The novelty of the subset
selection deconvolution algorithm lies in the fact that it uses the sparse target impulse
response models that have been derived for circular disk-shaped minelike targets as a priori
information on the form of impulse response to be estimated. As a result, subset selection
deconvolution provides physical amplitude information and excellent temporal resolution,
which are essentia for inferring target characteristics and depth from the estimated impulse
response. This approach also reduces the ill-posedness and noise sensitivity inherent to the
deconvolution of band-limited signals. Based on the derived convolutional GPR model, two
types of impulse response inversions are formulated: the inversion for target size and the
inversion for target material properties. The inversion for target size estimates the outer
dimensions of the target and, given a dielectric minelike target, the volume of its internal
components. The inversion for material properties estimates the relative permittivity of the
body of adielectric minelike target.

Preprocessing is an important aspect of GPR target identification. The thesis introduces two
new preprocessing agorithms, which are the weighted moving average background
subtraction (WMA-BS) and the target frame transformation, and illustrates their workings
using experimental data acquired with an ultra-wideband polarimetric video impulse GPR
developed at the International Research Centre for Telecommunications-Transmission and
Radar (IRCTR). The WMA-BS agorithm is designed to remove the direct wave signa and
the ground reflection signal from each measured A-scan. The algorithm works in an iterative
manner by first finding the anomalies in the GPR data and then suppressing them in the
estimation of the background to be subtracted. As a result, WMA-BS does not smear out the
target response to neighboring A-scans or change its amplitude and shape, both of which are
problems usually encountered with conventional moving average background subtraction.
The target frame transformation rotates the polarimetric target response, i.e. the scattering
matrix, into the coordinate frame defined by the two natural polarization of the target. Like
this atarget response that is independent of target orientation is obtained, which is essential to
the identification of targets with a preferential scattering axis, e.g. an el ongated bombshell.

The target characterization procedure and its underlying convolutional GPR model are
validated for a number of circular disk-shaped minelike targets, with and without internal
structure, using data from 3D finite-difference time-domain (FDTD) simulations and indoor
experiments with the IRCTR video impulse GPR. The FDTD and experimental results
demonstrate that the inversion for target size can estimate the outer dimensions of a
homogeneous minelike target (metal or dielectric) with millimeter accuracy
(error < 0.5cm). In the presence of interna structure, the accuracy with which the outer
dimensions of a dielectric minelike target can be estimated is lower but still reasonable
(error < 1cm). The estimation of the volume of an air gap or a small piece of metal inside a
dielectric minelike target generaly works less well (error < 35%). The results of the
inversions for material properties obtained with the FDTD data demonstrate that in principle it
is possible to estimate the relative permittivity of a homogeneous dielectric minelike target
very accurately (error < 11 % with respect to the permittivity contrast). However, such
excellent inversion accuracy was not aways attained with the experimental data
(error < 28 % with respect to the permittivity contrast). The experimental validation further
demonstrated the possibility to determine target depth with millimeter accuracy
(error < 0.5cm).
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In conclusion, the inversion performance achieved for the experimental data demonstrates that
the proposed target characterization procedure has a lot of potentia for AP landmine
identification. To this end, estimates of the outer dimensions of the target and depth are
considered particularly useful. Not only do these characteristics provide information for
deciding whether a detected target is likely to be an AP landmine or not, but their estimation
also never fails in the data examples considered and in many cases gives millimeter accurate
estimates. If the GPR is part of a multi-sensor system, these target characteristics can be easily
combined with target information obtained from other sensors, e.g. the presence of metal as
indicated by a metal detector. In addition, target depth estimates may have practical use for
assigning confidence values to detections by sensors whose performance is strongly depth
dependent, e.g. an infrared camera.

Unquestionably, the research results presented in this thesis are not fully representative for the
target characterization performance that can be attained in a real minefield ssmply because the
conditions in a minefield are far more complex than those for which the experimental
validation was carried out. Hence, further research including experiments with real landmines
under real minefield conditions remains indispensable. Since clutter represents the most
important physical limitation to GPR target identification, one of the primary topics of future
research should be the experimental estimation of the minimum allowable signal-to-clutter
ratio for which the target characterization procedure presented in this thesis will still produce
useful results.

Despite these limiting factors, it is important to note that the systematic approach in the
development of the convolutional GPR model and of the target characterization procedure
allows for their adaptation to more complex GPR scenarios than the ones considered in this
thesis. Some conceivable adaptations are the introduction of rough surface transmission
coefficients to account for a rough ground surface and the use of the derived frequency-
domain convolutional scattering model to characterize targets buried in a lossy ground.
Another interesting adaptation would be the use of the convolutional GPR model to develop a
target identification scheme that is based on the deconvolution of landmine type specific
target signatures.

Friedrich Roth
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SAMENVATTING
Convolutiemodellen voor deidentificatie van landmijnen met behulp van grondradar

Toekomstige landmijndetectiesystemen zullen waarschijnlijk verschillende typen sensoren
combineren om zo de detectie te verbeteren en het aanta valse aarm meldingen te
verminderen. Grondradar (GPR) biedt goede mogelijkheden voor integratie in een dergelijk
multisensor-systeem vanwege zijn mogelijkheid om zowel kunststof- als metaal behuisde
landmijnen te detecteren, lokaliseren en identificeren, of het nu gaat om op de opperviakte
geplaatste mijnen of begraven mijnen.

Dit proefschrift toont nieuwe ontwikkelingen op het gebied van GPR doedlidentificatie
toegepast op de identificatie van kunststof- en metaalbehuisde antipersoneels (AP)
landmijnen. De identificatie maakt gebruik van één enkel gemeten GPR reflectiesignaal, A-
scan genaamd, en heeft een zeer korte berekentijd. De basis van deze ontwikkelingen is de
formulering van het doelidentificatieprobleem als een convolutie/deconvol utie-probleem. Dit
houdt in dat de gemeten doelresponsie door een convolutiemodel wordt gerepresenteerd die
de achtereenvolgende stappen van uitstraling, voortplanting, doelverstrooiing en ontvangst
beschrijft en dat deconvolutie gebruikt wordt om een schatting te verkrijgen van de
impulsresponsie. Hieruit kunnen vervolgens doel eigenschappen (uitwendige afmetingen en
materiaal el genschappen) en doel diepte worden afgeleid. Deze eigenschappen leveren tendlotte
informatie over de waarschijnlijke identiteit van het gedetecteerde doel.

De drie hoofdbijdragen van dit proefschrift zijn:

e De systematische afleiding van een GPR convolutiemodel inclusief analytische
uitdrukkingen voor de doeloverdrachtsfunctie/impulsresponsie van een AP
landmijn as functie van zijn afmetingen, vorm, electromagnetische contrast en
interne structuur.

e De ontwikkeling van een op deconvolutie gebaseerde doelkarakteriserings-
procedure voor mijnachtige doelen in de vorm van een ronde schijf, welke
representatief zijn voor een grote klasse van AP landmijnen. De procedure maakt
gebruik van de doelresponsie op het hoogste punt van de doel defractiehyperbool.

e De ontwikkeling van voorbewerkingsalgoritmen die de GPR meetgegevens
dusdanig voorbewerken dat ze geschikt worden voor doelkarakterisering.

De afleiding van het GPR convolutiemodel is gebaseerd op bron-type integraal representaties
van het verstrooide veld waarbij een lineair verband tussen de verstrooistroom en het
invallende veld wordt verondersteld. Hierbij worden hetzij de Born- en Rayleigh-
benaderingen gebruikt, hetzij de fysisch optische (Physical Optics, PO) benadering,
afhankelijk van de materiéle samenstelling van de landmijn, dat wil zeggen kunststofbehuisd
of metaalbehuisd. Bovendien wordt de elektrische Green’'s tensor voor hafruimten benaderd
door een nieuwe verre-veld terugverstrooiingsrepresentatie (backscattering representation).
Het GPR systeem wordt gemodelleerd door puntbron/puntontvanger modellen. Op deze
manier worden de zendei genschappen van de zendantenne en de ontvangstei genschappen van
de ontvangstketen met inbegrip van de ontvangstantenne, eenvoudig uitgedrukt door één
enkele term, namelijk de effectief uitgestraalde golfvorm. Deze golfvorm kan simpelweg
geschat worden aan de hand van een calibratiemeeting waarbij de reflectie door een metalen
plaat wordt gemeten. Een belangrijk resultaat van deze afleiding is dat een schijfvormig
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mijnachtig doel begraven in een verliesvrije ondergrond resulteert in een golfvorm die de
afgeleide is van de golfvorm van het invallende veld. Een overeenkomstig
verstrooiingsgedrag wordt gevonden voor interne onderdelen van mijnen, met name voor een
luchtgevulde holte of voor een klein metalen onderdeel. Beide resulteren in golfvormen die
overeenkomen met de tweede afgeleide van de golfvorm van het invallende veld. Zodoende is
de doelimpulsresponsie van een schijfvormig mijnachtig doel ijl (sparse) en bestaat deze uit
slechts enkele differentiaal operatoren.

De doelkarakteriseringsprocedure borduurt voort op een nieuw tijdsdomein kleinste-
kwadraten deconvolutie-algoritme genaamd subset selection deconvolution die gebruikt wordt
om de effectief uitgestraalde golfvorm van de gemeten doelresponsie te deconvolueren. Het
nieuwe van de subset selection deconvolution is gelegen in het feit dat dit algoritme gebruik
maakt van de ijle doelimpulsresponsie-modellen die zijn afgeleid voor schijfvormige
mijnachtige doelen. Deze modellen worden gebruikt als a priori informatie voor de vorm van
de te schatten impulsresponsie. Op deze manier levert subset selection deconvolution fysische
amplitude-informatie en voortreffelijke temporele resolutie, welke essentiéel zijn bij het
afleiden van doeleigenschappen en doeldiepte uit de geschatte impulsresponsie. Deze
benadering vermindert ook de slecht gesteldheid en de ruisgevoeligheid inherent aan de
deconvolutie van bandbegrensde signalen. Op basis van het afgeleide GPR convolutiemodel
worden twee typen inversies van de impulsresponsie geformuleerd: de inversie voor
doelafmetingen en de inversie voor doelmateriaaleigenschappen. De inversie voor
doelafmetingen leidt tot een schatting van de uitwendige afmetingen van het doel en, gegeven
dat het een diélektrisch mijnachtig object betreft, het volume van haar interne onderdelen. De
inversie voor materiaal eigenschappen leidt tot een schatting van de relatieve permittiviteit van
het lichaam van een dié ektrisch mijnachtig doel.

Voorbewerking van de data is een belangrijk aspect van GPR doelidentificatie. In het
proefschrift worden twee nieuwe voorbewerkingsalgoritmen geintroduceerd te weten de
weighted moving average background subtraction (WMA-BS) en de target frame
transformation. Ook wordt geillustreerd hoe deze werken gebruikmakend van experimentele
data verkregen met een ultra-breedband polarimetrische video impuls GPR die ontwikkeld is
bij het International Research Centre for Telecommunications-Transmission and Radar
(IRCTR). Het WMA-BS agoritme is ontwikkeld om het direkte golfsignaal en het
grondreflectiesignaal uit elke gemeten A-scan te verwijderen. Het algoritme werkt op een
iteratieve manier door eerst de anomalien in de GPR data te lokaliseren en deze vervolgens te
onderdrukken bij het schatten van de achtergrond die van de data dient te worden afgetrokken.
Zodoende smeert het WMA-BS algoritme de doelresponsie niet uit naar naburige A-scans
noch verandert het haar amplitude en vorm. Beide problemen treft men vaak aan bij het
conventionele moving average background subtraction algoritme. De target frame
transformation roteert de polarimetrische doelresponsie, dat  wil zeggen de
verstrooiingsmatrix, naar het coordinatenstelsel gedefiniéerd door de twee natuurlijke
polarisaties van het doel. Hiermee wordt een doelresponsie verkregen die onafhankelijk is van
de doeloriéntatie, wat essentiéel is voor de identificatie van doelen met een
voorkeursverstrooiingsas zoals een langwerpige granaathuls.

De doelidentificatieprocedure en het ten grondslag liggende GPR convolutiemodel zijn
gevalideerd voor een aantal schijfvormige mijnachtige doelen, met en zonder interne
structuur, aan de hand van 3D eindige-differentie tijdsdomein (FDTD) simulaties en
laboratoriumexperimenten met de IRCTR video impuls GPR. De FDTD en experimentele
resultaten tonen aan dat de inversie voor doelafmetingen waarden voor de uitwendige
afmetingen van homogene mijnachtige doelen (metaal of diéektrisch) oplevert met hoge
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nauwkeurigheid (fout < 0.5cm). In het geval dat de doelen interne structuur bevatten,
vermindert deze nauwkeurigheid maar blijft zij nog steeds heel reddlijk (fout < 1cm). De
schatting van het volume van een luchtholte of een klein metalen deel in een diéektische
mijnachtig doel lukt over het algemeen minder goed (fout < 35%). De resultaten van de
inversies voor materiaal el genschappen, verkregen op basis van FDTD data, tonen aan dat het
in principe mogelijk is de relatieve permittiviteit van een homogeen diéektrisch mijnachtig
doel zeer nauwkeurig te schatten (fout < 11 % t.o.v. het permittiviteitscontrast). Echter met
experimentele data werd deze nauwkeurigheid niet gehaald (fout < 289% t.o.v. het
permittiviteitscontrast met de achtergrond). De experimentele validatie toonde verder aan dat
de doel diepte met hoge nauwkeurigheid kan worden bepaald (fout < 0.5 cm).

De inversieprestaties berelkt met experimentele data tonen aan dat de voorgestelde
doelkarakteriseringprocedure goede mogelijkheden biedt voor AP landmijnidentificatie.
Voora de schattingen van de uitwendige afmetingen en de doeldiepte worden a's bijzonder
waardevol gezien. Ze geven niet aleen nuttige informatie om te beslissen of een gedetecteerd
doel een AP landmijn is of niet, maar ze waren ook nooit volledig verkeerd en gaven in veel
gevalen waarden met een nauwkeurigheid in de orde van millimeters. Bovendien kunnen
deze schattingen eenvoudig gecombineerd worden met doelinformatie verkregen met behulp
van andere landmijndetectiesensoren, bijvoorbeeld informatie over de aanwezigheid van
metaal verkregen door een metaaldetector. Een andere mogelijke toepassing is het gebruik
van de doeldiepte om vertrouwenswaarden te verbinden aan detecties door sensoren waarvan
de prestatie diepteafhankelijk is. Een voorbeeld van zo een sensor is een infrarood camera.

Er moet echter wel worden opgemerkt dat de aangetoonde prestatie van de
doelkarakteriseringsprocedure niet helemaal representatief is voor hetgeen in een echt
mijnenveld kan worden bereikt. De reden hiervoor is simpelweg het feit dat de
omstandigheden in een mijnenveld veel complexer zijn dan die in een laboratorium. Verder
wetenschappelijk onderzoek inclusief GPR experimenten met echte landmijnen onder
omstandigheden van een echt mijnenveld blijft daarom ongetwijfeld noodzakelijk. Aangezien
clutter de primaire fysische begrenzing aan doelidentificatie met behulp van GPR is, is het
vooral belangrijk om de minimale signaal-clutter verhouding te bepalen waarvoor de
voorgestel de doel karakteri seringsprocedure nog steeds bruikbare schattingen oplevert.

Ondanks deze beperkingen maakt de systematische aanpak in de ontwikkeling van het GPR
convolutiemodel en van de doekarakteriseringsprocedure de aanpassing mogelijk aan
complexere GPR omstandigheden dan degene die in dit proefschrift zijn behandeld. Denkbare
aanpassingen zijn de invoering van transmissiecoéfficiénten voor ruwe opperviakten en het
gebruik van het afgeleide frequentiedomein verstrooiings-convolutiemodel voor de
karakterisering van doelen begraven in een verliesgevende ondergrond. Een verdere
mogelijke aanpassing is het gebruik van het GPR convolutiemodel om een
doelidentificatieschema te ontwikkelen dat gebaseerd is op de deconvolutie van
doelsignaturen van specifieke landmijntypen.

Friedrich Roth
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