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ABSTRACT

The aviation sector is an ever growing sector, which results in that the number of movements at airports also
continues to grow. However, for communities located close to busy airports, this has a negative effect on their
way of living. The aircraft noise can results in serious health issues, like stress, heart problems and sleep dis-
turbance. The government attempts to decrease these negative effects with noise related regulations. With
the implementation of noise abatement studies, it is possible to still increase their capacity without exceeding
their noise related limitations. In these studies, the procedures are designed in such a way, that they minimize
the noise impact. Previous research has shown that this is efficient approach, as it relatively fast and cheap to
implement.

Next to that, new navigation procedures are implement at airport to increase their capacity and efficiency.
New RNP/RNAV systems allow aircraft to fly a predefined route, while using much less airspace than con-
ventional approaches. However, although the navigation gets more and more accurate, there is still a lateral
position error present during terminal procedures. The effect of this lateral deviation, or other stochastic
behavior of state variables, on the noise impact was not yet considered during the optimization of these ter-
minal procedures, but could influences designing the most optimal route. Therefore, the objective of this
thesis is to develop a method that allows the modeling of certain aircraft state variables, determine its effect
on the noise impact and take that into account during the design of departure procedures, while optimizing
for the number of awakening and the fuel consumption.

To model the noise and emission impact caused by a single trajectory, an existing intermediate point-mass
model is combined with an integrated noise model and a geographic information system. With the use of
the ANSI criterion, the noise impact is translated to a number of awakenings, which together with the fuel
consumption will be the objective criteria for the multi-objective evolutionary algorithm based on decom-
position. This algorithm is able to directly compute the Pareto front, which contains all the optimal solutions.

The lateral position error is modeled as a normal distribution bases on the required navigation performance
during terminal procedures. To simulate the effect on the noise impact, a Monte Carlo simulation of the lat-
eral deviation is performed. As the objective of this research is to take this effect on the noise impact into
account during the optimization, an function is developed to directly approximate this effect, which saves a
significant amount of computational cost. Secondly, the initial weight deviation is modeled and again simu-
lated with Monte Carlo to determine its effect on the noise impact. However, effect was minimal and imple-
menting it within the optimization would drastically increase the computational cost. Therefore, the initial
weight deviation is not considered during the optimization of terminal procedures.

Multiple case studies were performed for two departure routes of Amsterdam Airport Schiphol, namely the
Spijkerboor 2K SID and the ARNEM 3E SID. From the stochastic analysis of the lateral position error it was
concluded that the received SEL values are over estimated for grid points close to the nominal trajectory
and are under estimated at locations further away. This phenomenon is even more present for grid points
located on the outer side of a turn segment and less present when they are on the inner side of the turn.
When comparing the total number of awakenings from the deterministic simulation and the stochastic one,
no significant difference was present however. It seemed that the area where the noise is overestimated was
compensated with an area where it was underestimated. This was also one of the main reasons that the effect
of a stochastic noise related objective function was almost not present during the optimization of departure
routes. For both case studies, the Pareto fronts of both optimization approaches were almost identical and
thus not resulting in different solutions.
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However, when a higher cutoff value for the ANSI criterion function was used, the results will differ. The cut-
off value of 65 dB (instead of 50.5) resulted in a difference of almost 1 % between the chance that awakenings
occur or that they do not. This resulted in the simulation for the lateral deviation that at some grid points,
were in the deterministic case no awakenings occurred, there was now a possibility that 1% or more from the
population would be awaken. Therefore, the expected number of awakenings could differ significant with the
deterministic number of awakenings and so new results were visible between the two optimization results.

In the end, it can be concluded that this research was successful in achieving its goal: developing a method
which was able to model the stochastic behavior of a state variable and take that into account in the optimiza-
tion of departure procedures. The lateral position error seemed to have more effect on the noise impact than
the initial weight deviation, and even shown effect in the optimization of the Spijkerboor 2K departure when
a higher cutoff SEL value was used. However, this does not assure that implementing the lateral deviation has
a effect on the results of the optimization, but is always highly depended on the characteristics of the case
study.



NOMENCLATURE

Greek Symbols

α Confidence level

α Smoothing factor

βi A term either equal to +90◦ or −90◦

χ The heading angle of the aircraft

∆χi The heading change of RF leg i

ε Lateral position error

η The thrust setting

ηn,i The normalized thrust setting at segment i

γ The climb angle

γn,i The normalized climb angle at segment i

µ Bank angle

µ The mean of a Normal distribution

Ω Solution space

φ Distributed random variable

π Pi

ρ Air density

ρ0 Air density at sea level

σ The standard deviation of a Normal distribu-
tion

θ Family of random variables

Roman Symbols

Ci The center of turn i

Ctur n Turn correction factor

D Drag

d Distance

f () Objective function

g i , j Grid point

g0 Gravitational constant

h Altitude of the aircraft

h Altitude

h1 First descision altitude

L A A-weighted sould level

Li The length of a TF leg i

N Number of simulations/runs

n Number of indexes, sample size

P Air pressure

P Probability

P0 Air pressure at sea level

pop Population

Q Number of discretized segments

R Turn radius of RF leg i

s Distance flown

T Thrust

t Time

VEAS The equivalent airspeed

VTAS True airspeed

W Weight

wi Weight factor

X Stochastic variable

x A solution

x The x-position of the aircraft

x∗ An optimal solution

x0 The x-coordinate of the initial position

x f The x-coordinate of the final position

Xn Discrete stochastic variable

X t Time continuous stochastic variable

y The y-position of the aircraft

y0 The y-coordinate of the initial position

y f The y-coordinate of the final position

z∗ Ideal point in a Pareto front

Zi The Z-score of a data point i

Other Symbols

ṁf The fuel mass flow

Awak The number of awakenings

Fuel The total amount of fuel consumed

SEL Sound exposure level

Abbreviations

AAS Amsterdam Airport Schiphol

AAS Amsterdam Airport Schiphol

ADS-B Automatic Dependent Surveillance-
Broadcast

ANSI American National Standards Institute

ATC Air Traffic Control

CDA Continuous Descent Approach
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CLT Central Limit Theory

EA Evolutionary Algorithm

EAS Equivalent Airspeed

FICAN Federal Interagency Committee on Aviation
Noise

FMS Flight Management System

FTE Flight Technical Error

GIS Geographic Information System

ILS Instrument Landing System

INM Integrated Noise Model

KS-test Kolmogorov–Smirnov test

MOEA/D Multi-Objective Evolutionary Algorihtm
based on Decomposition

MTOW Maximum Take-Off Weight

NADP Noise Abatement Departure Procedure

NM Nautical Mile

NSE Navigation System Error

NSGA-II Non-dominant Sorting Genetic Algorithm
II

NTD Noise-Thrust-Distance

ODE Ordinary Differential Equation

OEW Operating Empty Weight

PDE Path Definition Error

PDF Probability Density Function

PMF Probability Mass Function

RF Radius-to-a-Fix

RNAV Area Navigation

RNP Required Navigation Performance

SEL Sound Exposure Level

SID Standard Instrument Departure

TAS True Airspeed

TF Track-to-a-Fix

TSE Total System Error

ZFW Zero Fuel Weight
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1
INTRODUCTION

There has been a high demand for air transport for the last couple of years and is expected to further increase
in the future [13]. To meet this demand, it is necessary that the number of aircraft and airport operations will
also increase. However, these operations have a negative effect on the environment due to pollutant emis-
sions [15]. Next to that, the aircraft noise has an negative impact on the communities located near airports.
An overexposure to aircraft noise could result in health issues, including sleep disturbance, stress and heart
diseases. As an example, in 2017 Amsterdam Airport Schiphol (AAS) received over 33000 complains from 8450
people living nearby, when reaching their limit of 500,000 flight movements per year []. For airports located in
inhabited areas, like AAS, the required expansion is therefore restricted so that no further decrease the quality
of life will occur for the surrounding communities.

To still increase the number of airport operations, the impact of these operations should be decreased. Three
areas have been identified where this is possible. First, new policies and standards could be made. Certain
aircraft which are very noisy could be limited or prohibited to operate from the airport or night time restric-
tions could be applied. Secondly, the development of advanced aircraft technology could contribute to noise
reductions By reducing the engine noise or using alternative fuels, the environmental impact could be re-
duced. The third area is related to the operational procedures. A couple of new procedures have already been
implemented, such as the Continuous Descent Approach (CDA) and increasing the Instrument Landing Sys-
tem (ILS) approach angle.

Although all of the mentioned strategies contributed to the reduction of noise impact, the third one is the
most suitable solution in the short term. This is because it can be applied faster than the other strategies and
at a relatively low cost. To get an insight into the potential maximum gain of updating the operational proce-
dures, optimal routes have been designed in noise abatement studies in recent years [30] [31] [20]. Here, an
trajectory optimization is solved, where the objective was to minimize the noise impact, while not exceeding
the operational constraints. From these previous studies, multiple conclusions could be drawn. First of all,
both gradient and non-gradient optimization methods can be used in combination with a noise model and
geographic information to design the optimal route [7] [11]. Secondly, it was earlier established that optimiz-
ing for just noise impact would result in infeasible solutions [28]. Therefore, noise abatement studies should
always be a multi-objective optimization problem, where at least on objective should be related to noise.

Finally, most of the models used in the noise abatement studies are deterministic. Therefore, the optimiza-
tion normally results in just one optimal route. However, during terminal procedures it is likely the actual
flight path does not completely align with the intended path. Unexpected gusts of wind or inaccuracies in the
used navigation systems could be a cause for that. When evaluating the radar data in Fig. 1.1, it can clearly
be seen that in most cases the aircraft deviates from the intended departure route.
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Figure 1.1: Radar data of the flight movements at AAS [8]

These and other possible uncertainties or variation of certain (state) variables are not yet taken into account
during the optimization of terminal procedures. A post-optimization stochastic analysis has been performed
[21] for example, but the possibility to implement the uncertainties or errors of these (state) variables in the
optimization itself is still missing. Also, an analysis of how the stochastic behavior of certain (state) variables
affects the overall noise impact is lacking.

With the insights and research gaps stated previously relating to noise abatement studies, this MSc thesis will
attempt to answer the following research question:

"How can the stochastic behavior of aircraft state variables be modeled within the opti-
mization of terminal departures, related to noise and economic factors?"

The goal will therefore be to develop an algorithm that can solve a multiple-objective trajectory optimization
for terminal departures, while taking into account the effect of stochastic behavior of state variables on the
environmental impact. Next to answering this research question, the following four sub-questions should
also be answered in this thesis:

"For which objective criteria should the terminal procedures be optimized?"

"Which method will ensure to find the global optimum for the optimization problem where mul-
tiple objectives are identified?"

"Which aircraft state variables should be modeled in the stochastic analysis?"

"What is the effect of the stochastic behavior of aircraft state variables on the environmental im-
pact?"

Therefore, the objective of this thesis should also be to identify which objective criteria are relevant for the
optimization of the terminal departure routes. A suitable method has to be chosen which ensures a global
optimum solution, without the need to transform the problem to single-objective optimization. At least one
aircraft state variable had to be selected which stochastic behavior will be simulated. To investigate the ef-
fect of that variation on the environmental impact, a stochastic analysis will be performed. Finally, a suitable
method will be chosen so that the uncertainty of that state variable can be implemented within the optimiza-
tion framework.



3

To accomplish the objectives that are set up, a selection of models and algorithms will be applied. To sim-
ulate the aircraft states over a specified trajectory, a 2 dimensional intermediate point-mass model will be
used. The emission impact is an output from the aircraft model, while the noise impact will be determined
with an integrated noise model and a geographic information system. The uncertainty of state variables will
be simulated with the use of a Monte Carlo simulation or approximated with a newly developed function.
The Pareto front, containing all the optimal solutions, will be determined with a multi-objective evolutionary
algorithm based on decomposition.

This report will start with a literature study (Ch. 2) which discusses multiple optimization techniques used
in previous noise abatement studies, as well some methods how to model stochastic processes. Next, the
trajectory simulation model will be explained in Ch. 3, where the aircraft model and the parameterization of
the trajectory will be explained. In the following chapter (Ch. 4), the method for simulating the variation of
aircraft state variables will be discussed, as well as the method used to estimate and approximate the resulting
noise impact. Both models and the optimization algorithm will be verified and validated in Ch. 5. To see how
the deterministic and stochastic approach will differ from each other, two case studies will be performed.
The description of these case studies and the obtained results are stated in Ch. 6. Finally, the conclusions and
recommendation for this thesis will be stated and elaborated on in Ch. 7.





2
LITERATURE STUDY

As was already concluded from previous noise abatement studies, an efficient way to decrease noise impact
for communities surrounding airports is to redesign the terminal procedures. To achieve this, the literature
review will start to explain those procedures consist of. Here, it will become clear for which aspects of the
terminal procedures there is a need for further research. Apparently, there is error component present in the
lateral navigation, which could be presented as a random variable. Therefore, literature about stochastic pro-
cesses will be discussed, which will be used to simulate this lateral position error. Secondly, the constraints
of noise abatement departure procedures will become clear. Between those limits, the departure could be
optimized with respect to noise and environmental impacts. To accomplish this, methods for trajectory op-
timization will be discussed. One of the objective criteria for these optimization will be regarding the noise
impact, so a proper understanding about aircraft noise and how to model it will be required. Literature about
these subjects will be elaborated on in the final section of this chapter.

2.1. TERMINAL PROCEDURES
The flight of an aircraft between two airports consists of three major parts; the departure procedure, the
arrival procedure and the part between those, the en-route part. During the later, the aircraft uses its Flight
Management System (FMS) to navigate from waypoint to waypoint. When the aircraft is arriving or departing
at the terminal area, the so called terminal procedures, the Air Traffic Control (ATC) will be in contact with the
pilot to navigate the aircraft. This however, results in a significant amount of communication over the radio
and in diversity between trajectories. Therefore, new methods and procedures are adapted during terminal
procedures, which will be explained in this section.

2.1.1. NAVIGATION ROUTES
To reduce these above mentioned problems, Area Navigation (RNAV) is introduces to replace the conven-
tional approach of navigation. With RNAV, the pilot may choose any course within a system of navigation
waypoints, instead of being contained to an airway. The beginning of RNAV route is defined with an Initial
Fix (IF), which is a 3 dimensional point is space, a waypoint. The route itself consists of set of legs which
connect two waypoints. There are two types of legs: a Track-to-a-Fix (TF) and the Radius-to-a-Fix (RF). The
TF leg is a straight leg between two waypoints. For turning in the route, the RF leg is used. Here, a constant
turn radius is used to fly from one waypoint to the second one. The advantages of type of navigation with
respect to the conventional method is that it conserves flight distances and reduce congestions.

Next to RNAV routes, which relies mainly on waypoints, a similar approach is available which uses on-board
performance monitoring and alerting: Required Navigation Performance (RNP). This RNP is a Performance-
Based Navigation (PBN) approach that allows the aircrew to fly the aircraft along a precise 3D flight path with
the ability to determine aircraft position with both accuracy and integrity. This approach optimizes the use
of the airspace, while it saves fuel and time. The RNP equipment is an addition to the RNAV method and
and cannot be used without RNAV. Therefore, it is mostly referred to as RNP/RNAV. A schematic view of the
conventional, RNAV and RNP/RNAV routes can be found in Fig. 2.1.
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Figure 2.1: A schematic view of the conventional, the RNAV and the RNP/RNAV routes [4].

RNP also refers to the level of performance required for a specific procedure. An RNP level of 5 means that the
FMS must be able to determine the position of the aircraft within a radius of 5 Nautical Miles (NM). In Europe,
an RNP-1 is required for the terminal airspace, which is the equivalent to the Precision-RNAV (P-RNAV). This
means that the required accuracy of the terminal procedures, within a 95 percent containment, should be
equal to ±1.0 NM.

2.1.2. NAVIGATION ERRORS

The RNP/RNAV method has navigation error components, especially in lateral accuracy. The Total System
Error (TSE) consists of the Path Definition Error (PDE), Flight Technical Error (FTE) and the Navigation Sys-
tem Error (NSE). For RNAV, the PDE is the error when the flight path does not correspond to the desired path.
This can occur due to the fact that nearness to waypoints and the wind vector are not repeatable in turn and
constant heading segments. With RNP/RNAV however, the PDE is assumed to be negligible. The FTE, which
is the error corresponding to be ability of the aircrew or autopilot to fly the defined path, and the NSE, which
is the difference between the estimated and the actual aircraft position, are both part of the TSE for the two
navigation systems.

For RNAV, the distribution of the TSE is a mean zero Gaussian, since the distributions of the PDE, FTE and
NSE are also Gaussian where the mean is equal to zero. For the RNP/RNAV, the accuracy requirements only
define the bounds corresponding to 95 percent of the TSE. Therefore it is assumed the TSE distribution of the
RNP/RNAV is also Gaussian.

2.1.3. DEPARTURE PROCEDURES

Next to procedures regarding the navigation of an aircraft, ICAO also establishes rules for the aircraft depar-
tures. Because in this thesis the focus is on reducing noise, the noise abatement procedures for the departure
route will be applied. ICAO defines two different procedures: Noise Abatement Departure Procedure 1 (NADP
1) and Noise Abatement Departure Procedure 2 (NADP 2), presented in Fig. 2.2 and Fig. 2.3. respectively. With
NADP 1, the focus is on reducing the noise impact for the noise-sensitive areas close to the runway, whereas
with NADP 2, the focus is on the noise reduction for the areas located further away from the runway.

In the NADP 1, the aircraft starts its departure with a take-off thrust and a constant initial airspeed of V2+10kts
until it reaches an altitude h1 of at least 800 ft. At this altitude, the thrust is reduced to a climb thrust while
maintaining the airspeed of V2 +10kts until it reaches an height of 3000 ft. From here, the aircraft will con-
tinue to climb an accelerate smoothly until it reaches the en route altitude and velocity.
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Figure 2.2: Noise Abatement Departure Procedure 1 [14].

Figure 2.3: Noise Abatement Departure Procedure 2 [14].

The NAPD 2 starts the same as the first one, having a take-off thrust and constant velocity of V2 +10kts until
an altitude of 800 ft. Here, the thrust is reduced to climb thrust, but now the aircraft is allowed to increase
airspeed. This means that starting from 800 ft, the aircraft is no longer climbing at its maximum flight path
angle. Now, the aircraft is climbing, accelerating or both, depending on the flight path angle. When it reaches
an altitude of 3000 ft or the clean velocity of VZ F +10kts, the aircraft transits to a smooth en-route flight path
angle and climb velocity.

With respect to the horizontal plane, ICAO distinguish two types of departure segments: straight segments
where the turning angle is less than 15◦ or turn segments when turning angle is larger than 15◦. The turning
angle is defined as the angle between the centerline of the runway and the waypoint. Two restrictions are
set by ICAO regarding a departure procedure. The first one is that the aircraft should at least fly in the same
direction as the runway until it reaches an altitude of 410 ft. The second restriction is related to the bang angle
µ. The maximum allowed bank angle depends on the altitude of the aircraft and is restricted as follows:

• µmax ≤ 15◦ for altitudes below 1000 ft

• µmax ≤ 20◦ for altitudes between 1000 ft and 3000 ft

• µmax ≤ 25◦ for altitudes higher than 3000 ft

When an obstacle would be present within 295 ft, the maximum allowed bank angle should not be larger than
15◦.
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2.2. OPTIMIZATION
Within the constraints of noise abatement departure procedures, there are still many route designs possible.
To identify this best suited route, an optimization is required. Typically in mathematical optimization, the
minimum of a certain cost or objective function is sought, in a defined search space. The general notation for
optimization is stated below:

min
x∈Ω

: f (x) (2.1)

As can be seen in Eq. 2.1, there is a single objective function f (x). When more are present, it is called a
multiple-objective optimization. The optimization is subject to a set of constraints Ω, which limits the deci-
sion space. An optimal solution x∗ is a point inΩ that satisfies:

f (x∗) ≤ f (x),∀x ∈Ω (2.2)

It is possible for solution x to contain multiple design variables. When this is the case, the solution is a vector
of these variables:

x = [x1, x2, ..., xm]T (2.3)

In a specified domainΩ, the optimal solution may not exist or may not be unique. When more than one op-
timal solution exists, these additional solutions are optimal with respect to their neighboring set of candidate
solutions. This is a so called local optimum. When a solution is optimal for all possible solutions, it is a global
optimum.

2.2.1. GRADIENT VERSUS NON-GRADIENT METHODS
In previous studies, different methods have been proposed to find this optimal solution. A tool called NOISHHH
was developed by Visser and Wijnen [30, 31], which combined a dynamic optimization algorithm, a noise
model and a geographic information system. The tool was able to design arrival and departure trajectories
which were minimized with respect to environmental impact, while satisfying a set of relevant constraints.
The tool was also able to optimize terminal procedures based on area navigation [27, 12]. A lexicographic
optimization method was used by Prats et al. [20] for finding aircraft departure trajectories where the noise
annoyance was minimized. A comparison of modeling methods when optimizing flight paths was done by
Khardi and Abdallah [22]. Here, a direct and indirect method for solving a set of ordinary differential equa-
tions (ODEs) are presented and compared.

The above mentioned approaches all fall in the category of gradient based optimization methods. These ap-
proaches have proven to be quite efficient in finding optimal solutions, however gradient based methods have
some limitations. Gradient methods solve problems where the function has to be minimized and where the
search direction is defined by the gradient of the function. Since the algorithm uses gradient information, the
objective function and the constraints have to be differentiable and its decision variables continuous. More-
over, due the fact that current optimization problems become more and more complex, it becomes more
and more difficult to construct differentiable problems. Secondly, because you can only determine the gra-
dient for a certain point or location, a gradient based optimization method always needs an initial solution.
Therefore, their solutions have the tendency to converge to local optima when the problem has more opti-
mal solutions. Finally, gradient based methods are suited for single-objective optimization problems, which
means the solved problem will have one single solution.

Since the gradient based approach shows certain disadvantages, gradient-free optimization methods have
also been used in noise abatement studies. The non-gradient optimizer called multi-objective mesh adap-
tive direct search (multi-MADS) has been used by Torres et al. to minimize the environmental footprint of
departure procedures [7]. Hartjes and Visser [10] used a non-dominated sorting genetic algorithm (NSGA-II)
in combination with a trajectory parameterization technique to design optimal departure trajectories with
respect to noise and emissions criteria. The results form both [7, 10] have clearly shown that non-gradient
methods are suited as well in noise abatement studies. These methods do not have to deal with most of the
limitations from gradient based methods. Their ability to deal with discontinuous problems and discrete
design variables, as well as finding a set of non-dominated optimal solutions makes them quite suitable for
noise abatement studies. However, non-gradient methods have one major limitation: their computational
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cost. The fact that non-gradient methods use a random search area, gives them the advantage of not needing
an initial solution and to more likely converge to a global optimum, but also requires to do significantly more
evaluations, which are time consuming.

2.2.2. MULTIPLE-OBJECTIVES
As stated in previous noise abatement studies [30, 31, 20, 10], optimizing terminal procedures should always
be done for multiple objectives. This makes the designing of optimal routes a multiple-objective optimisation
problem, as stated in Eq. 2.4.

min
x∈Ω

: F(x) = [
f1(x)), f2(x))... fn(x)

]
(2.4)

The main differences with respect to a single-objective optimization is that there exist two or more distinct
goals and that normally the optimal set consists of more than one solution, see Eq. 2.5:

x∗ = [
x(1)x(2)...x(n)] (2.5)

A set of solutions are optimal when each solution is non-dominant to each other. A solution x(1) is stated to
be dominant to solution x(2) if both conditions are true [6]:

• fi (x(1)) is never better than fi (x(2)), for all objective functions [ f1, f2, ..., fn]

• fi (x(1)) is better than fi (x(2)), for at least one objective function fi , i ∈ {1,2, ...,n}

Solution x(1) does not dominate x(2), if one of these conditions is not met. When the set of solutions is proven
to be non-dominant, then the solutions are located on the so called Pareto front. This Pareto set of solutions,
which is illustrated in Fig. 2.4, contains all the global optimal solutions for the multiple-objective optimiza-
tion problem.

Figure 2.4: The Pareto-optimal solution curves for two objective functions. [6]

When the Pareto front is determined, a trade-off between the different solutions can be made with the use of
higher level information about the problem. This information is often non-technical and experience driven
and not always available. In a preferred scenario, higher level information is available before the optimiza-
tion, so that the multiple-objective problem can be converted to a single-objective one. This is called a priori
approach. In previous studies, such as [28, 11], additional information is used to estimate the relative impor-
tance of the objective functions. A weight factor is assigned to each criterion and they are combined together
in one single objective function. This method is called the Weighted Sum Approach and looks as follows:
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min
x∈Ω

: F(x) =
n∑

i=1
wi fi (x) (2.6)

Because the required higher level information is in most cases not completely available, it would be better to
do the objective criteria trade off after the optimization. This approach is called a posteriori. To apply this ap-
proach, it is required to directly compute the Pareto front in the optimization. Hartjes [10] used this approach
and was successful in creating the Pareto front with the use of an Evolutionary Algorithm, the NSGA-II. After
the optimization, an analysis of the set of optimal solutions was done and a suitable route was selected.

2.2.3. MULTI-OBJECTIVE EVOLUTIONARY ALGORITHM BASED ON DECOMPOSITION
As stated previously, an evolutionary algorithm has the ability to converge almost directly to the globally
Pareto-optimal set of solutions, while dealing with multiple objectives and complex, non-continuous prob-
lems. However, the major disadvantage is that to do so, the computation time is significantly long. This is
due the fact that an EA is a search method based on the principles of genetics. The problem is encoded in a
chromosomal manner and a fitness test (or objective function) is applied to determine if a found solution is
better or worse than its previous one. After the fitness is determined, the solutions can start to evolve with
the following steps:

• Initialization: The initial population (where the size is user selected) of possible solutions is generated
at random across a certain search spaceΩ.

• Selection: Here, the new generation is evaluated by the objective functions F(x) and the population
with better fitness values will have a higher change of repopulating. Therefore, making sure the algo-
rithm converges to the desired solution.

• Crossover: From the initial population, an offspring population is created. Here, crossover between
two parents occurs with a certain probability, which can be adjusted by the user. Without this crossover,
the offspring will exactly be the same as the parents chromosomes.

• Mutation: With a probability, a portion of the new individuals will have a small change in their chro-
mosome. This allows to induce a random walk through the search space. This mutation factor can also
be adjusted by the user.

• Replacement: The offspring population created by the selection replaces the original parental one.
Now the algorithm will run again, until the final population converges to the optimal solution x∗.

Due to the fact that the creation of a population is partly random, it can take several iterations before the
optimal solution is reached. For every iteration, the entire population has to be evaluated, which means the
number of evaluations will be significant. In noise abatement studies, a complete simulation of the trajectory
is required for each evaluation, which therefore results in a time-consuming process.
To still have the advantages of an evolutionary algorithm, but limit the computation time, this thesis will use
a Multi-Objective Evolutionary Algorithm based on Decomposition (MOEA/D). The MOEA/D has recently
been developed and proven to out perform the NSGA-II [32]. Ho-Huu and Hartjes [26] have improved the
MOEA/D and used it successfully while designing noise abatement departure trajectories. In MOEA/D, the
multiple-objective problem is decomposed into a number of scalar optimization sub-problems. The weighed
Tchebycheff decomposition approach is used here, where the ideal point F(x∗) is determined by:

min
x∈Ω

gte (
x|w,z∗

)= max
1≤i≤n

{
wi |Fi (x)−z∗i |

}
(2.7)

where w = [w1, ..., wn]T, where the weights are always positive (w j ≥ 0) and the sum of a set of weights is
equal to 1 (

∑n
i=1 wi = 1) [16]. The reference point z∗ = [z∗

1 , z∗
2 , ..., z∗

n ] is defined as set containing the minimal
solution of each individual objective function: z∗

i < min
{

fi (x)|x ∈Ω}
, i = 1, ...,n. The sub-problems are then

optimized with the use of an evolutionary algorithm. The solutions of each scalar optimizations will form the
Pareto-optimal front. A normalized scenario where this method is applied is shown in Fig. 2.5.

For a more detailed description of the MOEA/D algorithm, see App. B.
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Figure 2.5: Distribution of optimal solutions op Pareto front by using z∗ for two objective functions [24].

2.3. STOCHASTIC PROCESSES
Although new implementations are used for the navigation during terminal procedures, there still is a lateral
position error present. This error can be represented as a random variable or a stochastic process. The general
definition of a stochastic process

{
Xθ

}
, with θ ∈Θ is a family of random variables, one for each θ ∈Θ, or{

Xθ
}= {

Xθ ,θ ∈Θ}
(2.8)

Such a process can be continuous, denoted as {Xt } or a discrete, denoted as {Xn}. The lateral position example
would be a continuous stochastic process, since the error is distance from the nominal trajectory and can
have any length.
When a model possesses some variables which have some inherent randomness , it is called a stochastic
model. In a stochastic model, the same initial conditions and parameters can lead to set of different solu-
tions. This in contrast with a deterministic model, where the output is fully determined by the input. In most
previous noise abatement studies, a deterministic model was used to simulate an aircraft during terminal
procedures. However, when the lateral navigation error would be taken into account, the simulation model
would a stochastic one.

2.3.1. PROBABILITY THEORY
When simulation a sample of a random variable, like for instance a position error, the value is not in advance.
However, it can be known how likely it is a certain value will occur. In general, this probability of occurrence
of a stochastic process X can be stated in a mathematical function called the probability distribution. The
distributions can be divided in two classes, discrete and continuous probability distributions. The discrete
distribution, for scenarios where the outcome is a discrete number, can be encoded by a list consisting of the
outcome probabilities named the probability mass function (PMF). Example of this kind of distributions are
the Poisson distribution and the Bernoulli distribution. A continuous probability distribution is applicable
to scenarios where the set of outcomes can take continuous range of values. Continuous distributions are
generally described with the use of a probability density function (PDF), which can be denoted for an interval
[a,b] as:

P(a ≤ X ≤ b) =
∫ b

a
fX(x)d x (2.9)

The main difference with a discrete distribution is that a continuous distribution has a probability for a cer-
tain interval of values, while a discrete one has a probability of each value.
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An example of a continuous probability distribution is the Gaussian or normal distribution, which is often
used in natural and social sciences, but also to represent the lateral navigation error. The PDF of a normal
distribution is stated as follows:

fX(x) = 1p
2πσ2

e−
(x−µ)2

2σ2 (2.10)

The normal distribution is symmetrical and defined with two parameters: one for location (µ ∈ R) and one
for the squared scale (σ2 > 0). When a variable is normally distributed, it is often referred as N (µ,σ2). In
Fig. 2.6 multiple normal distributions with different parameter settings are plotted, where the effect of the
parameters is visible.
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Figure 2.6: Normal distributions with different parameters settings.

The long-term average value of a distribution is called the expected value or the expectation. For discrete
distributions, this would be equal to the sum of each possible value multiplied with its likelihood. For a con-
tinuous distribution, this would be the integral of the variable with respect to its probability density, see Eq.
2.11.

E[X ] =
∫
R

x fX(x) (2.11)

A second characteristic of a probability distribution is the variance. The variance measures how fas a set of
random variables are spread out with respect to their average of expected value. Therefore, when a distribu-
tion would have a lower variance, it would be more likely that a single generated value will be equal to the
expected value. A distribution with a higher variance has therefore more uncertainty, so it would a less robust
assumption to present the random variable just as the expected value. In general, the variance of X is defined
as:

Var(X) = E[(X−E(X))2] = E[X2]−E[X]2 (2.12)

The expected value and the variance of a normal distribution can be calculated with Eq. 2.11 and Eq. 2.12
respectability, which results in for the expected value is equal to the average, E(X) = µ, and the variance is
equal to the squared standard deviation, Var(X) = σ2. In Fig. 2.7 the average µ and standard deviation σ are
pointed out in a normal distribution.

When sampling from a normal distribution N (µ,σ2), it is possible to measure the sampled value Xi with
respect to the mean. The number of standard deviations between the mean and a data point is called the
Z-score or the standard score and is calculated as follows:

Zi = Xi −µ
σ

(2.13)
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Figure 2.7: A normal distribution where µ and σ are highlighted.

The Z-score tells where the sample value is located on the distribution in number of standard deviations.
When values are above the mean, the standard score has a positive value, otherwise a negative one. When
multiple samples are generated, the mean of those samples X̄n can also be tested again the Z-score with this
equation:

Zn = X̄n −µ
σp
n

(2.14)

where n is the number of samples drawn from the distribution N (µ,σ2). Now, the Z-score will tell how many
standard errors there are between the sample mean and the overall distribution mean. When the sample size
increases, this error will become smaller. This is covered in the Central Limit Theorem (CLT), which states
that average of the samples will be equal to the distributions mean when the n reaches infinity, or in other
words:

lim
n→∞P(Zn ≤ a) = P(Z ≤ a) (2.15)

for all a ∈R and where Z ∼ N (0,1).

2.3.2. MULTIPLE STOCHASTIC VARIABLES
It can be possible that a stochastic model consists of multiple random variables. Although it is not always pos-
sible to predict the shape of the overall distribution, the expected value of the total model can be determined.
For two random variables X and Y , it is calculated as follows:

E[X+Y] = E[X]+E[Y] (2.16)

To determine the expected value of more than two distributions, the sum of the expected value of each dis-
tribution is taken due to the fact that the expected value operator is linear.

To measure the joint variability of two random distributed variables, the covariance should be determined.
In contrast with the variance, the covariance tells how two distributions vary together. The covariance of X
end Y is calculated as follows:

Cov(X,Y) = E[(X−E[X])(Y−E[Y])] (2.17)

For this, the two distributions have to be dependent of each other. They are if the occurrence of the one effect
the probability of occurrence of the other value. If this it not the case, they are independent to each other and
the covariance is equal to zero. If the covariance of a set of probability distributions X = [X1...Xn]T should be
determined, the so called covariance matrix is required:
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S = Cov[X,X] =

Cov[X1,X1] ... Cov[X1,Xn]
...

. . .
...

Cov[Xn ,X1] ... Cov[Xn ,Xn]

 (2.18)

When determining the variance of that set of distributions X, the total sum of all the elements of the covari-
ance matrix S can be used. This can be simplified by taken into account that the covariance of two identical
distributions is equal to the variance of that distribution. The variance becomes:

Var[X] =
n∑

i=1
Var[Xi ]+2

∑
1≤i< j<n

Cov[Xi ,X j ] (2.19)

2.4. NOISE
One of the main objectives when designing optimal departure procedures, is noise impact reduction. This
noise, just like all sound, comes from a source, which in this case is an aircraft. The sound production can
be divided in two relevant categories: mechanical noise, which relates to the engine parts, and aerodynamic
noise, caused by the airflow around the surface of the aircraft. Overexposure to this noise can have health
consequences, like sleep disturbance, heart diseases and stress. To minimize this noise impact caused by a
single departure, a method is required to determine it. In this section, the model to estimate the noise will be
explained. Next to that, the method for determining the impact caused by that noise will also be discussed.

2.4.1. NOISE MODEL

Noise, or sound, is caused by a vibration and that energy can be transmitted through solids, liquids or gas
in the from of waves or sound pressure. That pressure, that impinges on the ear, is the sound people hear.
The sound can be measured by comparing the sound pressure of the source with a reference pressure. For
example, the source could be an aircraft flyover and the quietest sound audible the reference one. This ratio
is called decibel (dB) and since the range of sound pressure rations is quite large, a logarithmic scale is used.
The noise generated by an aircraft has many frequencies and cannot all be completely heard by a human ear.
Therefore, to better quantify aviation noise with respect to the characteristics of the human ear, weighting
filters will be applied. Although more filters exists, the A-Weighted filter is mostly used in aviation to correct
the raw noise measurements for frequencies less effective for humans. This filter together with the B-, C- and
D-weightings are plotted in Fig. 2.8 .

Figure 2.8: Acoustic weighting curves [1]
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Next to the sound level, its exposure time is also important to take into account when determining the noise
impact on an environment. Their exits many cumulative noise exposure metrics, but for a single aircraft
flyover the Sound Exposure Level (SEL) is most commonly used. SEL is a logarithmic measure of sound ex-
posure relative to a reference value. Mathematically, SEL the sum of the sound energy over the duration of a
noise event and normalized to one second:

SEL = 10log10

[
1

t1

∫ t f

0
10

L A (t )
10 d t

]
(2.20)

where L A is the A-weighted sound level, t f the total exposure time and t1 the reference time (one second).
For a visual representation of SEL, see Fig. 2.9.

Figure 2.9: The sound exposure level [3]

To determine the SEL (dB) at a given location, i.e., the aircraft flyover noise at a location, multiple noise mod-
els have been developed. However, the Integrated Noise Model (INM) will be used in this study, since it was
designed by the Federal Aviation Administration (FAA) and is seen as a standard tool for noise impact as-
sessments [9]. The tool itself requires a trajectory represented as a sequence of straight segments with finite
length in three dimensions (See Fig. 2.10). Next to the position, it also needs the airspeed and the net cor-
rected thrust for each segment. For a specific observer location, INM uses the Noise-Thrust-Distance (NTD)
table to determine the corresponding sound level. The noise exposure levels in the NTD database are based
on infinite long segments directly flying over the observer with a constant airspeed of 160 kts, for multiple
aircraft types. To correct the noise values in the database, several adjustments are applied. Based on the ge-
ometry of the flight segment relative to the observer, a noise-fraction adjustment is applied to accommodate
for the finite length segments. To account for non-reference airspeeds, the duration time is adjusted. Finally,
a lateral attenuation adjustment is taken into account for observer points located astride from the flight path.
So, the output of the INM will be the SEL values caused by a defined finite trajectory on a specified grid of
observer points.

2.4.2. NOISE IMPACT
With the use of INM, the sound exposure level experienced at an observer can be predicted. However, impact
needs to be defined as a single objective criterion to be able to be used in a (multi-objective) optimization. A
possible approach to accomplish this is to determine the number of awakenings for near-airport communi-
ties caused by a single night time fly over. The relationship between the percentage of people that wake up
and the aircraft noise was initially proposed by the Federal Interagency Committee on Aviation Noise (FICAN)
in [3]. However, in 2008 the American National Standards Institute (ANSI) [2] proposed a new criterion which
is defined as follows:

PAwak =
1

1+e−(−6.8884+0.04444SELindoor)
(2.21)
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Figure 2.10: Schematic view of the required input for the integrated noise model.

As can be seen, the SEL values received indoors is required to determine the percentage of awakening, while
INM determines the SEL outdoors. To estimate the SELindoor, 15 dB is subtracted from the SELoutdoor. The to-
tal number of awakenings is then determined with the population density data received from the Geographic
Information System (GIS). Here, the population density extracted for the grid observer points.



3
MODELING METHOD

This chapter will discuss the methods used to model departure trajectories and their environmental impact,
so each trajectory can be evaluated in the optimization algorithm. First, the model to simulate the aircraft
equations of motions is discussed. Secondly, it is explained how a trajectory is defined and which parame-
ters are required. How the environmental impact of a trajectory is determined will also be explained in this
chapter. Finally, how all these models are used together in the optimization framework will be clarified.

3.1. AIRCRAFT MODEL
To determine the impact of a trajectory, several aircraft states will have to be simulated. For the modeling
of the aircraft states during terminal procedures, this thesis will use an intermediate point-mass model [10].
With in mind that the model will be used in an optimization environment, it will be preferable to limit the
complexity of the model as much as possible. Therefore, the simulation will be done in a 2-dimensional
space, namely the distance flown s(t ) and the altitude h(t ). Next to the 2D position of the aircraft, the equiva-
lent airspeed VEAS(t ) is required to determine the noise impact for a departure trajectory. Finally, the aircraft
weight W (t ) will be a required for the calculation of other states and the determination of the emission im-
pact.

To limit complexity, several assumptions were made for this model: there is no wind present (1) the Earth is
flat and non-rotating (2) the flight is coordinated (3) and the flight path angle is considered sufficiently small
(γ < 15deg) (4). Additionally, for this intermediate model it is assumed that there is an equilibrium present
for the forces normal to the flight path. With these assumptions taken into account, the equations of motion
for the required states can be represented by a set of ordinary differential equations (ODE):

ds

dt
=VEAS

√
ρ

ρ0
cos(γ) (3.1)

dh

dt
=VEAS

√
ρ

ρ0
sin(γ) (3.2)

dVEAS

dt
=

{
g0

[
T −D

W
− sin(γ)

]
+ 1

2ρ

∂ρ

∂h
V 2

TAS sin(γ)

}√
ρ

ρ0
(3.3)

dW

dt
=−ṁfg0 (3.4)

where the equivalent airspeed follows from;

VEAS =VTAS

√
ρ

ρ0
(3.5)

17
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In Eq. 3.3, ∂ρ∂h is the derivative of the ambient air density with respect to the altitude and is determined form
the standard atmosphere. The trust T , drag D and the fuel mass flow ṁf used in Eq. 3.4 are a result of an
aircraft specific model.

The states in this mode are now time dependent, which would mean that they have to be integrated over
time. For a predefined trajectory which is required to be simulated, the end time t f is not known beforehand.
However, as will be demonstrated in Sec. 3.2, the total distance flown s f can be determined. Therefore, to
solve the set of ordinary differential equations, they have to be rewritten so that they are dependent of the
distance flown. This can be done in the following way:

d

ds
= d

dt
· dt

ds
(3.6)

By multiplying with the inverse of ds
dt ,the ODEs can now be solved in steps of ds. This is done with an ad-

justed Fourth Order Runge-Kutta method. Let the set of ordinary differential equations together be denoted
as follows:

dȳ

ds
=

[
dt

ds
,

dh

ds
,

dVEAS

ds
,

dW

ds

]T

= f (s, ȳ) (3.7)

with the initial conditions:

ȳ(s0) = ȳ0 (3.8)

For a selected step size ds, the solution is approximated with the previous solution plus the weighted average
of four increments:

ȳn+1 = ȳn + 1

6
(k1 +2k2 +2k3 +k4) (3.9)

with the increments:

k1 = ds · f
(
sn , ȳn

)
k2 = ds · f

(
sn + ds

2 , ȳn + k1
2

)
k3 = ds · f

(
sn + ds

2 , ȳn + k2
2

)
k4 = ds · f

(
sn +ds, ȳn +k3

) (3.10)

This step size ds, or the number of steps for specified distance, will be user selected. Naturally, a smaller step
size will results in better accuracy, but also higher computational cost.

To solve the equations of motion for a segment of s, two control input variables are required: the flight path
angle γ and the thrust setting η which will follow from the vertical trajectory (3.2.2).

3.2. TRAJECTORY
To simulate the aircraft states with the previous stated model, the trajectory of the aircraft had to be described.
To again reduce the computational time of the model, Hartjes and Visser [10] introduced a novel trajectory
parameterization technique. This technique decomposes the trajectory in a horizontal and vertical track. By
this decoupling, the number of parameters to define a trajectory will be decreased without compromising
the accuracy or the degrees of freedom. An other advantage of this technique is that it can handle the oper-
ational constrains in the problem formulation. Both these characteristics will reduce the computational cost
significantly. First the parameterization for the ground track will be explained and secondly the approach for
the vertical profile.

3.2.1. HORIZONTAL TRAJECTORY
The ground tracks considered in this thesis will be composed of two types of legs: track-to-a-fix (TF) and
radius-to-a-fix (RF) legs. This is based on the requirements from the RNP/RNAV system, which consists of
these types of legs due to their ability to minimize flight track spreading and avoid noise-sensitive areas. A
ground track will therefore be generated of segments of straight flight legs or constant radius turns. An exam-
ple can be found in Fig. 3.1, where a departure is plotted consisting of three TF legs and two RF legs. Since
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the initial position (x0, y0) and the final position at a waypoint (x f , y f ) are known, only five optimal design
(L1,R2,∆χ2,L3,R4) variables are required to compute the complete ground track. The remaining parameters
∆χ4 and L5 can be determined through a geometric calculation, shown in this section. When all the segments
are known, the 3-dimensional position (x, y,h) and the heading angle χ for the complete trajectory can be de-
termined, which will be required for future calculations.

L1 R2∆χ2

L3

R4 ∆χ4

L5

x0 y0

x f y f

x
y

Figure 3.1: Schematic view of a departure, consisting of 3 TF legs and 2 RF legs.

The initial position (x0, y0) and heading χ0 for a SID are set by the runway and since the first three legs are
given, the position at point 3 can be calculated. First, determine the position at the end of the first TF segment:

x1 = x0 + sin(χ0)L1

y1 = y0 +cos(χ0)L1
(3.11)

With the heading change in second segment∆χ2 and the radius of the turn R2 known, the position of the turn
center C1 can be calculated:

xC1 = x1 + sin(χ1 +α)R2

yC1 = y1 +cos(χ1 +α)R2
(3.12)

with χ1 = χ0 due that the first leg is a straight flight and β1 =+90◦ when the turn is to the right (∆χ2 > 0) and
β1 =−90◦ when the turn is to the left (∆χ2 < 0). The position of the end of the second segment is determined
as follows:

x2 = xC1 + sin(χ1 +∆χ2 −β1)R2

y2 = yC1 +cos(χ1 +∆χ2 −β1)R2
(3.13)

The heading of the third leg is determined with the initial heading and the heading change in the first turn:

χ3 =χ1 +∆χ2 (3.14)

and the position of the end of the third (TF) leg is determined by:

x3 = x2 + sin(χ3)L3

y3 = y2 +cos(χ3)L3
(3.15)

Now, to determine if the second turn should be to the left or to the right, the heading of leg 2−3 and the virtual
heading between point 2 and the final point f are compared. Three scenarios could occur:

• if χ23 >χ2 f : ∆χ4 is positive, right turn

• if χ23 <χ2 f : ∆χ4 is negative, left turn

• if χ23 =χ2 f : ∆χ4 = 0, no turn required

See Fig. 3.2 for a illustration of the right and left turn scenarios.
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Figure 3.2: Schematic view of the scenarios where positive, right turn is required (black) and where a negative, left turn is required (blue).

To calculate the remaining optimal variables ∆χ4 and L5, the position of the center of the second turn C2

needs to be determined first:

xC2 = x3 + sin(χ3 +β2)R4

yC2 = y3 +cos(χ3 +β2)R4
(3.16)

where β2 =+90◦ for a positive turn and β2 =−90◦ for a turn to the left. Now, the distance from C2 to f can be
determined with the distance formula, derived from the the Pythagorean Theorem:

d(A,B) =
√

(xA −xB )2 + (y A − yB )2 (3.17)

If d(C2, f ) is smaller than the turn radius R4, the suggested ground track can not reach the final way point and
is therefore not feasible. If it is greater or equal, point f can be reached.

To calculate ∆χ4, two scenarios have to be identified: one where ∆χ4 ≤ 90◦ (Fig. 3.3 left) and where ∆χ4 > 90◦
(Fig. 3.3 right). Since at this point, it is not yet known which scenario is true, the first scenario (∆χ4 ≤ 90◦) is
assumed, so:

∆χ4 =∠3C2 f −∠4C2 f (3.18)

where ∠4C2 f can be determined with the tangent function, and ∠3C2 f can be calculated with the Cosine-
rule in triangle 43C2 f . Here, d(3, f ) can be calculated with Eq. 3.17 and d(3,C2) is equal to the turn radius
R4.

3
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f

∆χ4

L5
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x

y

3

4

f

C2

∆χ4

L5

R4

Figure 3.3: Schematic view of the scenario where ∆χ4 < 90◦ (left) and where ∆χ4 ≤ 90◦ (right).

With ∆χ4 known, the position of point 4 can be determined as follows:

x4 = xC2 + sin(χ3 +∆χ4 −β2)R4

y4 = yC2 +cos(χ3 +∆χ4 −β2)R4
(3.19)
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To check if the first scenario (∆χ4 ≤ 90◦) is correctly assumed, the angle between lines C2−4 and 4− f should
be perpendicular. If this is not the case, ∆χ4 is larger than 90◦ and should be calculated as follows:

∆χ4 = 180◦−∠3C2 f −∠4C2 f (3.20)

The position of point 4 should be recalculated with Eq. 3.19 for the new∆χ4. With (x4, y4) and (x f , y f ) known,
L5 can be determined since it is equal to d(4, f ) with the distance formula:

L5 = d(4, f ) =
√

(x4 −x f )2 + (y4 − y f )2 (3.21)

If the turn would be to the left, the calculations would be the same with β=−90◦.

Since the equations of motion only include the 2D position of the aircraft, the x- and y-coordinates and the
heading angle at every integration step had to be determined. For the first straight leg L1, the coordinates are
calculated as follows:

xi = x0 + sin(χi )si

yi = y0 +cos(χi )si
(3.22)

with χi =χ1 for the complete segment, since it is a TF leg.

For the second leg, which is a turn with a fixed radius, the heading angle and the coordinates have to be
determined for each integration step:

χi =χ1 + si −L1

R2
(3.23)

xi = xC 1 + sin(χi −α)R2

yi = yC 1 +cos(χi −α)R2
(3.24)

with (xC 1, yC 1) are the coordinates of the center of the turn circle andα is equal to ±90◦, depending if the turn
is to the left or right.

For the third leg L3, the x- and y-coordinates are determined with the same principle as in the first leg:

xi = x2 + sin(χi )si

yi = y2 +cos(χi )si
(3.25)

with χi =χ3 for the entire segment.

For the second turn of the trajectory, the same method is applied as for the first turn:

χi =χ3 + si − (L1 +L2 +L3)

R4
(3.26)

xi = xC 2 + sin(χi −β)R4

yi = yC 2 +cos(χi −β)R4
(3.27)

where L2 = R2∆χ2 and (xC 2, yC 2) are the coordinates of the center of the second turn circle. If the turn is to
the right (positive), β=+90◦, otherwise β=−90◦.

For the final segment L5, the coordinates at each integration step are calculated as follows:

xi = x4 + sin(χi )si

yi = y4 +cos(χi )si
(3.28)

where χi is equal to χ5 for the entire leg, which is determined by:

χ5 =χ3 +∆χ4 (3.29)

In the end, the lateral position and heading of the aircraft over the complete trajectory can be determined,
without being included in the equations of motion. By applying this approach, the complexity and computa-
tional cost of the aircraft model is reduced, while acquiring all the required input for further calculations.
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3.2.2. VERTICAL TRAJECTORY
The vertical profile is based on the standard procedures from ICAO [19] and is divided in N segments. For
the entire trajectory, there are performance requirements present which depend on the varying state vari-
ables of the aircraft and are therefore not constant. The flight procedures derived from ICAO present some
operational constrains. For instance, during departure the aircraft is not allowed to descend (ḣ ≥ 0) nor to
decelerate (V̇EAS ≥ 0). To ensure that the vertical profile is still feasible and can directly be implemented in
the optimization, parameterization is applied. For each segment, there are two control inputs: flight path
angle γi and trust Ti . However, because these variables will not remain constant over an entire segment, the
control inputs are normalized. These normalized parameters will be the optimal design variables for the ver-
tical trajectory and determine the actual control inputs. This will be required to be done at each integration
step, since the states of the aircraft will vary. For each integration step, the control inputs are determined by
adjusting the normalized parameters γn,i (0 ≤ γn,i ≤ 1) and ηn,i (0 ≤ ηn,i ≤ 1) as follows:

γi =
(
γmax,i −γmin,i

)
γn,i +γmin,i (3.30)

Ti =
(
Tmax,i −Tmin,i

)
ηn,i +Tmin,i (3.31)

where the subscript max,i and mi n,i represent the maximum and minimum allowed values for that integration
step, based on the operational requirements. For the entire trajectory, these maximum and minimum values
will have to be determined, since they are dependent on the state variables of the aircraft. For this ICAO
regulated departure, the aircraft is not allowed to descend, so γmin,i is set to zero. The maximum climb thrust
were no declaration is occurring is determined with the aircraft specific model and is set as Tmax,i . With the
assumption that the airspeed is maintained constant and γmax,i is already selected, γmax,i can be determined
with Eq. 3.3:

γmax = sin−1

 −2ρg0 (Tmax −D)

W
(
∂ρ
∂h V 2

TAS −2ρg0

)
 (3.32)

Finally, Tmin,i can be determined by the given fact that when flying at a climb angle, the aircraft should main-
tain its airspeed. Therefore, the minimum thrust at each step is determined as follows:

Tmin = D − W

2ρg0

∂ρ

∂h
V 2

TAS sin(γ)+W sin(γ) (3.33)

Now, the upper and lower bound for the two control parameters can be determined over the entire trajectory,
therefore ensuring its feasibility. The bounds however can get overruled when the aircraft reaches the exit
conditions of the departure. When the altitude of the aircraft is equal of higher than the final altitude h f i nal ,
the normalized climb angle γn,i will be set to zero and therefore the actual climb angle γi will be zero. If the
aircrafts airspeed reaches the final velocity VEAS, f i nal , the normalized thrust setting will be set to zero. This
will results the thrust of the aircraft will be equal to Tmin and therefore will not accelerate anymore.

3.3. ENVIRONMENTAL IMPACT
With a complete trajectory defined and simulated, the environmental impact can be modeled. The noise
can be estimated with the use of the INM. For this thesis, a replication will be used, named INMTM v3.0,
which calculated the noise exposure on a user-defined grid [5]. The input required for this model is the
position of the aircraft (x, y,h), the velocity (VTAS) and the net corrected thrust (Tnet ) at specific points along
the trajectory. The net corrected thrust is the thrust one eninge would generate at sea level for a given engine
setting ηi :

Tnet = Ti

neng

P

P0
(3.34)

where Ti is the thrust at point i , neng is the number of engines the aircraft has and P0
P is the air pressure ratio

between at sea level and the ambient air pressure. The output of the noise model is the sound exposure level
(SEL) for each point at the specified grid.
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To reduce the computational cost of the noise simulation, it is possible to reduce the number of data points
from the input. This is due to the fact that the INM model works with segments of trajectories, see Sec. 2.4.
When the states of the segments do not change that rapidly, mostly at the end of a departure trajectory, less
data points are required to do the noise calculations with a similar accuracy. For the first two segments (the
first TF and RF), the number of data points are not reduced, because the legs are relatively short. For the sec-
ond TF and RF, only half of the data points are considered. This is due the fact the aircraft states vary less than
in the first two legs. For the final leg (last TF), only a third of the data points are considered. In most cases,
the final altitude and airspeed are reached in the beginning of this leg, so longer segments will generate the
same result. How much the computational cost is reduced varies for each trajectory, because the data points
can be divided differently over the legs. However, the cost will be reduced significantly for each trajectory.

To estimate the noise impact, a criterion function by the ANSI is used to determine the percentage of awak-
enings for given SEL [2], see Eq. 2.21. Here, SELindoor is indoor sound exposure level in decibel and is equal to
the outdoor simulated SEL minus 15 dB. SEL values lower than 50 dB are ignored and their probabilities are
set to zero. With the use of geographic information system (GIS), which provides the population density at
the specified grid, the number of awakenings can be determined.

The amount of fuel consumed per trajectory can be derived from the aircraft weight, see Eq. 3.4. The total
amount of fuel burnt m f is assumed to be equal to the difference between the initial weight and the final
weight of the aircraft.

3.4. OPTIMIZATION FRAMEWORK
A trajectory solution can now be described with a set of 6+2N optimization design variables: 5 for the ground
track, 1 for the first decision altitude, N different climb angles and N trust settings:

Solution = [
x̄,h1,γ1, ...,γn ,η1, ...,ηn

]T (3.35)

where x̄ represent the set of the ground track variables.

The impact corresponding to a trajectory is now described as the total number of awakenings (Awak) and the
total amount of fuel burnt (Fuel). Those will be the objective criteria for this optimization problem. Although
some constraints were covered with use of the parameterization technique, three more will be considered.
There is a maximum allowed bank angle µmax, which is specified by ICAO [19]. Also, the final altitude hfinal

and velocity VEAS, final are prescribed by the flight procedures. Combining all, the multi-objective optimiza-
tion problem can be formulated as:

minx̄,γn,ηn : {Awak,Fuel}
µ≤µmax

s.t. hf = hfinal

VEAS,f =VEAS, final

(3.36)

Here, the number of awakenings and the amount of fuel consumed are both minimized for a set of optimal
values, where x̄ is the vector of the track variables, γn is the set of normalized flight path angle settings and
ηn the set containing the trust settings for each segment. The bank angle µ for each integration step follows
from the defined ground track and is calculated with this equation:

µ=± tan−1

(
V 2

TAS

g0R

)
(3.37)

To solve this multi-objective optimization problem, an adjusted version of the MOEA/D presented in Sec.
2.2.3 will be used. New implementations are introduced to reduce the computational cost of the algorithm.
This cost is mainly spent on (1) the simulation the trajectory and so evaluating the fuel objective function
and generating the input for the noise model, (2) on determining the noise impact and so evaluating the
noise objective function and (3) evaluating the constrains of the optimization problem. While for the first
task its computational cost is not significant and the cost for the last is already reduced with the use of the
parameterization technique, for the second task it is quite considerable. To reduce the computation time, the
following scenarios were identified where a suited adjustment could be implement:



24 3. MODELING METHOD

• In the ground track calculation, it is checked if the track obtained from x is a feasible. This is done
by checking if d(C2, f ) > R4. If not, both the trajectory simulation and the noise calculation are not
executed.

• When the trajectory of a solution is simulated and it violates the constraints set in Eq. 3.36, while the
solution of its previous generation was feasible, the algorithm will not execute the noise calculations.

• When both the previous solution and the new one are infeasible, the level of constraint violation is
compared. When the new one is at a higher level, the noise calculations will not be executed.

With these implementations, the computational cost of the optimization algorithm is spent on either feasible
solutions or solutions that are infeasible, but have the lowest level of constraint violation. In that way, together
with the parameterization technique (3.2) and the data point reduction for the noise model imput (3.3), the
total required time of the optimization will be reduced significantly.



4
STOCHASTIC MODEL

Next to the deterministic model that was presented in Ch. 3, an additional stochastic model will be used to
simulate the uncertainty of certain state variables. In this chapter the focus will be mainly on the simulation
of the lateral position error. First, the stochastic model will be presented, which will be used in the Monte
Carlo simulation. Secondly, how the overall noise impact will be determined as a result of this simulation will
be explained. With in mind that the stochastic analysis should also be taken into account within the opti-
mization, a method is developed to approximate the stochastic noise impact. In the next section it will be
discussed how this stochastic analysis of the noise impact will be implemented in the optimization frame-
work. Finally, a similar approach will be presented to model the initial weight deviation and how this could
be used in the optimization.

4.1. SIMULATION MODEL
As was stated in Sec. 2.1, even with the modern RNP/RNAV used, there still exists a lateral position error
during the terminal procedures of a flight. Based on the RNP requirements and the characteristics of RNAV,
the overall distribution of this error can be determined. To investigate the effect of the lateral deviation, that
error will be simulated over the nominal flight track s derived from Eq. 3.1. The track consists of n amount of
data points i , where an error εi has to be simulated. For this, three approaches have been identified.

The first approach is that a new error would be simulated for each data point, without taking into account
the previous error:

εi+1 = 0 ·εi +φ (4.1)

where φ is a random variable with a certain distribution, which would be a Gaussian in this case. The second
approach would be the complete opposite of the previous approach, namely the same error for each data
point:

εi+1 = εi +0 ·φ (4.2)

where the first error ε1 is picked from the distribution φ and the error of all the upcoming data point would
be equal to the initial one.

Although the overall error distribution of both approaches will be the same, there are some significant differ-
ences present. For the first approach, where the error on each data point is independent of previous errors, a
lot of heading changes will occur. How big each change will be, depends on how far each data point is located
from the next one and on the difference in lateral error between the two data points. In extreme cases, this
would result in unrealistic trajectories with respect to performance. The second approach, where the lateral
deviation is assumed constant over the complete trajectory, was also deemed to be not a suitable represen-
tation of the actual lateral position error. When analyzing radar data, it was clear that in most cases some
heading changes due occur during terminal procedures and that the deviation from the nominal track is not
constant.

25
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Therefore, a third approach is identified to represent the lateral deviation where the error is simulated at cer-
tain waypoints along the trajectory, and the error at intermediate data points results from an interpolation.
Along the track, a set of way-points k are selected, which are all located on a certain data point i . For these lo-
cations sk

i with i = 1, ...,n represent the data points and k = 1, ...,m represent the waypoints, a lateral position

error εk
i is denoted as follows:

εk+1
i+l = 0 ·εk

i +φ (4.3)

where φ∼ N (0,σ2
φ) is a random variable and l denotes the number of data points between waypoints k and

k +1. This results in an independent error at each waypoint. The error for the remaining intermediate points
will be determined with a cubic interpolation, to ensure the complete trajectory is continuous and smooth
and no abrupt heading changes will occur. However, due to that a cubic interpolation method is used, a
minimum of four waypoints is required. The selection of the waypoints is done in the following way:

• The initial position (x0, y0) is selected as the first waypoint

• The last data point of a RF segment is selected as waypoint

• The final position (x f , y f ) is selected as the last waypoint

• When a TF leg is longer than 20 km, the data point half way the leg is selected as additional waypoint

Since the departures considered in this study always consist of two turn segments, it is guaranteed that there
will be at least four waypoint selected on every trajectory.

In addition to just simulating the error on a selection of waypoints, an smoothing factor α is applied. By
partially taking into account the previous error, unrealistic large heading changes can be prevented. The
lateral position error εk

i is denoted as follows:

εk+1
i+l =αεk

i + (1−α)φ (4.4)

withα ∈ [0,1] the smoothing factor,φ∼ N (0,σ2
φ) is a random variable and l denotes the number of data points

between waypoints k and k +1. See Fig. 4.1 for a schematic illustration of the lateral position error.

Way point

Data point

Deviated flight path

Nominal flight path

εk
i

εk
i+1

i +1

k

εk+1
i+l

χnom

y

x

Figure 4.1: Lateral Position Error

For this model, the initial error ε1
1 is set to zero. The variance of stochastic variable φ results from the RNP

requirements and the smoothing factor α. Assuming that the variance of the overall lateral position error
should be equal to the variance according to the RNP, the variance of φ is determined as follows:



4.1. SIMULATION MODEL 27

Var
[
εk+1

i+l

] = σ2
RNP

Var
[
εk+1

i+l

] = Var
[
αεk

i + (1−α)φ
]

σ2
RNP = α2σ2

RNP + (1−α)2σ2
φ

σ2
RNP(1−α2) = (1−α)2σ2

φ

(4.5)

which results in that standard deviation of φ can be determined as follows:

σφ =σRNP

√
(1−α2)

(1−α)2 (4.6)

Since the lateral position error is defined as perpendicular to the flight track, the error for the x and y com-
ponents and so the new coordinates can be determined as follows:

x̂i = xnom,i +εi cos(χi )
ŷi = ynom,i +εi sin(χi )

(4.7)

where the nominal positions coordinates xnom and ynom and the heading angle χi are obtained with the ap-
proach presented in Sec. 3.2. To compute a deviated trajectory, a set of m amount of errors has to be gener-
ated, corresponding to the m number of waypoints selected along the trajectory. The errors for intermediate
data points are computed as a result of a cubic interpolation. The deviated 2D positions x̂i and ŷi , together
with the altitude, airspeed and thrust profile of the nominal track will be the input for the noise model.

Based on the literature reviewed in Sec. 2.1, it is assumed that the lateral position error distribution is Gaus-
sian with a zero mean N (0,σ2

RNP). The standard deviation of that distribution is based on the required navi-
gation performance. According to the Performance Based Navigation specifications of Schiphol Airport [18]
a RNP of ±1 is required during the arrival and departure phase. A RNP ±1 means the aircraft is allowed to
deviate for 95 per cent of the time 1 NM to the left and 1 to the right. For a two-tailed 95% confidence interval,
the Z-score is equal to Z0.95 ≈ 2, so 2 standard deviations. Therefore, the standard deviation for the lateral
position error should be equal to a 0.5 NM (926 m). The lateral position error ε can now be simulated as a
normal distribution N (µRNP,σ2

RNP), with µRNP = 0m and σRNP = 926m.

The effect on the noise impact caused by the lateral position error will be determined with the use of a Monte
Carlo simulation. To determine how many samples needs to be simulated to obtain useful results, the Central
Limit Theorem is used. With the use of the CLT, the sample size can be determined where the sample mean is
located within a specified interval with a certain confidence level. As an example for a two tailed test, where
the confidence level α corresponds to a certain Z-score value, the following is true:

P

(
X̄N −Zα

σp
N

≤µ≤ X̄N −Zα
σp
N

)
=α (4.8)

where the allowable error between the mean of the samples X̄n and the mean of the distribution µ should
satisfy the following statement:

X̄N −µ> Zα
σp
N

(4.9)

If a defined error is allowed, the required sample size N can be determined to meet a certain confidence level
as follows:

N >
(

Zασ

X̄n −µ
)2

(4.10)

For a confidence levelα of 95 %, the standard deviation of 926 meter and an allowed error equal to 5 % of that
standard deviation, the required sample size for the Monte Carlo simulation should be approximately equal
to 1500.
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4.2. NOISE IMPACT
To determine the noise impact of a trajectory with a lateral position deviation, a Monte Carlo simulation is
conducted with the stochastic model from Sec. 4.1. For every randomly generated trajectory, the INM model
is used to determine the noise level. The noise level is computed for each grid point, as defined in 3.3. It is as-
sumed that the thrust setting, altitude and airspeed profile of the trajectory of the deviated trajectories will be
unchanged with respect to the nominal one. Therefore, only the x- and y-coordinates have to be re-generated
for every stochastic simulation.

The difference with the deterministic noise impact calculations is that now for every grid point g i , j there is
a set of N amount SEL data, instead of just a single SEL value. Since the lateral position error is represented
as a normal distribution, it is assumed that the SEL is also normally distributed with different distribution
parameters for each grid point. The mean, which equals the expected value, is determined by filling in Eq.
2.11 and results in:

µ
i , j
SEL = E

[
SELi , j

]
= 1

N

N∑
k=1

SELi , j
k (4.11)

where N is the number of Monte Carlo simulation runs. The variance of the SEL at each grid point is deter-
mined by rewriting Eq. 2.12 into:

(
σ

i , j
SEL

)2 = Var
(
SELi , j

)
= 1

N

N∑
k=1

(
SELi , j

k −µi , j
SEL

)2
(4.12)

With the distribution of the SEL N (µSEL ,σ2
SEL) at each grid point g i , j known, the distribution of the number of

awakenings can be estimated. Again, the criterion function from ANSI [2] is used to determine the percentage
of awakenings for a given SEL, see Eq. ??. To speed up the calculations, the SEL distribution is discretized in
q = 12 segments. For each segment, an expected value E[X ]q and probability P (X )q is defined, with q =
(1,2, ...,12). The width of each segment is equal to 0.5 Z-score, or 0.5σ, for a range of [−3,3]. The segments
〈−∞,−3] and [3,∞〉 are neglected, since their probability is assumed to be equal to zero. The probability for
the remaining segments are determined with the use of Eq. 2.9:

P (X )q = P
(
Xq −0.25σ≤ X ≤ Xq +0.25σ

)= ∫ Xq+0.25σ

Xq−0.25σ
fXd x (4.13)

The expected value for each segment is assumed to be equal to the value located in the center of each seg-
ment, so

E[X ]q = Xq (4.14)

For an example of a normal distribution which is discretized, see Fig. 4.2 .

After the discretization, there is now a set of 12 SELi , j
q values with corresponding probability P (SELi , j

q ) for

every grid point g i , j . To determine the distribution of the number of awakenings, the number of awaken-

ings Awaki , j
q corresponding to a discretized SEL value has to be calculated with the use of the percentage of

awakenings and the population density at that grid point:

E[Awak]
i , j
q = PAwak(SELi , j

q ) ·P (SELi , j
q ) ·popi , j (4.15)

The total expected number of awakenings per grid point is determined by summing the 12 segments:

E[Awak]i , j =
12∑

q=1
E[Awak]

i , j
q (4.16)

To determine the variance of the total number of awakenings, the following equation is used:

Var(Awak)i , j = 1

12

12∑
q=1

(
Awaki , j

q −E[Awak]i , j
)2

(4.17)

For the variance of the total number of awakenings, it is required to determine first if the distributions of SEL
at the different grid points are dependent or independent of each other. It is easily arguable that grid points
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Figure 4.2: Continuous and discretized normal distribution

next to each other dependent on each other and grid points located at either side of the total grid are indepen-
dent. A threshold distance is assumed, based on the RNP requirements, when grid points are independent
or not. When the distance between two grid points is smaller than 2 NM (or 3704 m), the distributions of
SEL are considered dependent of each other. This means that most grid points located in the same city are
dependent, but points located in neighboring cities are not. The variance of the number of awakenings is
determined with the use of the covariance matrix from Eq. 2.18. The total variance is then the sum of all the
elements in the matrix:

Var(Awak) =
n∑

i=1
Var(Awaki ,i )+2

∑
1≤i< j<n

Cov(Awaki , j ,Awaki , j ) (4.18)

When two grid points are considered to be independent, the element in the matrix Cov(Awak,Awak) = 0.
Otherwise, the covariance of that element is calculated with Eq. 2.17. The corresponding expected total
number of awakenings is just the sum of the expected awakenings across all grip points:

E[Awak] =
∑

1≤i<n

∑
1≤ j<n

E[Awak]i , j (4.19)

With this approach, the distribution of the number of awakenings can be estimated when the distribution of
the SEL at each grid point is obtained.

4.3. APPROXIMATION FUNCTION
With the use of the Monte Carlo simulation, the variation of the noise impact caused by the lateral position
deviation can be estimated. However, when this variation would be implemented in an evolutionary op-
timization algorithm, the computational cost of the entire process would increase significantly. Therefore,
the same variation of the noise impact will be approximated with the use of the following ’approximation’
function:

σ
i , j
SEL = f

(
d i , j

i ,hi , j
i

)
·Ctur n (4.20)

where d i , j
i denotes the minimum distance from a grid point to the flight track:

d i , j
i = mind

(
g i , j , [xi , yi ,hi ]T

)
= min

√(
xi , j −xi

)2 + (
y i , j − yi

)2 + (
zi , j −hi

)2 (4.21)

hi , j
i denotes the altitude of the track segment corresponding to the minimum distance between a grid point

and the trajectory:

hi , j
i = mind

(
g i , j , [xi , yi ,hi ]T

)
−mind

(
g i , j , [xi , yi ]T

)
= d i , j

i −min
√(

xi , j −xi
)2 + (

y i , j − yi
)2 (4.22)
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and Ctur n represents the correction term which will be added when d i , j
i corresponds to a turn segment of the

trajectory. This correction is determined with the following function:

Ctur n = f
(
hi , j

i ,Ri , g i , j
)

(4.23)

Here, the hi , j
i is the altitude of the turn segment and Ri is the radius of the turn. g i , j is required to determine

if the minimum d
(
g i , j , [xi , yi ]T

)
corresponds to a turn segment and if the grid point g i , j is located inside or

outside of the turn. To check if grid point is located in or outside of the turn, the distance to the turn center
(xC , yC ) has to be compared with the turn radius Ri . So when

d
(
g i , j , [xC , yC ]T

)
< Ri , (4.24)

then g i , j is located inside of the turn. Otherwise, it is outside the turn.

In total, it is required to generate, by using the simulation, three data sets to apply the approximation function:

• a distance-altitude (d ,h) table with σSEL data

• a radius-altitude (R,h)i n table with Ctur n correction factors, for points located inside the turn

• a radius-altitude (R,h)out table with Ctur n correction factors, for points located outside the turn

These approximation tables will be generated with the use of Monte Carlo simulation of just a generic seg-
ment of a trajectory. The lateral position error on a straight level flight segment will be simulated at different
altitudes. TheσSEL values are determined at multiple distances from the nominal track and stored in separate
column for each altitude. For a schematic overview of this table, see Tab. 4.1.

1000 ft 1500 ft h · · · h 6000 ft 6500 ft
0 m 8.041 6.913 σSEL · · · σSEL 3.124 2.771
250 m 8.039 6.911 σSEL · · · σSEL 3.124 2.770

d
...
d

σSEL
...

σSEL

σSEL
...

σSEL

σSEL · · · σSEL
...

. . .
...

σSEL · · · σSEL

σSEL
...

σSEL

σSEL
...

σSEL

39750 m 0.168 0.169 σSEL · · · σSEL 0.183 0.188
40000 m 0.169 0.168 σSEL · · · σSEL 0.181 0.187

Table 4.1: Look up table with σSEL for different altitudes h at different distances r .

For the turn correction, a segment of a turn will be simulated with different radii at multiple altitudes. The
Ctur n are stored in a table for locations at the inner side of the turn and for at the outer side of turn segment.
In this table, the rows correspond to the different turn radii, while the columns represent different altitudes
of the turn segment.

Due to that only the perpendicular distance to the segment is required, he grid with observer points will be
just the points located on the cross section of the segment. See Fig. 4.3 for a schematic view of the setup for
both simulations.

hi , j

g i , j

d
i , j
i

hi , j

Ri

g i , j

Figure 4.3: Schematic view of the set up for the straight segment simulation (left) and the turn segment simulation (right).
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To conclude, the approximation function will consists of lookup tables and requires the minimum distance
from a grid point to the flight track, the altitude of that corresponding altitude and the turn radius when the
minimum distance is to a turn segment of the trajectory. Since the table only has discrete data, not all the
required data will be included. The remaining data will be generated with the use of a linear interpolation.
The data that was generated can only used when the same distribution of the lateral position error N (0,σ2

RNP)

is used. The output of the approximation function is the standard deviation of SEL (σi , j
SEL) over a specified

grid. The mean of the SEL (µi , j
SEL) is assumed to be equal to the SEL values obtained from the deterministic

simulation. The further noise impact calculations is done with the same approach as presented in Sec. 4.2.

4.4. OPTIMIZATION IMPLEMENTATION
To take into account the effect of lateral deviation on the noise impact, the approximation function will be
used to determine the distribution of the SEL for a specified grid. With Eq. 4.18 and Eq. 4.19, the distribution
of the number of awakenings can be estimated. The input for the approximation function will be the lateral
position xi and yi , the altitude hi of the aircraft, the turn radius Ri , and the a specified grid of receiver points
g i , j . The output of the function will be the expected number of awakenings and its variance. The multi-
objective optimization problem statement will have to be adjusted to:

minx̄,γn,ηn : {E[Awak] ,Fuel}
µ≤µmax

s.t. hf = hfinal

VEAS,f =VEAS, final

(4.25)

Due to that the variance of the number of awakenings is also known, the optimization can also be executed
by taken into account the uncertainty of this number of awakenings. As an alternative objective criterion,
the Z-score value of particular uncertainty level α could be used. This Zα can be expressed with µAwak and
σAwak, which both are already determined with Eq. 4.11 and Eq. 4.20. The optimization problem can then be
formulated as:

minx̄,γn,ηn :
{

Z Awak
α ,Fuel

}
µ≤µmax

s.t. hf = hfinal

VEAS,f =VEAS, final

(4.26)

The constraints for both problems will remain unchanged with respect to the deterministic optimization
problem.

4.5. WEIGHT ERROR MODEL
To investigate what the effect would be when other state variables show deviation from their nominal value,
the stochastic behavior of the starting aircraft weight will be modeled. As can be seen in the equations of
motion in Sec. 3.1, the weight state affects the velocity and so also the altitude state, which both consid-
ered not to be affected by the lateral navigation error. Therefore, by modeling an error for the starting weight,
a possible variation of these other states can be simulated and its effect on the noise impact can be estimated.

The contributions to the total aircraft weight can divided in several categories. The Operating Empty Weight
(OEW) consists of the aircraft structure, including the propulsion systems, on-board equipment and the crew.
When the passengers and the cargo are added, it is called the Zero Fuel Weight (ZFW). The Maximum Take-
Off Weight (MTOW) is when the trip and reserve fuel is added to the ZFW, see Fig. 4.4 for a simplified diagram.
Although the components of the OEW are set, the payload (passengers and cargo) could easily vary and the
amount of fuel is depending on that payload and the destination it has to reach. Therefore, the actual starting
weight could have some deviation.
In the deterministic model, an initial mass for the aircraft is selected as a percentage of the MTOW, namely
85 %. In this stochastic model, a Gaussian distribution is assumed to represent the possible variation of this
initial mass, with the 85 % MTOW as the average value. To ensure that the initial weight will ever exceed the
MTOW and be significantly more than the OEW, the standard deviation is set equal to 3 % of the MTOW, as
shown in Fig. 4.5.
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Figure 4.4: Takeoff weight diagram [23]
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Figure 4.5: The initial weight distribution assumed, with the MTOW highlighted

Two of the main reasons to use a normal distribution for this model is to reduce the complexity and that
the expected value is equal to the weight used in the deterministic model. It could be argued that the actual
weight is distributed differently, but in this research the focus is more on how to use the stochastic behavior
of a state variable in an optimization, rather than to perfectly model the actual distribution of that variable.
Therefore for this research, a deeper analysis on how the starting weight is distributed is considered to be out
of the scope and the focus will be on the methodology that is developed.

To determine the effect on the noise impact caused by the deviation of the initial aircraft weight, a Monte
Carlo simulation will be set up. However, due to the fact that the initial weight W0 affects multiple states,
the complete trajectory has to be simulated for each drawn value. This is in contrast with the lateral position
error model, where only the x- and y-position had to be redetermined. For this model, all states could be ef-
fected by a different starting weight and so have to be redetermined with the aircraft model presented in Sec.
3.1. The output of the trajectory simulation will provide the required input for the noise model, so that the
noise impact caused by the selected initial weight can be determined. The required number of simulations is
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again based on the CLT and is therefore determined with Eq. 4.10. Since the same confidence interval of 95
% is used and the allowable error from the mean is again 5 %, the required sample size for the Monte Carlo
simulation is again approximately equal to 1500.

Just as with the lateral position error, the Monte Carlo simulation of the starting weight will result in a set
of N SEL values for each grid point g i , j . The expected SEL value and variance of SEL at each grid point is
calculated with Eq. 4.11 and Eq. 4.12, the same method that was used as for the lateral position deviation
simulation. Since at this point it is not known how the initial weight deviation will affect the different states
and therefore the received SEL, no distribution for the SEL is assumed at this point. Instead, the deterministic
expected number of awakenings is selected as an additional output from the Monte Carlo simulation. This
results directly in a set of N Awak values, where the overall expected value is determined as follows:

E[Awak] =
N∑

k=1
Awakk (4.27)

And the variance of the overall number of awakenings with:

Var(Awak) = 1

N

N∑
k=1

(Awakk −E[Awak])2 (4.28)

Again, no distribution is assumed at this point. Therefore, only the expected value and variance of the num-
ber of awakenings will be determined.

For the optimization implementation, the same problem is present as with the lateral position error. Running
a Monte Carlo simulation for every trajectory that needs to be evaluated will result in a too high computa-
tional cost, so is therefore no option. Creating again a function to approximate the awakenings distribution
is also not possible, because the actual probability distribution due to the weight deviation is not known.
Therefore, an ’online’ method is proposed, where before the optimization the initial weight distribution is
discretized in Q segments. For each segment, a corresponding expected weight and probability can be de-
termined, depending on the assumed distribution for the starting weight. An example is shown in Fig. 4.6,
where the normal distribution for the initial weight is divided in 5 segments.

Figure 4.6: The initial weight distribution discretized with Q = 5

After the discretization, there is a set of initial weights [W 1
0 ,W 2

0 , ...,W q
0 ] with a corresponding set of probabil-

ities [P1
W ,P2

W , ...,Pq
W ]. During the evaluation of a trajectory in the optimization, the trajectory gets simulated

Q times with a different initial weight W0, resulting in q sets of state variables. Those sets will be the input for
the noise model, resulting in set of number of awakenings values [Awak1

W ,Awak2
W , ...,Awakq

W ]. Since the set
of probabilities is unchanged, the expected value of the number of awakenings can be determined as follows:

E[AwakW ] =
Q∑

q=1
Awakq

W Pq
W (4.29)
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The variance of the number of awakening can also be calculated in the following way:

Var(AwakW ) =
Q∑

q=1

(
Awakq

W −E[AwakW ]
)2

Pq
W (4.30)

Similar as with the lateral deviation approach, the expected value of number of awakenings will be used as an
objective function in the optimization. As second objective, the total amount of fuel will again be used. Also
the constraints for this problem will not differ with respect to the deterministic one, so the multi-objective
optimization can be stated as follows:

minx̄,γn,ηn : {E[AwakW ] ,Fuel}
µ≤µmax

s.t. hf = hfinal

VEAS,f =VEAS, final

(4.31)



5
VERIFICATION AND VALIDATION

In this chapter, the models and tools used in this thesis will be verified and validated. First, the aircraft sim-
ulation model output will be compared with the results from Ho-Huu [24] for three departure routes. The
optimization algorithm will be verified by performing the same case study as was executed by Ho-Huu [24],
namely the Spijkerboor departure route of AAS. The assumptions made for the simulation of the lateral po-
sition error will be validated with ABS-B flight data. Finally, the approach to approximate the distribution of
the number of awakenings due a lateral position variation will be verified by comparing them with the results
from the Monte Carlo simulation.

5.1. TRAJECTORY SIMULATION
For the verification of the trajectory simulation model, the results of the model will be compared with the re-
sults from the model used by Ho-Huu [24]. Here, a similar model was used to simulate a departure trajectory,
which could then be optimized with an evolutionary algorithm. Besides that the model from Ho-Huu has
one vertical segment less, the input to model is similar to the one used in this thesis. Three test cases will be
selected from the optimization results from the case study by Ho-Huu: the optimal departure with minimum
number of awakenings (1), the optimal departure with minimum amount of fuel burnt (2) and an optimal
departure which is in the middle of those two (3). In Fig. 5.1 the three optimal solutions are highlighted on
the Pareto front.
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Figure 5.1: The Pareto front containing the optimal departure routes for the Spijkerboor case study from Ho-Huu [24].

The input data for the three cases is presented in Tab. 5.1. Since the model for this thesis uses one more
segment, it requires an additional climb angle and thrust setting. For all three cases, they are assumed to be
zero, due to the fact the maximum altitude and velocity is already reached at the start of the final segment.

35
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Case 1: Min Awak Case 2: Min Fuel Case 3: 50/50

L1 [m] 6455.83 615.882 740.705
R2 [m] 9894.89 4990.04 6057.69
∆χ2 [rad] 2.25547 2.70911 1.41017
L3 [m] 39923.1 3292.58 10610.4
R4 [m] 9674.44 9206.68 9784.86
h1 [m] 262.78 247.8655 266.3251
γn,2 [-] 0.027188 0.127054 0.218584
γn,3 [-] 0.003215 0.166934 0.011245
γn,4 [-] 0.134559 0.633833 0.293531
γn,5 [-] 0.306427 0.514784 0.724666
γn,6 [-] 0.372327 0.690991 0.344921
γn,7 [-] 0.520826 0.487045 0.506183
γn,8 [-] 0.751058 0.558842 0.595639
γn,9 [-] 0.694733 0.20134 0.401242
γn,10 [-] 0.395692 0.159596 0.744709
γn,11 [-] 0 0 0
η3 [-] 0.180738 0.989569 0.594573
η4 [-] 0.936912 0.691292 0.859164
η5 [-] 0.891184 0.880454 0.732374
η6 [-] 0.540103 0.832011 0.708034
η7 [-] 0.484581 0.144468 0.070289
η8 [-] 0.997541 0.784709 0.350983
η9 [-] 0.535053 0.569216 0.08056
η10 [-] 0.391706 0.725643 0.701088
η11 [-] 0 0 0

Table 5.1: The input design variables for the three cases used in the verification of the trajectory simulation model.

First, the ground track for the three departures is generated with both simulation models and is plotted in Fig
5.2. As can be seen, both tracks for the three case align almost perfectly, with an error always smaller than
ε±10−5 m. Therefore, it can be concluded that the ground tracks generated with both simulates are similar.
Results regarding the vertical profile can be found in Tab. 5.2, where the final altitude and velocity for both
simulation models are stated. As can be seen, the difference is not significant and therefore neglected.

Case 1: Min Awak Case 2: Min Fuel Case 3: 50/50
Smits Ho-Huu Smits Ho-Huu Smits Ho-Huu

h f i nal [m] 1849.134 1845.253 1849.108 1845.486 1842.011 1841.939
V f i nal [m/s] 140.991 140.941 140.973 140.9474 141.986 141.3009

Table 5.2: Simulation results for the three test cases compared with the results from Ho-Huu [26].

Results regarding the environmental impact can be found in Tab. 5.3. With respect to awakenings, there is
a difference between the two simulation models present of ±1% of the total number of awakenings. For the
total amount of fuel burnt, this difference is ±0.2% of the total amount. These errors could be explained due
the fact that for the vertical segments are differently chosen for the simulations. Therefore, it is assumed that
the differences for the two simulation methods with respect to the objective criteria are negligible.

5.2. OPTIMIZATION ALGORITHM
To check if the multi-objective optimization algorithm works properly, the same optimization case study from
Ho-Huu [26] will be performed. Here, the Spijkerboor SID is optimized for the total number of awakenings
and the total amount of fuel burnt. For this departure, the constrains are based on the ICAO procedures. The
bounds for the ground track and the vertical profile paramters can be found in Tab. 5.4. For a more detailed
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Figure 5.2: The ground track for the Spijkerboor departure route

Case 1: Min Awak Case 2: Min Fuel Case 3: 50/50
Smits Ho-Huu Smits Ho-Huu Smits Ho-Huu

Awakenings [-] 1995 1986 6924 6870 4021 4044
Fuel [kg] 819.71 820.95 558.63 559.41 648.03 647.15

Table 5.3: Simulation results for the three test cases compared with the results from Ho-Huu [26].

description, see Sec. 6.2.1. where a comparable case study is performed.

Lower bound Upper bound
L1 [m] 614 10000
R2 [m] 2000 10000
∆χ2 [deg] 32 170
L3 [m] 1000 40000
R4 [m] 2000 10000
h1 [ft] 800 1500
γn,1 [-] 1 1
γn,2−N [-] 0 1
η1 [-] 1 1
η2 [-] 1 1
η3−N [-] 0 1

Table 5.4: Bounds for the ground track parameters used in the Spijkerboor case study.

Due to the ICOA procedures, the aircraft is required to have a maximum climb angle and thrust setting until
it reaches the altitude of h1. Therefore, the normalized settings are set to 1 for the first segment. The second
segment ends until the aircraft reaches an altitude of 3000 ft or an clean velocity of 190 kts, where it is required
to still fly at maximum thrust settings. From there, the remaining N −2 segments are divided in equally dis-
tances flown and both the climb angle and the thrust settings are free to vary. The optimization problem self
cna be stated as follows:

minx,h1,γn,ηn : {Awak,Fuel}
µ≤µmax

s.t. hf = 6000ft
VEAS,f = 250kts

(5.1)
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The results of the optimization are presented with a Pareto-front in Fig. 5.3. As can be seen, the fronts are
located close to each other and both consists of the same three curves. These three curves correspond to the
three groups of trajectories, which are plotted in Fig. 5.4. Again, the solutions from both optimizations are
almost similar, with no noticeable differences present. Therefore, it is safe to assume the proposed optimiza-
tion algorithm works properly.

Figure 5.3: Optimization results compared with the results from Ho-Huu [26].

(a) Smits (b) Ho-Huu

Figure 5.4: Ground track results from Spijkerboor case study performed by this thesis and Ho-Huu.[26].

5.3. LATERAL POSITION ERROR SIMULATION
When developing the model for the simulation of the lateral position error, a couple of assumptions were
made. To check if these assumptions were valid, the simulation model will be compared with actual Auto-
matic Dependent Surveillance- Broadcast (ADS-B) data obtained at the Delft University of Technology [25].
Over 200 departure flights for the Spijkerboor route were recorded on the same day and plotted in Fig. 5.5. In
the same plot, the bounds of the RNP 1 are also shown. As can be seen, most of the flights satisfy the naviga-
tional requirements. Especially in the beginning of the departure, the tracks remain in between the bounds.
However, after the first turn, more lateral deviation occurs. Also, it seems that when the aircraft is deviated,
no correction is made and it continues to fly to way point ANDIK.
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Figure 5.5: ADS-B data for departures from Runway 24 at AAS

For this thesis, the assumptions regarding the lateral position error are accepted. Although the ADS-B data
shows the a RNP of 1 NM is an over estimation at the beginning of the departure, for the remaining part it
seems as a sufficient representation of the data.

5.4. SEL DISTRIBUTION APPROXIMATION FUNCTION
Since a Monte Carlo simulation for every track evaluation would increase the computational cost signifi-
cantly for the optimization, an approximation function was developed to obtain similar results as the simu-
lation would generate. As a verification of that approximation function, its results are compared with that of
the Monte Carlo simulation for four trajectories. The first one is the standard Spijkerboor departure, which
follows the ICAO procedures. The other test cases will be three solutions from the Pareto front from the Spi-
jkerboor departure optimization. The first one will be the solution for the minimum number of awakenings
(Min Awak), the second for the minimum amount of fuel burnt (Min Fuel) and the third one will a solution
between those two extremes (50/50), see Fig. 5.6.
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Figure 5.6: The results from the deterministic optimization, with the three test cases highlighted.

For those tracks, the lateral position error will be simulated with the use of a Monte Carlo simulation. For the
distribution of the lateral deviation, the normal distribution based on the RNP 1 will be used, N (µRNP,σ2

RNP).
The sample size will be based on the Central Limit Theory and will be equal to N = 1500. The data used in the
approximation function will be based on the same lateral error distribution. For both calculations, the same
grid of 80x80 km will be used, with a grid size of 500 m. The output for both approaches will be the standard
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deviationσi , j
SEL of the SEL at each grid point. The relative and absolute difference between the simulation and

the approximation can be found in Fig. 5.7, 5.8, 5.9 and 5.10 .

(a) Relative difference in σSEL (Approx. - Monte Carlo) (b) Absolute difference in σSEL

Figure 5.7: Comparison of the σSEL results between the Monte Carlo simulation and the approximation function for the Min Awak track.

(a) Relative difference in σSEL (Approx. - Monte Carlo) (b) Absolute difference in σSEL

Figure 5.8: Comparison of the σSEL results between the Monte Carlo simulation and the approximation function for the Min Fuel track.

As can be seen in all three test cases, the biggest error occurs at the beginning of the departure. This is mainly
due to that at the start of trajectory no lateral position error is simulated. Also, the lookup table from the

estimation function starts at an altitude of 1000 ft, so the σi , j
SEL is probably over estimated for grid points sur-

rounding the beginning of the trajectory. For the third test case however, significant errors also occur right
of the third leg. This could be explained by the fact that grid points right of L3 are also effected by two turns
R2∆χ2 and R4∆χ4.
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(a) Relative difference in σSEL (Approx.- Monte Carlo) (b) Absolute difference in σSEL

Figure 5.9: Comparison of the σSEL results between the Monte Carlo simulation and the approximation function for the 50/50 track.

(a) Relative difference in σSEL (Approx.- Monte Carlo) (b) Absolute difference in σSEL

Figure 5.10: Comparison of the σSEL results between the Monte Carlo simulation and the approximation function for the SID.

5.5. NORMALITY TEST OF SEL DISTRIBUTION

To check if the set of SELi , j data is normally distributed, the Kolmogorov-Smirnov Test for Normality (KS-test)
will be performed. A Monte Carlo simulation of a segment will be set up, and the cross section SEL data will
be generated. For this test, a straight level flight at an altitude of 5000 ft. is simulated with a lateral position
error N (0,σ2

RNP). The setting of the remaining parameters can be found in Tab. 5.5.
The cross section grid will be 55 km long, ranging from -5 km from the nominal flight segment to a distance of
50 km. The grid size will be 250 m, so in total there will be 220 data points. The sample size N is derived with
the use of the Central Limit Theory and is equal to N = 1500. The results for the average and the standard
deviation of the SEL are plotted in Fig. 5.11.

As expected, the average SEL has highest value directly beneath the flight track and declines when the dis-
tance increases. However,for the standard deviation the peak occurs at a distance of d ≈ 2.5 km from the
nominal track. From that peak, the standard deviation decreases when getting closer the nominal track until
it reaches a local minimal value directly beneath the trajectory. When performing the KS-test for this area, it
was clear that there the SEL values are not normally distributed. This can also be clearly seen when the SEL
values at 5 different distances are plotted, see Fig. 5.12.
For distances further away (d > 2.5) the SEL looks like it is normally distributed, while the average value
and spreading decreases when the distance increases. This concurs with results presented in Fig. 5.11. The
distributions at grid points closer than 2.5 km are clearly not normally distributed. Also, it seams that the
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Parameters Initial value

h 5000 ft.
VEAS 130 m/s
η 0
γn 0
W 63000 kg
R 0 m

Table 5.5: The parameters values for the straight level flight segment.

(a) The average SEL at a distance from the nominal flight seg-
ment.

(b) The standard deviation of SEL at a distance from the
nominal flight segment.

Figure 5.11: Results for the lateral position error simulation of a straight flight segment at an altitude of 5500 ft.

Figure 5.12: Distributions of SEL as a result of the Monte Carlo simulation at 5 different distances d .

distributions not exceed a SEL of 71 dB. Although at first this may seems strange, this observation can easily
be explained. When a receiver is close the nominal track, the lateral deviation can cause the aircraft to be
further away from the receiver instead of closer. Therefore, a maximum SEL value that could occur is already
observed and cannot be exceeded by deviating the lateral position. So what happens is that instead getting
a higher value than the maximum SEL value, the same maximum SEL value is observed. This creating the
peak at the right end of the distribution and therefore also the decrease in the variance of SEL. And when
taking in mind that with the assumed distribution of the lateral position error, 99% of the cases the deviation
is between 3σRNP, the location of the standard deviation peak can be explained. The distance value d ≈ 2.5 is
close to the distance corresponding of 3σRNP ≈ 2.8 km. Therefor, it is concluded that SEL values observed at
d < 2.8 km are not normally distributed, but have a custom distribution.
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Although completely estimating this custom distribution is rather difficult, the principle can be taken into
account in the approximation function. Due to the fact the SEL distributions are discretized, they can easily

be modified. For a discretized SEL distribution located close to the nominal trajectory, if SELi , j
k > SELi , j

max,

then set SELi , j
k equal to that maximum SEL. The maximum SEL value that could occur on a cross section

for certain set of parameter settings can be determined with the nominal flight track cross section results.
For the discretized distribution, the average SEL value will remain the same, but the maximum σSEL on that
cross section will be used as the standard deviation. This corrected approximation approach is applied on
the distribution at d = 1 km and the results are plotted in Fig. 5.13.

Figure 5.13: Distributions of SEL at d = 1 km, as a result of the Monte Carlo simulation, the approximation function and the corrected
approximation function.

As can be seen, the normal approximated distribution does exceed the maximum SEL value that could occur
for that cross section. The corrected approximation function however is more similar to the data obtained
with the Monte Carlo simulation. Therefore, the corrected approximation function will be implemented in
the optimization framework.

5.6. NUMBER OF AWAKENINGS DISTRIBUTION
Finally, in Sec. the distribution of the number of awakenings is estimated based on the distribution of the SEL
over a certain grid. For this, the assumption had to be made that SEL data at grid points close together are
depended on each other, and at points further away they are independent. Also, the distributions of the noise
were discretized to apply the ANSI criterion function. To verify this approach and check if the assumptions
hold up, the approximated distribution of awakenings is compared to the estimated distribution obtained
with a Monte Carlo simulation.

In Fig. 5.14 the results from the Monte Carlo simulations for the three test cases are presented, together with
the approximated distribution of Awakenings. For the approximation distribution, it is assumed that grid
points are independent of each other when they are located further away that 1 NM. When the grid points
are closer to each other, the Awakenings values are assumed to dependent to each other. For the Monte
Carlo simulation, a sample size of N = 1500 is used. For the lateral deviation error, the normal distribution
N (0,σ2

RNP) is applied, see 4.1.

As can be seen, the shape of the simulated distributions is not quite symmetrical for the Min Awak and the
50/50 track. However, the simulated distribution for the Min Fuel track is symmetrical, and therefore fits the
approximated normal distribution almost perfectly. An explanation for the asymmetrical shapes could be
that the population left and right of the track are not equally divided. When these trajectories would deviate
more to the left, they would fly more over the sea where no population is present. Therefore, there is a peak
for lower number of awakenings, because deviating further in that direction will not result is less awakenings.
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(a) Minimum Awakenings track (b) Minimum Fuel track (c) 50/50 Awaks/Fuel track

Figure 5.14: The approximated distribution of awakenings compared with the results from the Monte Carlo simulation.

The trajectory with minimum fuel burnt is set directly over the populated area, so there would deviation left
or right result in less awakenings. Although the shape may not always match the approximated distribution,
the variance seems to do for all three cases. For the Min Awak and 50/50 track, the variance is a little over
estimated, because the approximation does not take into account the peak that occurs for those two cases.
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CASE STUDY

Now that the models and optimization algorithm are verified, their capabilities will be illustrated by perform-
ing several case studies. The case studies are all related to Amsterdam Airport Schiphol, due to the fact it
is an airport located close to inhabited areas and its growth is restricted partly due noise regulations. Two
departures will be described, which will be used for both the stochastic analysis and the multi-objective opti-
mization. The results obtained from the stochastic analysis of the lateral position error will be presented and
discussed, followed by the results from the initial weight analysis. Next, the two departures will be optimized
with respect to the noise and emission impact. This chapter will conclude with an adjusted case study, where
a different cutoff value for the ANSI criterion is used, which effects the noise impact calculations.

6.1. PROBLEM DESCRIPTION
To test the full potential of the stochastic model and the optimization algorithm, a case study is required
which has an relative busy airport located close to inhabited areas. Amsterdam Airport Schiphol, which was
also used in some previous noise abatement studies [28],[10],[26], is selected for this research because it is
located close to several communities and is one of the busiest airports in Europe []. Next to that, AAS is an
airport which is restricted to grow due to noise regulations. Because AAS attempted to increase their capac-
ity, their was a significant increase in noise complaints in the year 2017 [29]. Therefore, minimizing the noise
impact for AAS would have a positive effect for both the airport itself as well for the communities nearby.

The case study scenarios will be based on two SIDs from Amsterdam Airport Schiphol: the Spijkerboor de-
parture from runway 24 and the the ARNEM departure from runway 09. The first one is selected due the fact
the trajectory passes over a couple of inhabited areas and was used in previous noise abatement studies. The
second departure also encounters some inhabited areas, but was actually selected to illustrate that the opti-
mization framework and the stochastic model could be applied on all different kind of trajectories. Next to
that, both SIDs are two of the most flown departures at AAS in 2017, as can be seen in Fig. 6.1, and have there-
fore a significant amount effect on the overall noise impact. Both departure trajectories will be described, as
well as their bounds and constrains regarding the optimization framework.

6.1.1. SPIJKERBOOR 2K FROM RUNWAY 24
The standard instrumental departure Spijkerboor takes off from runway 24 at AAS. It passes by the cities of
Haarlem and Hoofddorp, where most of the noise annoyance occurs. For the optimization, the screen height
of 50 ft is where the trajectory starts, with a take-off safety speed of V2 +10 kts. At this point, the landing gear
is retracted and the departure flaps are selected. The exit conditions, at waypoint ANDIK, are an airspeed
VEAS = 250 kts at an altitude h f = 6000 ft. Between these starting and exit point, the ground track consists of
three straight (TF) legs and two constant radius (RF) legs. See App. A for the standard instrument departure
chart.

With respect to the vertical profile, this is subdivided in 11 segments, while it complies with the NADP-1
procedures. For the first vertical segment, it is prescribed that full take-off thrust should be applied, while
maintaining the take-off safety speed. The segments ends when the cutback altitude h1 is reached. For the

45
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Figure 6.1: The number of departures per runway for Amsterdam Airport Schiphol in the year 2017 [29]

second segment the aircarft can fly at a reduced flight path angle, but still at a maximum thrust setting. The
end of the second segment is either when the altitude h2 = 3000 ft or the airspeed Vclean = 220 kts is reached.
From that point, both the trust setting and the climb angle setting are an optimal design variable, but the
aircraft is not allowed to decelerate or descend. The remaining segments are divided in equal distance seg-
ments. The ground track parameters for the current SID, as well the bounds used in this optimization, are
stated in Tab. 6.1. The vertical parameters bounds can be found in in Tab. 6.2.

Current SID Lower bound Upper bound

L1 [m] 4100 614 10000
R2 [m] 3183 2000 10000
∆χ2 [deg] 152.4 32 170
L3 [m] 29150 1000 40000
R4 [m] 7500 2000 10000

Table 6.1: Bounds for the ground track parameters used in the Spijkerboor case study.

In total there are 25 optimal design variables used as an input for the trajectory evaluation. The grid used here
is a 80×80 km with a grid size of 500 m, which corresponds to 25600 grid points. This number is reduces 7269
points, by filtering out points where the population density is less than 500 people per 0.5km2. See Fig.6.13
for the bounds of the grid.
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Figure 6.2: The Spijkerboor SID with population density.
Figure 6.3: The ground track parameterization for the Spijkerboor
departure route

Lower bound Upper bound

h1 [ft] 800 1500
γn,1 [-] 1 1
γn,2−11 [-] 0 1
η1 [-] 1 1
η2 [-] 1 1
η3−11 [-] 0 1

Table 6.2: Bounds for the vertical parameters used in the Spijkerboor case study.

6.1.2. ARNEM 3E FROM RUNWAY 18L
The ARNEM departure starts at runway 18L of Schiphol Airport and ends at the IVLUT waypoint. For this tra-
jectory, the communities surrounding Hilversum recieved the most of the noise impact. The trajectory itself
starts at the same screen height as the Spijkerboor departure and exists also at h f = 6000 ft. The standard
ground track consists of two straight (TF) legs and one constant radius (RF) leg. For the optimization how-
ever, the trajectory is allowed to have a second constant turn and therefore a third TF leg. For the parameters
of the gound track, see Tab. With respect to the vertical profile, the same procedure is applied as for the Spi-
jkerboor departure, so the same vertical parameters are used in the optimization (Tab. 6.3). For the standard
instrument departure chart of ARNEM 3E route, see App. A .

Current SID Lower bound Upper bound

L1 [m] 1000 614 10000
R2 [m] 4000 2000 8000
∆χ2 [deg] 90 60 130
L3 [m] 28500 1000 12000
R4 [m] 0 2000 10000

Table 6.3: Bounds for the ground track parameters used in the Spijkerboor case study.

Therefore, the same number of 25 optimal design parameters will be used as an input for the trajectory opti-
mization. A grid of 60×60 km with a grid size of 500 m will be used for the noise calculations. However, by
filtering out data points based on GIS, the number of data points is reduces to 5661. See Fig.6.4 for the current
ARNEM 3E SID and the bounds of the grid.

6.2. STOCHASTIC ANALYSIS: LATERAL POSITION
With the use of the stochastic model presented in Ch. 4, a stochastic analysis is performed for both the Spi-
jkerboor 2K and ARNEM 3E case study. The lateral position deviation will be simulated with the use of a
Monte Carlo simulation and the results for SEL and number of awakenings will be discussed. These results
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Figure 6.4: The ARNEM 3E SID with population density. Figure 6.5: The ground track parameterization for a ARNEM depar-
ture route

will also be compared to the ones generated with the deterministic aircraft model (Ch. 3), to get a better un-
derstanding of the effect when taking into account a lateral position error. A similar analysis will be performed
for the ARNEM 3E case study, to investigate if the findings concur and therefore could be accepted.

6.2.1. SPIJKERBOOR 2K
The lateral position error is simulated over the standard instrument departure of the Spijkerboor 2K route,
described in Sec.6.2.1. The lateral position error distribution is a normal distribution N (0,σ2

RNP), where σRNP

is equal to 926 m. For this simulation, a smoothing factor α of 0.3 is chosen, which results in a corrected
standard deviation σφ of 1326 m, according to Eq. 4.6. For the required number of simulations, the Central
Limit Theory is used, which resulted in N = 1500. To reduce computation time, the adjusted grid for just
population areas is used. Finally, six locations along the trajectory are selected as waypoints according to the
approach presented in Sec. 4.1, which are illustrated in Fig. 6.6. In the figure, the nominal track and a set of
deviated tracks are plotted.

Figure 6.6: A set of results from Monte Carlo simulation of the Spijkerboor 2K case with the selected waypoints and nominal trajectory.

For the 1500 deviated trajectories, the noise impact is calculated with the INMTM v3 tool [5]. In this case,
where 53 trajectory data points and 7296 grid points were used, the computation time was 1.486 h. The SEL

data computed for each trajectory is stored in 1500×7269 matrix. For each grid point, the mean µi , j
SEL is deter-

mined. Due to the assumption that the SEL per grid point is normally distributed, or has an adjusted normal
distribution, the expected SEL is assumed equal to the mean. The results for the E[SEL]i , j are presented in
Fig. 6.7.
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Figure 6.7: The expected SEL for the Spijkerboor SID,
resulted from the lateral error simulation

Figure 6.8: The difference in SEL between the lateral error
and nominal track simulation for the Spijkerboor SID

As expected, the SEL values are relatively high close to the trajectory and decrease when grid points are lo-
cated further away. Also, due to the fact that the altitude of the aircraft at the start of the trajectory is lower, the
SEL values are there higher than at the end of the trajectory. When comparing the results of the Monte Carlo
simulation with the ones from the deterministic simulation, SEL values close to the trajectory are lower when
a lateral deviation is present. This is clearly visible in Fig. 6.8, where it seams that the area of overestimation
matches with the 1 RNP bounds. This is of course understandable, since in that area the aircraft deviates
symmetrically in lateral position, the average received SEL is always lower that for the nominal track. For
the areas just outside of that border, the SEL simulated with the deterministic model is underestimated. This
is again what was expected. In this area, there is now a probability that the aircraft trajectory is closer than
normal, resulting in slightly larger average SEL values. Basically, the received noise gets spread out, resulting
in over- and underestimated areas close to the trajectory with respect to expected SEL.

Next to the mean, the standard deviation of the SEL at each grid point (σi , j
SEL) is calculated. Because it is

assumed that the SEL is normally distributed over the entire grid, except for grid points located close the
nominal trajectory as was stated in Sec. 5.5, the standard deviation is equal to the square root of the variance.
The results are plotted in Fig. 6.9.

Figure 6.9: The standard deviation of SEL for Spijkerboor,
resulted from the lateral error simulation

Figure 6.10: The normalized standard deviation divided for
Spijkerboor, resulted from the Monte Carlo simulation

The first conclusion which can be made is that in overall, the standard deviation is higher closer to the trajec-
tory. This is due to the fact that, as already stated before, the lateral deviation has more effect on areas closer
to the trajectory. It could be argued that the standard deviation is higher, because the SEL values them self
have higher values closer to the trajectory. However, when the deviation would be normalized by dividing it
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by the mean of the SEL, the finding still holds up as can be seen in Fig. 6.10 . The second thing that is no-

ticeable , is that the contours of the σi , j
SEL are waving in and out. When observing the final straight part of the

trajectory, the values of the standard deviation are not constant, while the distance to the trajectory remains
the same. The bubbles in the contour seems to occur around the selected waypoints. Since the lateral posi-
tion error is only determined at these waypoints and interpolated for the remaining data points, the deviation
slightly decreases at the data points far away from a selected waypoint. Therefore, the standard deviation of
the noise also decreases around those areas. Finally, it can be observed that the standard deviation of the SEL
is higher at areas located outside of the turn than for the areas inside. An explanation for this could be that in
this simulation the lateral position error in a turn segment almost remains constant. Therefore deviations to
the outer side of the turn will result in larger distances flown, while deviations to the inner side will results in
shorter trajectories. A lateral deviation has more impact on the longer turn segments than a shorter segment,
so the aircraft deviates relatively more on the outer side of the turn. This of course will results in a larger
deviation in received noise.

Due to the fact that the distribution of the SEL at each grid point can be represented as normal distribution
N (µSEL,σ2

SEL), the expected number of awakenings can be determined with the approach discussed in Sec.
4.2. The results regarding the number of awakenings is plotted in Fig. 6.11.

Figure 6.11: he expected Awak for the Spijkerboor SID,
resulted from the lateral error simulation

Figure 6.12: The difference in Awak between the lateral error
and nominal track simulation for the Spijkerboor SID

Since the number of awakenings does not only depend on the distribution of SEL, but also on the population
density, there is no clear correlation between the distance from the trajectory and the number of awakenings.
Also, when looking at the difference between the expected number of awakenings and the results from the
deterministic simulation in Fig. 6.12, the results appear to be minimal. When comparing the expected total
number of awakenings (8297) with the the awakenings caused by the nominal trajectory (8246), the difference
of 51 awakenings seems to be negligible. However, when the absolute difference in awakenings per grid point
is summed, the total difference will be 1823 awakenings. Apparently, when comparing just the total number
of awakenings, the over- and underestimated areas almost cancel each other out. Therefore, the results for
both simulations look almost similar, but in fact there is a significant difference present. This phenomenon
has to be kept in mind when comparing the optimization results for both the stochastic and deterministic
simulation method, since there only the total number of awakenings is a criterion.

This absolute difference can be further explained when the area where an awakening could occur, is deter-
mined and analyzed. According to the ANSI function, which determines the percentage of awakenings, an
awakening can only occur if the SEL is higher a certain cutoff value. For this analysis, a cutoff SELOutdoor of
50.5 dB is used. The probability that a SEL value is higher than this cutoff value can be determined, since the
distribution of SELi , j is known. These probabilities per grid point are plotted in Fig. 6.13.

In the relatively big area around the trajectory, the probability that P (SELi , j > 50.5dB) is equal to 100 per
cent. This is logical, because in that area the average SEL is much higher than the threshold level, there is
no scenario where a SEL value will be lower than 50.5 dB. For a small region around this area, the probability
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Figure 6.13: Probability that SEL is higher than 50.5 dB as a result
of the lateral deviation for the Spijkerboor SID

Figure 6.14: Difference in probability that SEL is higher than 50.5 dB
for the Spijkerboor SID

declines when the distance to the trajectory increases. In the deterministic simulation, there is no variation
in the noise levels, so the probability that a SEL value is above the threshold is either 100 % of 0 %. When
the probability obtained with the Monte Carlo simulation is subtracted from that, an insight is generated
where it is visible where the deterministic simulation over- or underestimates the probability. The results
from that relative difference in probability is presented in Fig. 6.14. Here, positive values indicate when the
deterministic approach overestimates the change that awakenings occur, and negative values for when an
underestimation occurs. As can be seen, for a large area there is either a over- or underestimation present.
However, due the fact that both occur, they cancel each other out and this difference is not noticeable when
looking at the total number of awakenings.

6.2.2. ARNEM 3E
For the ARNEM 3E route a similar stochastic analysis is executed as for the Spijkerboor 2K SID. The same set of
parameters is used regarding the lateral position errors, so σRNP = 926 m, σφ = 1326 m, α= 0.3 and N = 1500.
The adjusted grid, discussed in Sec. 6.1.2, will be used for this Monte Carlo simulation. For this case study
howeve, not the standard instrument departure will be used, but a solution from the optimal Pareto front.
This decision is made because this additional case study is executed to substantiate the findings from the
first case study. The selected trajectory has a wider first turn and a second turn, so the effect of a turn can be
illustrated. Since this departure is still a lot shorter than the Spijkerboor SID, four grid points were selected
along the trajectory. These waypoints, along with a couple of deviated trajectores, are shown in Fig. 6.15.

Figure 6.15: A set of results from Monte Carlo simulation of an optimal ARNEM 3E departure with the selected waypoints and nominal
trajectory.
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As for the first case study, the noise impact is determined with the INMTM v3 tool for the 1500 trajecto-
ries. Here, the trajectory consists of 46 data points and the grid of 5661 points. With the generated data, the
E[SEL]i , j can be computed and compared to the results from the deterministic solution. The relative differ-
ence between the stochastic and deterministic simulation can be seen in Fig. 6.18. Just as in the first case
study, the SEL seems to more spread out due to the lateral deviation. This resulting in that close to the tra-
jectory the deterministic noise impact is higher than for the stochastic one, while a bit further away it is the
other way around. When calculating the expected number of awakenings, it was clear that both the observed
SEL as the population density both influences them. A correlation between the distance from the trajectory
and the number of awakenings was again not present. For difference in E[Awak]i , j between both approaches,
3880 for the stochastic one and 3991 for the deterministic one, seems also to be insignificant. However, as
also can be seen in Fig. 6.17, the absolute difference in awakenings per grid point is definitely present. In
total, the absolute difference per grid is 453 awakenings, which is substantial.

Figure 6.16: The expected SEL for the ARNEM SID,
resulted from the lateral error simulation

Figure 6.17: The difference in SEL between the lateral error
and nominal track simulation for the ARNEM SID

When analyzing the distribution of the SEL in this case study, the same conclusions as in the first case study
can be made. First, the standard deviation of the SEL is higher when closer to the trajectory. For grid points
located closer to the beginning of the trajectory, theσSEL is even higher due the fact the altitude of the aircraft
is lower. The bubble effect occurs due the fact the lateral position error is simulated at selected waypoint and
the error for intermediate points is determined with an interpolation. Finally, the area located on the outside
of the turn has a higher standard deviation than the area located on the inside. All these conclusions are il-
lustrated in Fig. 6.18 and Fig. 6.19.

Last, the probability that awakenings occur when a lateral deviation is present is calculated, since both µ
i , j
SEL

and σi , j
SEL is known. Similar results as for the Spijkerboor case study can be seen in Fig. 6.20, where again for

an area close the the trajectory the probability is 100 per cent. Also, in a region located around that area, the
probability decreases when increasing the distance to the trajectory. In Fig. 6.21 the relative probability that
awakenings occur for the stochastic and deterministic approach are presented. As can be seen, the results
are comparable with the results from the first case study. Therefore, the conclusions made in the Spijkerboor
case study are confirmed with the findings of the stochastic analysis of the ARNEM departure.
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Figure 6.18: The standard deviation of SEL for ARNEM 3E,
resulted from the Monte Carlo simulation.

Figure 6.19: The normalized standard deviation divided for
ARNEM 3E, resulted from the Monte Carlo simulation

Figure 6.20: Probability that SEL is higher than 50.5 dB as a
result of the lateral deviation for the ARNEM 3E SID

Figure 6.21: Difference in probability that SEL is higher than 50.5 dB
for the ARNEM 3E SID

6.3. STOCHASTIC ANALYSIS: INITIAL WEIGHT
Next to the lateral position, a stochastic analysis is performed for the initial aircraft weight. To simulate the
effect of the starting weight deviation on the noise impact, the model from Sec. 4.5 is applied for the Spijker-
boor 2K SID. As previously stated, a Monte Carlo simulation with a sample size N = 1500 will be executed to
estimate the distribution of the received noise and the number of awakenings. For the distribution of the ini-
tial weight, a normal distribution N (µW ,σ2

W ) is assumed with an average of µW = 67164 kg (0.85 % of MTOW)
and a standard deviationσW = 2371 kg (0.03 % of MTOW). The remaining setup of this case study is the same
as was presented in Sec. 6.2.1, including the departure route and the population grid.

In Fig. 6.22 the average SEL values resulting from the initial weight distribution simulation are plotted. When
comparing it to the SEL values from the nominal trajectory, no significant differences were visible. Just as
with the noise calculations for the nominal track, higher SEL values are observed closer to the trajectory and
decrease when moving further away from the source.

When analyzing the variance of the SEL caused by the weight distribution, which squared root are plotted
in Fig. 6.23, it can be noted that there are some areas present where the SEL can vary. There can be four
areas identified where this is true, where the area before the second turn is the largest. To explain why this
occurs, the altitude profile and corrected netto thrust profile are plotted for a set of different initial weights in
Fig. 6.24 and Fig. 6.25. In both figures it can be seen that the largest differences between the five trajectories
occur around a time of 250 seconds. The trajectory with the lowest starting weight reaches the final altitude
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Figure 6.22: The expected SEL values resulted from the Monte Carlo simulation for the initial weight deviation

first and can therefore cut its thrust back earlier. For a heavier aircraft the moment when the final altitude is
reached comes later and so the moment when the thrust is changed occurs later. This moment corresponds
to the area where the variance of the SEL is high in Fig. 6.23. Before the 250 seconds time mark, there are
some smaller differences present in the altitude and thrust profile, which probably correspond to the smaller
areas where a variance of SEL is present.

Figure 6.23: The square root of the variance of the SEL resulted from the Monte Carlo simulation for the initial weight.

However, although there are some areas where the SEL deviates, these are small compared to the variance
caused by the lateral position deviation. Also the magnitude of the variance is significantly smaller. This
results that there are also no large differences present when comparing the number of awakenings for the
five trajectories. As can be seen in Tab. 6.4, the variance of the number of awakenings is not significant.
Even for the extreme deviated starting weights like the 91 % of MTOW, the difference in awakenings is only 7
%. In comparison to the e lateral position error, the variance causes by the initial weight deviation seems to
negligible.



6.4. OPTIMIZATION 55

0 100 200 300 400 500 600

time [s]

0

200

400

600

800

1000

1200

1400

1600

1800

2000

A
lt
it
u

d
e

 [
m

]

0.79*MTOW

0.82*MTOW

0.85*MTOW

0.88*MTOW

0.91*MTOW

Figure 6.24: The altitude profile for 5 different W0.
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Figure 6.25: The netto correct thrust profile for 5 different W0.

W0 Awakenings

0.79 % MTOW 7881
0.82 % MTOW 8184
0.85 % MTOW 8246
0.88 % MTOW 8523
0.91 % MTOW 8863

Table 6.4: The number of awakenings per initial weight W0 for the Spijkerboor 2K SID

6.4. OPTIMIZATION
Besides the stochastic analysis that was performed, a trajectory optimization shall be executed for both case
studies. Although the objectives for the optimization will always be related to the noise and environmental
impact, three different optimizations will be set up. The first one will be regarding with the deterministic
simulation of the trajectory, similar to the case study performed by Ho-Huu [26]. Here, the objective functions
will be the total number of awakenings and the amount of fuel burnt. The constrains and bounds will be
based on the ICAO procedures, as was described in Sec. 6.1. For this first optimization, the lateral deviation
is not yet taken into account. This multi-objective optimization problem can then be stated as follows:

minx̄,γn,ηn : {Awak,Fuel}
µ≤µmax

s.t. hf = 6000ft
VEAS,f = 250kts

(6.1)

The second optimization will take into account the lateral position error and its effect on the noise impact.
Therefore, the noise related objective criteria will be the total expected number of awakenings E[Awak]. The
emission related objective will remain the total amount fuel burnt, since it is assumed the deviation in lateral
position will not effect the fuel consumption. Furthermore, the same set of boundaries and constraints are
used as for the first optimization. The optimization problem statement then becomes:

minx̄,γn,ηn : {E[Awak],Fuel}
µ≤µmax

s.t. hf = 6000ft
VEAS,f = 250kts

(6.2)

For the third optimization, the lateral position error is again taken into account, but the expect value of the
number of awakenings will not be an objective criteria related to noise. Here, the attempt will be made to
optimize for the number of awakenings where 90 % of the awakenings is equal or lower than that value.
This value will then be equal to the Z-score corresponding to this left side 90 % confidence level. In this
case Z Awak

0.9 ≈ 1.28, which means that the objective value will be: E[Awak]+1.28σAwak. The second objective
function, the constrains and the bounds will remain the same as for the other two optimizations, so the
problem can be stated as follows:
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minx̄,γn,ηn : {E[Awak]+1.28σAwak,Fuel}
µ≤µmax

s.t. hf = 6000ft
VEAS,f = 250kts

(6.3)

In the end, the three optimization problems will only differ in the objective criterion related to the noise im-
pact and to the simulation of that noise impact. The second criterion regarding the fuel consumption will be
the same for all three problems.

Although Sec. 4.5 described the approach to determine a noise related objective function which takes into
account possible deviation of the starting weight, the decision was made not to perform a case study for that
optimization problem (Eq. 4.31). As was concluded in Sec. 6.3, the effect of varying the initial weight on the
number of awakenings was less than previously anticipated. To then apply the methodology presented in
Sec 4.5, which requires Q times a trajectory and noise impact simulation, would not be beneficial. Therefore,
the case studies for this research are only optimized with stochastic objective function related to the lateral
deviation, not the aircrafts initial weight.

Regarding the settings of the MOEA/D, the parameters are selected so that the optimization algorithm will
almost definitely converges to a set of optimal solutions, while limiting the computational time. The popula-
tion size is normally twice the solution size, so it set to 50 for this optimization. A high mating neighborhood
size ensures diversity in the generation of solutions, but also increases the computational cost. A large size
of replacements neighborhood will help ensuring the convergence of the optimization, but also effects the
computational cost. The maximum iteration is basically just an assumption on when the algorithm would be
finished. Therefore, the selection of these parameters is based on a trail and error approach and can be found
in Tab. 6.5.

Parameter Value

Population size :Pop 50 [-]
Mating neighborhood size :Tm 15 [-]
Size of replacement neighborhood :Tr 10 [-]
Maximum iteration :M axI ter 1000 [-]

Table 6.5: Parameters settings for the MOEA/D

The three optimization problems will be solved and its results compared for both the Spijkerboor 2K and the
ARNEM 3E case study. For the remaining of this chapter, the first problem with the deterministic simulation
and optimization approach will be denotes simply as ’Det’. The second approach, with the stochastic simula-
tion and the optimization that has the expected number of awakenings as objective criterion, will be denotes
as ’Sto’. Finally, the third problem, with has the stochastic simulation but optimizes for the Z Awak

0.9 value, will
be referred to as ’StoZ’.

6.4.1. SPIJKERBOOR 2K
With the multi-objective optimization problems as previously described executed for the Spijkerboor case
study, the obtained Pareto fronts can be compared. First, the optimal solutions from the deterministic ap-
proach (Eq. 6.1) will be compared with the ones from the stochastic approach where is optimized for the
expected number of awakenings (Eq. 6.2). Both the Pareto fronts, containing all the optimal solutions, are
shown in Fig. 6.28.

Although the objective functions for the noise impact are not the same, the fronts seem to be almost identical.
Both exist of three separate curves, corresponding to the three groups of optimal trajectories. The reason that
the optimal solutions are so close together is that when the noise impact of a trajectory is determined with a
deterministic and a stochastic approach, the results will not differ significantly. To check if the trajectories of
two identical solution are also similar, a test Case A is selected to compare the solutions. Since the criterion for
the emission impact is for both optimization the same, two solutions will be selected with the same amount
of fuel burnt. See Fig. 6.28 for where the solutions are location on the Pareto front. Both trajectories have
a fuel consumption of 705 kg, where the deterministic solution has 2964 Awakenings and the stochastic one
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Figure 6.26: Optimal ground tracks from the deterministic
(Det) approach.

Figure 6.27: Optimal ground tracks from the first stochastic
(Sto) approach.

550 600 650 700 750 800 850

Fuel [kg]

2000

2500

3000

3500

4000

4500

5000

5500

6000

6500

7000

A
w

a
k
e
n
in

g
s
 [
-]

2000

2500

3000

3500

4000

4500

5000

5500

6000

6500

7000

E
x
p
e
c
te

d
 A

w
a
k
e
n
in

g
s
 [
-]

Det(Det)

Sto(Sto)

Case A

Figure 6.28: The Pareto fronts for the deterministic results obtained with the deterministic objective function and the stochastic results
obtained the stochastic objective function.

has 2994. The solutions from Case A also do not differ significantly with respect to awakenings. Therefore, it
would be expected that the trajectories are similar to each other. When comparing the ground tracks in Fig.
6.29, it can be seen this is true. The same applies for the airspeed profiles, plotted in Fig. 6.30. There is a small
difference in altitude profiles visible, which could explain the 30 awakenings difference. Overall however, the
trajectories are almost identical, while being the result of two different optimization approaches.

Now that the sets of optimal solutions are compared with their respectively objectives criteria, they will also
be compared with the same criteria. First, the ’Det’ and ’Sto’ solutions will both simulated with the stochastic
approach and the expected number of awakenings will be objective criterion related to the noise impact. The
Pareto fronts are plotted in Fig. 6.31.

As can be seen, the stochastic simulation results with the deterministic set of solutions is almost identical to
the stochastic optimization approach. The same three curves can be identified, just as for the first compar-
ison. To again check if the trajectories are similar when their solutions are identical, test Case B is selected.
The amount of fuel consumed for both solutions is equal to 633 kg. The expected awakenings for the ’Det’
and ’Sto’ solutions is 4545 and 4562 respectively. Here, the expected numbers of awakenings almost do not
differ, which is understandable when the trajectories are compared. Although the first turn is a little bit dif-
ferent, the ground tracks are very similar as can be seen in Fig. 6.32. For the altitude and airspeed profile of
Case B, presented in Fig. 6.33, also no significant differences are present.
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Figure 6.29: The ground tracks for the solutions of test Case A.
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Figure 6.30: The altitude and airspeed profiles for test Case A.
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Figure 6.31: The Pareto fronts for the stochastic results obtained with the deterministic objective function and the stochastic results
obtained with the stochastic objective function.

The two solution sets are also compared by using the deterministic simulation approach. The ’Sto’ set of so-
lutions are simulated with the same approach as was used in the deterministic optimization and compared
with the original solutions from that optimization. The Pareto front for both sets are plotted in Fig. 6.34.

For the most part, both set of solutions are close together. However, in the region where the fuel consumption
is low, some differences occur. The biggest difference in number of awakenings is at the illustrated Case C,
where the amount of fuel burnt for both solutions is equal to 577 kg. A number of 5432 awakenings is calcu-
lated the deterministic solution, while the stochastic solution has a number of 5208 awakenings. Although
this difference of 224 is still not that significant, it is quite bigger than for the different comparisons. To see
where this difference comes from, the ground track for both solutions is plotted in Fig. 6.35. Here, the ’Sto’
solution has a small deviation to left with respect to the ’Det’ solution, but for the remaining of the trajectory
is similar.

When comparing the altitude and airspeed profiles , seen in Fig. 6.36, they appear to be almost identical. Only
at the end of the trajectories, the altitudes differ slightly. Therefore, it can be concluded that the trajectories
are almost identical. The reason for that a relatively big difference in number of awakenings occur is because
the trajectories pass directly over a highly population area. This makes the total noise impact sensitive for
small deviation in the departure.



6.4. OPTIMIZATION 59

Figure 6.32: The ground tracks for the solutions of test Case B.
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Figure 6.33: The altitude and airspeed profiles for test Case B.
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Figure 6.34: The Pareto fronts for the stochastic results obtained with the deterministic optimization and the stochastic results obtained
with the stochastic objective function.

The ground track results obtained when optimizing for the Z-score corresponding to a 90 per cent confidence
level, see Eq. 6.3, are plotted in Fig. 6.37. Just as in the first to optimization approaches, the solutions are be
divided in three groups. Although almost no difference are spotted for the other two groups, there are some
other trajectories for the minimum fuel consumption ground tracks. This could be explained by the fact that
the objective criteria for noise is now E[Awak]+1.28σAwak instead of just the E[Awak], which makes the algo-
rithm try to avoid trajectories where the standard deviation for the number of awakenings is high. This σAwak

is naturally higher for tracks which fly over populated areas. Therefore, the trajectories from the minimum
fuel group deviate more away from the city of Amsterdam, which is of course a highly populated area.

Overall, the ground track solutions are similar to the solutions obtained with the previous optimizations.
This is also made clear when comparing the Pareto fronts. The solutions from this and the deterministic op-
timization are compared for their deterministic simulation results (Det) and for their Z-score Z Awak

0.9 (StoZ)
approach, see Fig. 6.38 and Fig. 6.39 respectively. Again, no significant difference can be seen when compar-
ing the Pareto fronts, with all solutions located on the same three curves. Therefore, it can be concluded that
for this case study, the results are all similar for different noise related objective criteria.
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Figure 6.35: The ground tracks for the solutions of test Case C.
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Figure 6.36: The altitude and airspeed profiles for test Case C.

Figure 6.37: Optimal ground tracks obtained with the second stochastic (StoZ) objective function.

6.4.2. ARNEM 3E
The three described optimization problems will be solved again for the ARNEM 3E case study. The optimal
ground tracks for the first two optimization problems, optimized for the deterministic number of awakenings
6.1 and expected number of awakenings 6.2, are presented in Fig. 6.40 and 6.41.

Although the constrains would allow for different trajectories, the optimal solutions all follow almost the
same departure route. Without just a couple of exceptions from the deterministic optimization, all solution
have such a heading change ∆χ2 in the first turn, so that a second turn can almost be avoided. Secondly, the
ground tracks solutions where is optimized for the expected number of awakenings are located much closer
together with respect to the deterministic solutions, where a wider spread is present. Since that the stochastic
approach takes into account lateral deviation, the expected number of awakenings increase more when the
departure gets closer to an highly populated area. So, in this case study, the optimization algorithm attempts
to find a solution located as far possible from the cities located left (Amsterdam) and right (Utrecht) from
the trajectory. Therefore, the spread in ground tracks is less than with the optimization for the deterministic
number of awakenings.

This however does not result in significant differences in the Pareto fronts of both optimizations, as can be
seen in Fig. 6.42. In all three comparisons, the Pareto fronts exists of one continuous curve similar to each
other. There are some small differences noticeable when comparing the deterministic number of awakenings
with the expected ones, but these are not considered significant.
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Figure 6.38: Pareto fronts for deterministic solution from the DET
objective function and deterministic solution from the StoZ objec-
tive function
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Figure 6.39: Pareto fronts for stochastic 1 Z-score solution from DET
objective function and stochastic Z-score 1 solution form StoZ ob-
jective function

Figure 6.40: Optimal ground tracks from the deterministic
(Det) approach (ARNEM)

Figure 6.41: Optimal ground tracks from the first stochastic
(Sto) approach (ARNEM)
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(a) Deterministic with Det and stochas-
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(b) Stochastic results for Det and Sto so-
lutions
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(c) Deterministic results for Det and Sto
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Figure 6.42: Deterministic and stochastic optimization results for the ARNEM 3E case study, compared with both simulation methods
(ARNEM)

To confirm that the solutions for both optimization approaches are indeed similar, two trajectories from each
approach will be compared and are highlighted in Fig. 6.42.The comparison is done for solutions with same
amount of fuel, since these amounts are determined with the same method in both optimizations. For this
test case D, the amount of fuel burnt for both solutions is 282 kg, where the deterministic number of awak-
enings is equal to 3888 and the stochastic solution has 3977 expected number of awakenings. When the two
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solutions are compared with the same simulation approach, the noise impact results are close to each other
as can be seen in Fig. 6.42b and 6.42c. This can be expected when the ground tracks for the two trajectories
would be compared, which are plotted in Fig. 6.43. Expect for the radius of the first turn R2, the two ground
tracks seem to be identical. The vertical and airspeed profile, plotted in Fig. 6.44 also have no significant
differences. So, optimizing for the expected number of awakenings in does not result in new solutions, in
respect to optimizing to the deterministic number of awakenings. However, taken into account the lateral
deviation results in trajectories which are located closer together.

Figure 6.43: The ground tracks for the solutions of test Case D.
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Figure 6.44: The altitude and airspeed profiles for test Case D.
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To check what the influence will be when optimizing for the number of awakenings where 90 per cent is equal
or lower than that number, the third optimizing problem 6.3 will also be solved for the ARNEM 3E departure
route. The optimal ground tracks are presented in Fig. 6.45. Although the departure is optimized for a differ-
ent noise related objective function, the results do not differ much with ground tracks from the previous two
optimizations. The first turn is again selected in such a way that the aircraft can fly straight to the IVLUT way-
point. Also, the ground tracks are less spread out that for the ones from the deterministic optimization (Fig.
6.40). When comparing the Pareto front obtained with this optimization with the ones from the deterministic
approach, there are almost no differences visible. As can be seen in Fig. 6.46 and 6.47, both fronts seems to
be on the same curve.

Figure 6.45: Optimal ground tracks from the second stochasti (StoZ) approach (ARNEM)
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Figure 6.46: Pareto fronts for deterministic solution from the Det
objective function and deterministic solution from the StoZ
objective function (ARNEM)

260 280 300 320 340 360 380

Fuel [kg]

2500

3000

3500

4000

4500

5000

5500

6000

E
x
p

e
c
te

d
 A

w
a

k
e

n
in

g
s
 Z

9
0
%

 [
-]

StoZ(Det)

StoZ(StoZ)

Figure 6.47: Pareto fronts for stochastic 1 Z-score solution from the
Det objective function and stochastic Z-score 1 solution from the
StoZ objective function (ARNEM)

In conclusion, the additional case study of optimizing the ARNEM 3E SID confirms the findings from the
previous study. Optimizing for a stochastic noise objective function does not result in new solutions or ne-
glecting existing ones. However, this case study shows that when lateral deviation is implemented within the
optimization, solutions seems to more converged to each other. Apparently, due to the fact that the departure
flies between two inhabited areas, the algorithm prefers to be further away from those areas when optimizing
for the expected number of awakenings. Therefore, although no new solutions are found, some solutions
seems to be more suited when taken into account the lateral variation.
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6.5. ADJUSTED CASE STUDY
In all previously described case studies, the noise impact is quantified with the use of the ANSI criterion func-
tion [2], presented in Eq. 2.21. This is in contrast with previous noise abatement studies([27],[10]), where the
FICAN criterion function [3] was applied . Although both functions have a different shape, the principle of
them is similar. When the received SEL at a grid point is higher than a certain cutoff value, the percentage of
awakenings that can occur there will be determined according to some curve. For the FICAN function, this
cutoff SELOutdoor value was 50.5 dB, meaning that no awakenings occur at locations were the received SEL is
lower than that value. In this research, the same cutoff value was assumed for the ANSI function. However,
after performing the case studies, it was discovered that this assumption was incorrect and that the cutoff
should be equal to 65 dB. An outdoor received SEL of 65 dB corrected gives a SELIndoor of 50 dB, which is
almost equal to the outdoor cutoff value of the FICAN function and was therefore probably the cause of the
confusion. Both ANSI curves, with the correct and incorrect cutoff value are plotted in Fig. 6.48.
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Figure 6.48: The ANSI curve plotted for both the correct and incorrect cutoff values.

Although the incorrect cutoff value was used in previous cases, the methodology used there still holds up.
Using the incorrect value only affects the noise related objective function and not the simulation of the tra-
jectory, lateral position error or the noise impact. Therefore, most of the obtained results are still valid and
relevant. In the stochastic analysis of the lateral position error, the findings regarding the received SEL are not
affected. However, the number of awakenings determined for the two cutoff values will be quite different. For
the Spijkerboor 2K SID, the number of awakenings obtained with both the deterministic and the stochastic
simulation are compared with the results obtained with correct cutoff value of 65 dB in Tab. 6.6.

Cutoff SEL Awak E(Awak)

50.5 dB 8297 8246
65 dB 4118 4696

Table 6.6: Awakenings results for both the deterministic and stochastic simulation for the two different cutoff SEL values

As expected, there are significant less awakenings when the new cutoff value of 65 dB is used, which can be
explained when analyzing the differences in two curves in Fig. 6.48. In the range between 50.5 and 65 dB,
where originally awakening could occur, the percentage now is set to zero. When comparing the expected
number of awakenings resulting from the stochastic analysis with the deterministic results, there was no
significant difference present when the incorrect cutoff value was used. However, when the SELOutdoor of 65
dB is used, the difference is definitely significant. At first, when analyzing the difference in probability when
the received SEL is higher than 65 dB, see Fig. 6.49, it looks like the area where the SEL is underestimated
cancels out the area where it is overestimated. The only difference with the incorrect cutoff value is that the
affected areas are now closer to the nominal trajectory. However, due to the fact that the cutoff is at a higher
SEL, the jump between no percentage of awakenings to a percentage is also bigger. At 50.5 dB the difference
in percentage is around 0.05 %, while at 65 dB this is almost 0.1 %. In highly populated areas, where for the
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deterministic simulation no awakenings were considered, but could be possible in the stochastic approach,
this jump in percentage could result in a lot more awakenings. Basically, this higher cutoff value results larger
differences between first zero awakenings and the now possible number of awakenings. This can also be seen
when the absolute difference between the deterministic number of awakenings and the expected number of
awakenings is plotted, as in Fig. 6.50.

Figure 6.49: The difference in probability that SEL is higher than 65
dB for the Spijkerboor SID

Figure 6.50: The difference in Awak between the lateral error and
nominal track simulation for the adjusted case study

Since that for a cutoff SEL of 65 dB the difference between the deterministic and stochastic noise objective
function could differ significantly, the case study presented in Sec. 6.2.1 will again be performed. Here, the
Spijkerboor 2K departure route of AAS will be optimized for both the number of awakenings and the amount
of fuel burnt, see Eq. 3.36 and Eq. 4.25 for the formulation of both the optimization problems. Next to the
different cutoff value, the case study is completely the same as described in Sec. 6.2.1.

The ground tracks of the optimal solutions for the deterministic noise objective function are plotted in Fig.
6.51. In contrast to the results from the previous optimization (Fig. 6.26) a large part of the solutions are
clustered together, flying around Haarlem and then continuing directly to the ANDIK waypoint. The second
smaller cluster takes the shortest route to the waypoint and therefore consumes less fuel but causes more
awakenings than the other trajectories. The overseas route, which was present in the previous optimization,
is now not considered to be an optimal departure. The results from the stochastic noise objective function
are plotted in Fig. 6.52, where the ground tracks can be divided into four groups. Apparently, considering
the lateral position error now does affect the optimization and results in new departures which were not
considered with the deterministic objective function.

Figure 6.51: Optimal ground tracks from the adjusted determin-
istic approach

Figure 6.52: Optimal ground tracks from the adjusted stochastic
approach

When analyzing the Pareto fronts for both optimizations, the previously identified clusters are visible. For
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the deterministic solutions, as can be seen in Fig. 6.53, there is a short curve located at the minimum fuel
solutions and large curve containing the remaining solutions. The four clusters of the stochastic results can
also be identified in the deterministic Pareto front. When comparing the Pareto fronts obtained with both
optimizations for the deterministic objective function, parts of the curve overlap each other, while other parts
are on a different curve. Nevertheless, neither the deterministic nor the stochastic solutions out perform each
other in this comparison. When the fronts are plotted for the stochastic objective function (E[Awak]), which
can be seen in Fig. 6.54, some of the stochastic solutions score better with respect to expected number of
awakenings than the solutions obtained with the deterministic approach. A clear difference is visible around
640 kg of fuel consumed and 1200 expected number of awakenings, where the deterministic curve almost
goes horizontal for a bit, instead of following the optimal curve from the stochastic solutions.
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Figure 6.53: The deterministic simulated Pareto fronts obtained
with the deterministic and stochastic objective function for the
adjusted case study
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Figure 6.54: The stochastic simulated Pareto fronts obtained with
the deterministic and stochastic objective function for the ad-
justed case study

To investigate what occurs in that region, a test case E is set up, where a deterministic and stochastic solution
with the same amount of fuel burnt are compared. Both solutions consume around 635 kg of fuel, while the
expected number of awakenings of the stochastic and deterministic solution are respectively 994 and 1383.
These significant differs can be explained when the ground tracks of both solutions are compared, which is
done in Fig. 6.55. Although the total distance flown and end time are almost identical, both tracks operate
on a different ground track. Also, when the altitude profiles are compared in Fig.6.56, a significant different
departure approach is selected by both solutions. The deterministic solutions starts the climb to the final
altitude earlier, but is still causing more awakenings due to that a different ground track is selected. There are
almost no differences seen in the airspeed profiles, which is expected since both the amount fuel consumed
and the duration of the departure are identical.

Figure 6.55: The ground tracks solutions for test case E
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Figure 6.56: The altitude and airspeed profiles for test case E

Although the cutoff value has no direct influences on the methodology used in this research, it can have
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an effect on the results. This is mainly due to the fact the objective function related to the noise impact is
determined differently. Since the correct cutoff value is now at 65 dB, a smaller area can be awoken by a single
departure, and so the total number of awakenings is smaller. However, a higher cutoff value results in a larger
difference between no or some awakenings. Therefore, during the stochastic analysis of the lateral position
error, expected number of awakenings can be significantly higher than for the deterministic simulation. This
has than naturally an effect on the optimization for a stochastic noise objective function, which resulted in
this case study for a new set of optimal solutions. If the optimization for this objective functions comes up
with new solutions is highly depending on the case study itself. Depending on how the population density or
the grid size would change, the effect of a higher cutoff value for the ANSI curve could be less or more.





7
CONCLUSIONS AND RECOMMENDATIONS

The objective of this research was stated, which was to develop an optimization algorithm for designing ter-
minal departures procedures which can implement the stochastic behavior of aircraft state variables. Next
to the main research objective, several sub-questions were formulated. To answers these questions, multiple
case studies were performed in this research. The conclusions drawn from the case studies will be discussed
in this chapter, as well the possible recommendations for future researches.

7.1. CONCLUSIONS
The main objective for this research was to answer the following question:

"How can the stochastic behavior of aircraft state variables be modeled within the opti-
mization of terminal departures, related to noise and economic factors?"

This was achieved by first developing a deterministic trajectory simulation model, which could determine the
environmental impact. By combining a 2D intermediate-point mass aircraft model with the parameterization
technique, it was possible to define the required aircraft states of a complete trajectory. The emission impact
resulted from solving the ODEs and with the use of an INM and a GIS, the noise impact could be determined.
Both the noise and the emission impact were the objective criteria for the multi-objective evolutionary algo-
rithm based on decomposition, so the optimal departures could be found. Next to that, a stochastic model
was developed to simulate the uncertainty of the lateral position. With the use of the Monte Carlo simulation,
the effect of this lateral variation on the noise impact was be estimated. For the lateral position error, a nor-
mal distribution was assumed based on the RNP requirements. Due to the fact that it was desired to consider
this stochastic noise impact in the optimization, an additional function was developed to approximate that
same effect. This approximation function could generate results accurate enough to be compared with the
ones obtained with the Monte Carlo simulation, but for a significant less computational cost. To see what the
effect would be when different state variables show stochastic behavior, a similar approach is used to model
the initial aircraft weight deviation. The optimization algorithm, both with the deterministic and stochastic
noise impact, was verified and applied successfully in two case studies. Therefore, it can be concluded that
as well the main research question, as well as the sub-questions, were answered.

Multiple findings were noticed related to the effect of lateral deviation on the noise impact when additional
stochastic analyses were performed. The first thing that stood out, when comparing the SEL results from the
Monte Carlo simulation with the deterministic results, was that close to the trajectory the SEL values from
the stochastic simulation were lower than the deterministic values and further away slightly higher. The area
of where the expected SEL was lower matches the bounds of the RNP 1. This is understandable, since in that
area the aircraft can deviate further away from the observers with respect to the nominal trajectory. For the
remaining area the expected SEL values are slightly higher due the fact that it is possible that the aircraft de-
viates somewhat closer to the observer than normally.

The KS-test showed that when the lateral position error is simulated as a normal distribution, the SEL is nor-
mal distributed, expect for the region close to the trajectory. Here the test fails due to the fact that, when the

69
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observer is located close to the nominal trajectory (≈ 2.8 km), deviation of the aircraft cannot always result in
higher SEL values. The maximum SEL is experienced when the observer is directly underneath the track, so
lateral deviation here will only result in lower SEL values, since the aircraft can only deviate further away from
the observer. Therefore a correction method was developed and applied at further noise impact calculations.
For the standard deviation of the distribution, it is clear that it increases for observers closer to the nominal
trajectory. Additional increase occurs for observers located on the outer side of a turn segment. For observers
located on the inner side of a turn segment, the standard deviations decrease when compared to observers
close to a straight segment.

When comparing the total expected number of awakenings with the number of awakenings resulting from
the deterministic simulation, the differences seems to almost negligible. However, when analyzing the awak-
enings per observer point, significant differences were present. These relative differences cancel each other
out when only the total number of awakenings are compared, as that for some observers the deterministic
number of awakenings can be over or under estimated. This also showed when comparing the probability
when awakenings could occur per observer, so the probability that the SEL is equal or higher than the thresh-
old value of 50.5 dB. The effected regions became clearly visible and it seemed that the overestimated area
was comparable to the under estimated area. Therefore, the stochastic noise impact did differ from the de-
terministic impact, but is not noticeable when evaluating just the total of awakenings.

This phenomenon could also be an explanation that there were almost no differences in results with the opti-
mizations for the deterministic and stochastic noise impact. In both case studies, nor any additional solutions
were found nor were existing solutions more or less preferable. Even when the noise related objective criteria
is the Z-score corresponding to the 90 % left sided confidence interval, no differences in the Pareto front were
observed. However, when analyzing just the ground track solutions which fly by inhabited communities, the
solutions tend to be located further away from the communities. When the ground tracks fly between two in-
habited areas, the solutions tend to be less spread out when there is optimized for the stochastic noise impact.

Since the ANSI curve helps determining both the deterministic and stochastic total number of awakenings,
it has an important contribution to the noise related objective function and so the optimization results. The
curve itself has a certain cutoff value and the SEL at the receiver is lower than that value, no awakenings are
assumed. So, when for the adjusted case study of the Spijkerboor 2K departure a higher cutoff value was
used, the results changed significantly. Not only differed the deterministic number of awakenings with the
expected number of awakenings due to lateral deviation, different Pareto fronts resulted from the determinis-
tic and stochastic objective functions. This could be explained by that for a higher cutoff value, the difference
in percentages that awakenings could occur, or not, gets larger. Therefore, it can be stated that it is possible
that the lateral deviation affects the results of the optimization, but the extend to which it affects depends on
several characteristics of the case study.

When a Monte Carlo simulation was conducted to determine the effect of the initial weight deviation on the
noise impact, it became clear that this was less than for the lateral position deviation. Apparently, varying the
starting weight only influences the performances at moments in the departure where the aircraft switches
between climbing or accelerating settings. For observers located to those points on the trajectory, the SEL
shows some variation, but the overall variance of the noise is considered not to be significant when com-
paring it with the results from the lateral deviation simulation. There was also no direct relation discovered
between the initial weight distribution and the distribution of the SEL received at a grid point. Therefore, to
include the effect of the initial weight deviation in the objective function, an ’online’ method was developed
to approximate this effect. However, since this approach significantly increased the computational cost and
that the effect on the noise impact was minimal, the decision was mate to neglect the initial weight variation
for the optimization of departure procedures.
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To conclude, this research successfully developed a multi-objective optimization algorithm where the stochas-
tic behavior of a state variables could be considered. However, as illustrated by the two performed case stud-
ies, the benefit of this inclusion is questionable. The effect of optimizing for an noise impact generated by
lateral deviation depends mostly on the population density of the affected area and the function on how the
noise objective criterion is determined. The location of highly inhabited areas with respect to the departure
route influences if the outcome of the optimization could be different. Although, when a stochastic analysis is
performed prior to the optimization, some insights could be obtained of the possible effect when stochastic
objective function would be used in the optimization. Then, the trade-off could always be made if it would
be beneficial to implement the modeling of the lateral position error. When it is deemed to be not, a post-
optimization stochastic analysis could also be performed to gain additional insights about the already found
optimal departure trajectories.

7.2. RECOMMENDATIONS
This research was able to find and develop an approach to model the stochastic behavior of the lateral posi-
tion within the optimization of terminal departure routes, but the benefit of this addition was deemed ques-
tionable. To ensure for further researches that implementing stochastic behavior of aircraft state variables
could be beneficial, some recommendations are made.

First of all, additional analyses of the stochastic behavior of other state variables could be executed. The
altitude error is in this research neglected. However, since altitude influences the distribution of the SEL sig-
nificantly, it could affect the results of the optimization. Secondly, as the INM corrects the finite segments
based on the airspeed, this state variable could also influence the noise impact in a way and therefore the
optimization.

Due to the fact that the entire noise analysis is based on the INM model, it could be an improvement for the
approximation function to somehow integrate the two databases. This would decrease computational cost,
as the noise model already has to be executed, but could also increase the accuracy of the SEL distribution
approximation.

For the estimation of the awakenings distribution, several significant assumptions were made related to the
dependency of SEL distributions at surrounding grid points. Further research in this subject could result in
a better understanding of how to compute the distribution for the number of awakenings and gain more in-
sight in the robustness of trajectory. Thereby, when the distribution is more accurate, optimizing for certain
left sided Z-score could result in different optimal solutions.

Finally, validation of the stochastic noise impact was lacking in this research. To get an insight in how accu-
rate the stochastic analysis was, flight data could be used to re-simulate the actual noise impact caused by
terminal procedures. This would generate a better understanding of how the SEL and number of awakenings
are distributed, and how to estimate those.
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Figure A.1: Current SID Spijkerboor 2K [17]
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Figure A.2: Current SID ARNEM 3E [17]
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Algorithm 1. MOEA/D algorithm 

Input:  

• A multi-objective optimization problem;  

• A stopping criterion; 

• 𝑁: number of sub-problems; 

• 𝐰𝑖 = (𝑤1
𝑖 , . . , 𝑤𝑚

𝑖 ), 𝑖 = 1, … , 𝑁: a set of 𝑁 weight vectors; 

• 𝑇𝑚: size of mating neighbourhood; 

• 𝑇𝑟max: maximum size of replacement neighbourhood; 

• : the probability that mating parents are selected from the neighborhoods; 

• MaxIter: maximum iteration; 

Step 1. Initialization 

1.1. Find the 𝑇𝑚 closest weight vectors to each weight vector based on the Euclidean distances of any two weight vectors. For each sub-problem 𝑖 =

1, … , 𝑁 set 𝐁𝑖 = (𝑖1, . . , 𝑖𝑇m
) where 𝐰𝑖1 , … , 𝐰𝑖𝑇m  are the closest weight vectors to 𝐰𝑖; 

1.2. Create an initial population 𝐏 = {𝐱𝑖 , … , 𝐱𝑁} by uniformly randomly sampling from design space . Evaluate the fitness value 𝐹𝑉𝑖 of each solution 𝐱𝑖, 

i.e. 𝐹𝑉𝑖 = (𝑓1(𝐱𝒊), … , 𝑓m(𝐱𝒊)) and set 𝐅𝐕 = {𝐹𝑉1(𝐱1), … , 𝐹𝑉𝑁(𝐱𝑵)};  

1.3. Initialize ideal point 𝐳∗ = (𝑧1
∗, … , 𝑧𝑚

∗ )T by setting 𝑧𝑗
∗ = min{𝑓𝑗(𝐱)|𝐱 ∈ , 𝑗 = 1, . . , 𝑚}T 

1.4. Set  generation: gen = 1; 

Step 2. Update 

while (the stopping condition is not satisfied) 

 for 𝑖 = 1, … , 𝑁; do 

2.1. Selection of mating/update range 

             Set  𝐁𝑚 = {
𝐁𝑖          𝑖𝑓 𝑟𝑎𝑛𝑑 <  𝛿
{1, … , 𝑁}  otherwise

 

where rand is a uniformly distributed random number in [0,1]; 

2.2. Reproduction: randomly select three parent individuals 𝑟1, 𝑟2 and 𝑟3 (𝑟1 ≠ 𝑟2 ≠ 𝑟3 ≠ 𝑖) from 𝐁𝑚 and generate a solution 𝐲̅ by applying 

“DE/rand/1” operator, and then perform a mutation operator on 𝐲̅ to create a new solution 𝐲;  

2.3. Repair: if any element of 𝐲 is out of , its value will be randomly regenerated inside ; 

2.4. Evaluate the fitness value of new solution 𝐲; 

2.5. Update of 𝐳∗ and 𝐳nad: for each j = 1,…, m if 𝑧𝑗
∗ ≤ 𝑓𝑗(𝐱𝒊) then set 𝑧𝑗

∗ = 𝑓𝑗(𝐱𝒊), and if 𝑧𝑗
nad ≥ 𝑓𝑗(𝐱𝒊) then set 𝑧𝑗

nad = 𝑓𝑗(𝐱𝒊);  

2.6. Update of solutions: use an adaptive replacement strategy in [23]: 

 end for 

 Set FEs = FEs + 𝑁, and gen = gen + 1; 

Step 3. Stopping condition 

     Use a stopping criterion in [24]. 

 if (stopping criterion is satisfied or MaxIter is reached)  

   Stop the algorithm; 

 end if 

end while 

Output: Pareto set 𝐏𝐒 = {𝐱1, … , 𝐱𝑁}; Pareto front 𝐏𝐅 = {𝐹𝑉1(𝐱1), … , 𝐹𝑉1(𝐱𝑁)}. 

 

Figure B.1: The multi-objective evolutionary algorithm based on decomposition [26]
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