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a b s t r a c t 

The high prevalence of foot pain, and its relation to foot shape, indicates the need for an expert system to 

identify foot shape abnormalities. Yet, to date, no such expert system exists that examines the full 3D foot 

shape and produces an intuitive explanation of why a foot is abnormal. In this work, we present the first 

such expert system that satisfies those goals. The system is based on the concept of model-based outlier 

detection: a statistical shape model (SSM) is generated from 186 3D optical foot scans of healthy feet. 

This model acts as a knowledge base which is then parameterized by one’s demographic characteristics 

(e.g., age, weight, height, shoe size) through a multivariate regression. This regression introduces model 

flexibility as it allows the model to be fine tuned to a specific individual. This fine tuned model is then 

used as a baseline to which the individual’s 3D foot scan can be compared using standard statistical 

tests (e.g. t-tests). These statistical tests are performed at each vertex along the foot surface to identify 

the degree and location of shape outliers. Our expert system was validated on foot scans from patients 

with hallux valgus and abnormal foot arches. As expected, our results varied per patient, confirming that 

feet with the same clinical classification still show high shape variability. Additionally, the foot shape 

abnormalities identified by our system not only agreed with the expected location and severity of the 

tested foot deformities, but our analysis of the full 3D foot shape was able to completely characterize 

the extent of those abnormalities for the first time. These results show that the combination of statistical 

shape modelling, multivariate regression, and statistical testing is powerful enough to perform outlier 

detection for 3D foot shapes. The resulting insights provided by this system could prove useful in both 

shoe design and clinical diagnosis. 

© 2020 Elsevier Ltd. All rights reserved. 
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. Introduction 

It is estimated that anywhere between 17 and 41% of the gen-

ral population experience foot pain and, in roughly half of these

ases, the foot pain is disabling ( Garrow, Silman, & Macfarlane,

0 04; Hawke & Burns, 20 09; Hill, Gill, Menz, & Taylor, 2008 ). For

ome people, this pain is linked to foot deformities, with com-

on conditions including hallux valgus ( Garrow et al., 2001; Nix,

icenzino, Collins, & Smith, 2012 ), collapsed foot arches ( Xiong,

oonetilleke, Witana, Weerasinghe, & Au, 2010; Young, Niedfeldt,

orris, & Eerkes, 2005 ), and club feet ( Agarwal & Rastogi, 2018;

anesan, Luximon, Al-Jumaily, Balasankar, & Naik, 2017 ). For oth-

rs, foot pain has been associated with improperly fitting footwear
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 de Castro, Rebelatto, & Aurichio, 2010; Dobson, Riddiford-Harland,

ell, & Steele, 2018 ), indicating that a more precise characteriza-

ion of foot shape would be valuable in footwear fitting and design

 Deselnicu, Vasilescu, Mihai, Purcarea, & Militaru, 2016; Rodrigo,

oonetilleke, & Witana, 2012; Sarghie, Mihai, & Herghiligiu, 2016;

underlich & Cavanagh, 1999 ). Despite a clear link between foot

hape and foot pain, one study has reported that more than half of

ts participants who experienced debilitating foot pain did not seek

rofessional help ( Garrow et al., 2004 ). These results suggest that

ither foot shape abnormalities are difficult for a non-expert to as-

ess, or that access to professional foot care is limited. Either way,

his indicates a need for an expert system that can assess whether

ne’s foot shape is abnormal or not. Such a system could reduce

ne’s future foot pain by either identifying foot deformities requir-

ng professional care, or by recommending better footwear choices

 Dohi, Mochimaru, & Kouchi, 2001; Hawes et al., 1994; Mochimaru,

ouchi, & Dohi, 20 0 0; Nigg, Nurse, & Stehanyshyn, 1999 ). 
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The development of expert systems for foot assessment re-

mains an open research question. Traditionally, experts such as

physical therapists and podiatrists have classified feet based on

visual appraisal ( Dahle, Mueller, Delitto, & Diamond, 1991; Gar-

row et al., 2001; Menz, Fotoohabadi, Wee, & Spink, 2012 ), with

foot arch heights, ankle bone curvatures, and toe angles being key

shape cues ( Garrow et al., 2001; Redmond, Crane, & Menz, 2008;

Young et al., 2005 ). Unfortunately, these visual appraisals introduce

a measure of subjectivity into the analysis of foot shape, result-

ing in examinations that can vary significantly between clinicians

( Knippels et al., 2014 ). 

In recent years, attempts have been made to develop expert

systems based on objective measures of foot shape, most notably

in the form of outlier detection algorithms ( Z. Yuan, 2018 ). These

include the arch index measure introduced by Cavanagh and

Rodgers (1987) . Using measurements from 2D footprints and statis-

tical thresholds, arch index can classify feet as being high-, normal-

, or flat-arched. Similar statistical thresholds have also been ap-

plied to 1D arch height measures ( Nigg, Cole, & Nachbauer, 1993 ),

center of pressure trajectories ( Song, Hillstrom, Secord, & Levitt,

1996 ), and forefoot-rearfoot angles ( Freychat, Belli, Carret, & Lacour,

1996 ) in order to identify abnormal arch heights. A full review of

such techniques can be found in the work of Xiong et al. (2010) .

Similar statistical thresholds have also been defined for hallux val-

gus based on the hallux abductus angle ( Chen, Zhou, Hlavacek, &

Xu, 2013; Piqué-Vidal & Vila, 2009 ), and for club feet based on cal-

caneus distances ( Agarwal & Rastogi, 2018 ). These approaches can

be thought of as expert systems where the user inputs a given

foot measurement or footprint, the knowledge base is a statisti-

cal model, and the inference engine performs outlier detection us-

ing significance thresholds. Other expert systems also exist for foot

assessment, but they do not consider foot shape ( Barton & Lees,

1995; Naser & Mahdi, 2016; Piecha, 20 0 0 ). 

Despite the benefits these objective techniques provide, they

also have their limitations. Many studies are based purely on scalar

measurements or 2D images of the foot (e.g. footprints) instead of

the full 3D foot shape ( Cavanagh et al., 1997; Cavanagh & Rodgers,

1987 ). It has been shown that the full 3D foot shape is not only

important for footwear design ( Goonetilleke, 1997; Mauch, Grau,

Krauss, Maiwald, & Horstmann, 2009; Mochimaru et al., 20 0 0; Nix

et al., 2012 ), but it also cannot be fully recovered from lower-

dimensional foot measurements ( Xiong, Goonetilleke, Witana, &

Lee Au, 2008 ). As a result, these expert systems do not provide

a complete assessment of foot shape. 

Additionally, existing expert systems for foot shape provide only

coarse groupings, usually only identifying if a foot is normal or ab-

normal. Several studies ( Anderson, Blais, & Green, 1956; Debrun-

ner, 1965; Kouchi, 1998 ) reported inter-individual differences for

width and height measures of feet within the same class, such as

foot size classes. Similarly, different degrees of hallux valgus defor-

mity and toe deformities were associated with different shoe needs

( Menz & Morris, 2005 ). These results suggest that foot shapes

within the same class can still vary significantly and that this vari-

ance should be further considered in an expert system. 

We propose that an expert system for foot shape analysis

should ideally satisfy four criteria. First, the system’s knowledge

base should contain information on the full 3D foot shape and not

simply 2D or 1D foot measurements. This criterion would ensure

that assessment of the complete foot is possible. Second, the sys-

tem’s inference engine should provide more than simply a label of

whether a foot is normal or not. If a foot is labelled as abnormally-

shaped, the system should explain what part of the foot is abnor-

mal and to what extent it is abnormal. Third, the system’s user

interface should be simple enough for a non-expert to use. This

criterion aims to eliminate the subjectivity seen in visual assess-

ments as well as ensuring that access to the system is not limited
y access to a foot care professional. Finally, the system should em-

loy methods that are familiar to foot care professionals, thereby

nsuring that they can confidently recommend such a system and

roperly follow-up on the system’s results. 

To address these criteria, we introduce an expert system based

n the concepts of outlier detection for the assessment of one’s

ull 3D foot shape. The user interface requires one to simply en-

er a 3D optical scan of their foot and basic demographic infor-

ation (e.g. age, weight, shoe size), making the system usable by

n non-expert. The knowledge base of the system is centered on

he statistical shape modelling, a technique that has shown to be

 useful tool in a variety of applications ( Ahmad, Taylor, Lanitis, &

ootes, 1997; Costafreda et al., 2011; Ferrari, Jurie, & Schmid, 2007;

010; Shen et al., 2012; Zhang, Gao, Gao, Munsell, & Shen, 2016 ).

he model is constructed from healthy individuals and a regres-

ion analysis, like those in Klein, Hu, Reed, Hoff, and Rupp (2015) ;

ang et al. (2016) , is used to link the user-entered demographic

nformation to a baseline foot shape measurement. Finally, statisti-

al testing is employed to compare one’s measurement to this sta-

istical baseline. This testing is performed across the foot surface

n order to identify the location and extent of shape abnormalities

 Bazarian, Zhu, Blyth, Borrino, & Zhong, 2012; Booth et al., 2016;

arris et al., 2013; Khanduja et al., 2016 ). 

Our proposed expert system merges together established shape

nalysis and outlier detection techniques, thereby making it a nat-

ral extension to methods currently used by foot care profession-

ls. We hypothesize the use of such techniques can provide suffi-

ient analytical power to become the first expert system to simul-

aneously satisfy the four criteria mentioned earlier. 

. Methods 

Our proposed expert system for foot shape assessment consists

f two main parts: the building of a statistical shape model (i.e.

he knowledge base), and the comparison of an individual’s foot to

hat model (i.e. the inference engine). In both parts of the system,

e represent a foot shape, X , as a triangulated 3D mesh of the foot

urface. Also, let { X 1 , X 2 , . . . , X N } be the N foot scans from which

 statistical shape model will be computed. 

In order to perform meaningful statistics on such a shape rep-

esentation, an anatomical correspondence needs to be established

etween all N foot meshes and these meshes have to be spatially

ligned. In Section 2.1 , the correspondence and alignment proce-

ure is explained after which the model building and personalized

nalysis parts of our pipeline are presented in Sections 2.2 and 2.3 ,

espectively. 

.1. Correspondence establishment and anatomical alignment 

Initially, each 3D foot mesh has a different number and order

f vertices. These meshes can also vary in their position within the

eld of view of the 3D scanner. In order to analyze the shapes rep-

esented in 3D foot meshes, we must first ensure that each mesh

as the same vertices located in the same anatomical locations.

econd, we must then align the 3D foot meshes to remove the

nfluence of pose on the analysis of shape. The first procedure is

eferred to as shape correspondence while the second is referred

o as anatomical alignment. Fig. 1 shows the effect of these proce-

ures on two randomly-chosen feet. 

.1.1. Shape correspondence 

To bring two 3D foot meshes into anatomical correspondence,

e employ the pairwise registration of Danckaers et al. (2014) . To

o so, we choose one foot mesh, X ref , as our reference foot mesh

nd deform it to match the other foot meshes in our analysis. At a
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Fig. 1. Correspondence establishment andy alignment. a) Two randomly chosen feet with unmatched vertices before correspondence establishment, b) overlapped feet after 

correspondence establishment, c) overlapped feet after anatomical alignment. 
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igh level, this deformation is described by 

 target = �(T ( X re f , β)) , (1)

here X target is a foot mesh being analyzed, T is an affine transfor-

ation and � is a set of displacement vectors. The degree of the

eformation operation is controlled by a user-defined elasticity pa-

ameter, β . We solve for T and � using the iterative procedure de-

ned in Danckaers et al. (2014) . Briefly, this iterative procedure op-

rates by fixing one of the transformations (e.g. �) and then solv-

ng Eq. (1) for the other transformation (e.g. T ). Subsequently, the

rocedure solves Eq. (1) for the transformation that was fixed in

he former iteration ( �) while now fixing the previously-computed

nknown transformation ( T ). This process is iterated until the mag-

itude of the observed shape changes is below a set threshold

0.01 mm ). During the iterations, the elasticity parameter, β , is in-

reased to gradually introduce more deformation as the alignment

mproves. Further details can be found in Danckaers et al. (2014) .

he final result is the reference mesh X ref deformed to have its

hape as similar as possible to the shape of the target mesh X target .

t this point, X target is replaced by �( T ( X ref )), ensuring that each

oot mesh has the same number of vertices ordered in the same

ashion ( Fig. 1 b). This pairwise registration is applied for all N foot

hapes in the database to make sure all shapes are in correspon-

ence with each other. 

.1.2. Procrustes analysis 

Once the N foot shapes have been brought into correspon-

ence, their meshes need to be brought into spatial alignment be-

ore statistics can be accurately performed. We achieve this align-

ent through a Procrustes Analysis as presented by Stegmann and

omez (2002) . This analysis consists of three steps that estimate

he translation, scale, and rotation of one shape that brings it into

lignment with another ( Fig. 1 c). Since the foot scans are obtained

n a standing position, we further constrain the translation in the

ertical direction to ensure that all 3D foot meshes remain aligned

o the ground plane. 

For the personalized analysis step of our pipeline, a single Pro-

rustes Analysis is sufficient to bring the individual’s 3D foot mesh

nto alignment with the SSM. However, when building the SSM,

ll 3D foot meshes need to be superimposed. We accomplish this

ask by performing a Generalized Procrustes Analysis Stegmann

nd Gomez (2002) . In a Generalized Procrustes Analysis, a sin-

le 3D foot mesh is chosen as a target and the remaining N − 1
eshes are aligned to it using the traditional Procrustes Analysis.

n initial estimate of the mean shape is then obtained. This mean

hape is then chosen as the target mesh and the process repeats

tself until no further changes in the mean shape are seen. Further

etails can be found in Stegmann and Gomez (2002) . 

The shape correspondence and alignment procedures above are

ollowed for each individual. In the case of the model building task,

he shape correspondence is iterated together with Generalized

rocrustes Alignment in order to avoid any bias from the choice

f X ref . In each iteration, the population mean calculated from the

revious iteration is used as the reference foot mesh ( Stankovi ́c

t al., 2016 ). Convergence is reached if the average distance be-

ween corresponding points on the reference mesh from the previ-

us iteration and the reference mesh from the current iteration is

ess than ε = 0 . 001 mm. 

.2. Model building 

From our set of N aligned 3D healthy foot scans, we built a 3D

tatistical shape model using Principal Component Analysis (PCA)

 Stankovi ́c et al., 2018 ). This SSM is then combined with a mul-

ivariate linear regression to fine tune the SSM based on differ-

nt covariates (such as age, shoe size, BMI, etc.). Using this fine-

uned model, a maximum-likelihood prediction of one’s foot shape

an be obtained. Then, residuals are calculated between these pre-

icted surfaces and the aligned, measured, foot surfaces. These

odel-building steps are summarized in Fig. 2 . 

.2.1. Principal component analysis 

Once all foot scans have been brought into correspondence and

ligned to an unbiased reference, a statistical shape model is built

rom the population. Let N be the number of 3D foot shapes in our

ealthy population, with every shape consisting of n vertices in 3D.

his population is represented by N − 1 dimensional cloud within

 n -space, where each point represents a foot shape. Principal com-

onent analysis (PCA) is then used to represent this cloud by a

ean shape and N − 1 eigenmode vectors, where the first eigen-

ode describes the largest variance in the population, the second

igenmode the second largest variance orthogonal to the first, etc.

he resulting statistical shape model consists of the mean shape

¯ ∈ R 

3 n and the main shape modes: the principal components (PC) 

 ∈ R 

3 n ×(N−1) . Under this PCA model representation, a new shape



4 K. Stankovi ́c, T. Huysmans and F. Danckaers et al. / Expert Systems With Applications 151 (2020) 113372 

Fig. 2. Model building. a) Once all feet are brought into correspondence and aligned (blue box), a 3D foot SSM is built using Principal Component Analysis. b) Metadata is 

combined with the 3D SSM to develop a tunable shape model (yellow box) c) Residuals for each vertex are computed between every aligned foot and its corresponding SSM 

prediction (red box). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 
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y ∈ R 

3 n can be formed by a linear combination of the PCs: 

y = x̄ + P b , (2)

with b ∈ R 

(N−1) being the PC weight vector mapping the shape to

the statistical model parameters ( Shlens, 2014 ). In the context of

our work, x̄ is the average foot shape, the principal components P

can be interpreted as a set of deformations, and the PC weights,

b , are computed to weight each deformation such that the aver-

age foot shape gets warped into the specific foot shape y (see the

upper-right, yellow, box in Fig. 2 ). 

2.2.2. Incorporation of subject characteristics 

While PCA allows us to build a 3D SSM, it has no natural way to

handle covariates that can impact foot shape (e.g. weight, sex, shoe

size). To account for these covariates, we link them to the SSM us-

ing multivariate multiple linear regression ( Dattalo, 2013 ). Suppose

we have a covariate vector f = [ f 1 , f 2 , . . . , f k , 1] T ∈ R 

k +1 that con-

tains information of an individual’s age, shoe size, etc. as well as

a 1 at its end to allow for a constant offset in regression. We can

define the relationship between this covariate vector and the PCA

weight vector b i ∈ R 

N−1 of each shape X i from the dataset using a

linear model. A mapping matrix M ∈ R 

(N−1) ×(k +1) , describing the

relationship between the PCA weight matrix B = [ b 1 , b 2 , . . . , b N ] ∈
R 

(N−1) ×N and the feature matrix F = [ f 1 , f 2 , . . . , f N ] ∈ R 

(k +1) ×N is

calculated by 

M = BF + , (3)

where F + is the pseudoinverse of F ( Danckaers, Huysmans, Lacko,

& Sijbers, 2015 ). With this mapping matrix, a new PC weight vector
 can be generated from given features f as follows: 

 = M f . (4)

hrough this linear regression, we link the shape deformations

epresented by the principal components P to the demographic

haracteristics of the individual. In this way, the matrix M effec-

ively captures how much each demographic feature influences the

oot shape. By substituting Eq. (4) into Eq. (2) , we obtain the sta-

istical shape model which incorporates the shape variation influ-

nced by an individual’s covariates: 

 = x̄ + P M f . (5)

y providing an individual’s demographic characteristics, the most

lausible corresponding healthy foot shape can then be simulated

sing Eq. (5) . 

.2.3. Residual calculation 

Our SSM defined by Eq. (5) provides us with a model of the

oot shape as a whole. To further localize our subsequent analysis,

e augment our SSM with residual distributions at each mesh ver-

ex. For each 3D mesh used in building our model, we calculated

esiduals between it and the corresponding foot shape prediction

iven by Eq. (5) . Each vertex thus obtains the residual vector r : 

 = v r − v p , (6)

here v r is the vertex of the measured foot mesh and v p is the

orresponding vertex of the predicted foot mesh. 

Since the variations in vertex position along tangential direc-

ions do not induce shape variations, and since we are only inter-

sted in shape variations, we further restrict our analysis to varia-
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Fig. 3. Procedure for the personalized analysis of an individual’s foot shape. a) The predicted healthy shape for the individual’s foot is obtained using the SSM from the 

model-building (yellow box) and metadata of the individual b) Residuals for each vertex are computed between the aligned, measured foot shape and its corresponding 

prediction c) Calculated residuals are compared to residuals obtained in the model-building (red box) using statistical significance tests (green box). (For interpretation of 

the references to colour in this figure legend, the reader is referred to the web version of this article.) 
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ions in vertex position along the direction normal to the foot sur-

ace. For this reason, the vector r is projected onto the vertex nor-

al n p of the predicted foot mesh as follows: 

 n = r · n p , (7) 

here r n is the normal component of r ( Glassner, 1994; Henri,

971 ). 

Residuals are calculated using Eq. (7) for each vertex of each

D mesh used in the model-building procedure. Normal distribu-

ions are then fit to the residuals at each vertex to summarize local

hape variations that are not otherwise captured by the SSM. 

.3. Personalized foot shape analysis 

To evaluate the 3D foot shape of a new individual, we detect

hape anomalies based on the 3D foot SSM built earlier ( Fig. 2 ). To

o this, we first predict the healthy foot shape of the new indi-

idual using Eq. (5) . Then, we establish a correspondence between

he predicted foot shape and the individual’s foot shape using the

lgorithm described in Eq. (1) . The individual’s foot mesh is then

rought into alignment with the predicted foot mesh using the

rocrustes alignment algorithm described earlier. Finally, we com-

ute, and statistically test, residuals between the aligned mesh and

he predicted mesh as described below. The full procedure is dis-

layed in Fig. 3 . 

.3.1. Statistical inference 

To identify outliers in 3D foot shape, we performed single-

ample t -tests for each residual projection of the test mesh. To

chieve this, we computed the residual between each vertex on

he individual’s aligned foot mesh and its corresponding predicted

esh using Eq. (6) . Since we are interested in variations present in

he mesh along the direction normal to the foot surface, we pro-
ected vector r onto the surface normal using Eq. (7) . Finally, we

ested whether there was a significant difference ( p < 0.05) for this

ndividual’s shape residuals by comparing them to the correspond-

ng Normal distributions generated in the model-building. We con-

ucted multiple comparisons correction with False Discovery Rate

FDR) for a given threshold α = 0 . 05 ( Storey, 2011 ). 

. Experiments 

.1. Dataset 

To evaluate our shape analysis technique, we collected 3D op-

ical scans of the feet of 204 Belgian adults: 132 men and 72

omen. Participation in the study was entirely voluntary and de-

ographic information (age, BMI, height, weight, and shoe size)

as collected for the whole cohort ( Table 1 ). All factors except

hoe size were self-reported, while shoe size was measured using a

rannock device. Additional factors such as race and ethnicity were

ot noted. The Ethics Committee of the Antwerp University Hospi-

al approved the study and all subjects gave their written informed

onsent before participating. 

The 3D optical scans of the participant’s feet were acquired

ith an Elinvision Tiger 3D laser scanner (rs scan, Paal, Belgium).

he accuracy of the 3D scanner was 0.3 mm. A total of two scans

ere made per person: one of the left foot and one of the right

oot. Both left and right feet were scanned while standing in a re-

axed pose on both feet. Prior to the analysis, the scans of left feet

ere flipped along the medial-lateral axis so as to orient them

n the same fashion as the right feet. Also, all 3D scans were

ropped 2.0 cm above the average of the lateral and medial malle-

lus to decrease the effect of different lower leg poses on sub-

equent analysis. The obtained 3D meshes were used for further

nalysis. 
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Table 1 

Metadata for the whole cohort, divided between the model-building and testing phases. 

Age Shoe size Weight Height BMI 

[years] [European (Mondopoint)] [kg] [cm] [ kg 
m 2 

] 

Model-building μ 36.5 41.7(265/101) 72.6 176.0 23.4 

phase σ 12.5 2.8(18.3/7.1) 11.4 8.3 3.1 

33 females & min 18 36.0(225/90) 49.0 150.0 17.9 

60 males max 62 47.0(300/114) 100.0 196.0 32.7 

Test phase μ 43.0 41.4(263/100) 77.3 174.8 25.2 

σ 12.8 2.5(18/7) 15.1 9.1 4.3 

39 females & min 19 36.0(225/90) 47.0 156.0 18.4 

72 males max 68 47.5(304/116) 144.0 198.0 41.6 

Table 2 

Exclusion and inclusion criteria for each group as well as the number of 3D foot meshes used for model-building and 

testing phases. 

AI HAA Number of individuals/ 

feet (training) 

Number of individuals/ 

feet (testing) 

Total number of 

individuals/feet 

High arch < 0.24 < 14 ◦ 0/0 21/40 21/40 

Flat arch > 0.33 < 14 ◦ 0/0 26/40 26/40 

Normal arch [0.24,0.33] < 14 ◦ 93/186 34/40 127/226 

Hallux valgus any > 14 ◦ 0/0 30/46 30/46 

The number of feet is not always equal to twice the number of individuals, due to differences in AI and HAA between 

left and right feet. 
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3.2. Inclusion-exclusion criteria 

For evaluation purposes, all individuals were categorized into

one of four groups: healthy individuals with a normal foot arch,

healthy individuals with a high foot arch, healthy individuals with

flat feet, and individuals with hallux valgus. Each of these four

groups are described further in Table 2 . Individuals were consid-

ered healthy if they had no foot or leg complaints at the time of

measurement. For the individuals with hallux valgus, we measured

the hallux abductus angle (HAA) of each individual using the 3D

anatomical annotation approach described in Chen et al. (2013) . A

foot is considered as having a hallux valgus if its HAA is larger than

14 degrees, a threshold which is in line with the previous study of

Menz and Morris (2005) . These feet were also assessed using the

Manchester Scale ( Garrow et al., 2001 ), with the majority of cases

being scored as of mild (45.65%) or moderate (47.8%). Only a few

severe hallux valgus cases were present (6.55%). 

To classify individuals based on their foot arch height, we em-

ployed the standard approach of thresholding based on the arch

index measure of Cavanagh and Rodgers (1987) . This measure was

applied to plantar pressure measurements taken from each partic-

ipant as they walked at their preferred walking speed. The plan-

tar pressure measurements were collected using an rs scan 2 m

Hi-End footscan® system (rs scan, Paal, Belgium) with a frequency

of 200 Hz and sensor dimensions of 7.62 mm × 5.08 mm. A to-

tal of 10 measurements were collected per foot, then spatiotem-

porally aligned and averaged using STAPP ( Booth, Keijsers, Sijbers,

& Huysmans, 2018 ). The average measurement was then upsam-

pled to 3 mm × 3 mm to obtain a correct foot geometry from

the pressure plate with anisotropic sensor dimensions. The arch

index was then calculated from the peak pressure image (i.e. the

image that contains the maximum pressure at each pixel over

the time of the footstep) and the corresponding foot was classi-

fied as high, normal, or flat arch as described by Cavanagh and

Rodgers (1987) . Note that the larger the arch index, the flatter the

foot. 

v  

W  

g  

t  
.3. Experimental setup 

To evaluate our technique, we built a model from 93 healthy

ndividuals with a normal foot arch (186 feet). Individuals in the

emaining three groups - high arch, flat foot, and hallux valgus

 were used for testing purposes. Each test consisted of taking a

D foot scan from one of the test groups and comparing it to the

hape distribution in the SSM. Given the number of scans in our

odel, and a 5% tolerance of an incorrect test result, we calculated

hat a comparison with our SSM should be able to detect effects

ith a Cohen’s d value of 0.24. This result corresponds to effects

n the small-to-moderate range (0.2 < d < 0.5). 

In the case of the two arch height groups, we hypothesized that

hese groups would show abnormalities in similar areas around the

idfoot. In the case of hallux valgus patients, we hypothesized that

hape abnormalities would appear around the hallux (i.e. big toe)

nd corresponding metatarsal. Additionally, we set aside 40 foot

cans of healthy individuals with a normal foot arch in order to

alidate that our technique shows no abnormalities for feet similar

o those in the model. A further description of the groups used in

odel building and testing are shown in Table 2 . 

. Results 

For each individual’s foot, we tested, with FDR correction, how

he foot shape deviates from the healthy population. Fig. 4 shows

he examples of 6 test subjects (2 subjects per test group) where

ifferent regions of shape abnormalities are detected on different

ubjects. These abnormalities are not only localized in different

oot areas for different groups, but the degree of shape abnormal-

ty for feet within same group also differs between each other. 

In addition, we calculated the outlier histograms to test

hether areas of abnormal shape deviations were grouping in spe-

ific foot regions for the feet within the same clinical group. At

ach vertex, we counted the percentage of feet that detected the

ertex as a shape outlier. These histograms are shown in Fig. 5 .

hen we tested each foot, we noticed that the outliers were

rouping in different foot regions depending on the clinical group

o which the foot belongs. For 30% of flat feet, we detected the
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Fig. 4. Example results for 6 individuals within our test groups (2 individuals per group). The detected outlier regions for the 6 test subjects differ not only across groups 

but also within groups. 

Fig. 5. Histograms of detected outliers ( p < 0.05) obtained for: a) 40 high arched feet b) 40 flat feet c) 46 feet with hallux valgus. 
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b  
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r

 

c  

a  

f  

s  
edial side of plantar midfoot and the upper part of the mid-

oot as the main regions of deviation. For 60% of high arched

eet, we detected the lateral plantar midfoot as the main region

f deviation. For 55% of feet with hallux valgus, we detected the

iggest toe and head of the first metatarsal bone as the main

egions of deviation, which are expected regions for this defor-

ity. From the normal arched feet we tested, less than 5% showed
utliers and these outliers were not concentrated in any specific

egion. 

For each foot, we measured the size of detected regions and

ompared them to the clinical measures used to define the groups:

rch index and hallux abductus angle (HAA). In experiments per-

ormed with high arched and flat arched feet, we did not find a

ignificant correlation between arch indexes and the size of out-
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Fig. 6. A significant correlation was found between the size of detected shape abnormalities (in cm 

2 ) and the HAA for the feet with hallux valgus ( ρ = 0 . 76 , p < 0 . 001 ). 
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lier regions ( ρ = 0 . 08 , p = 0 . 61 for flat, ρ = 0 . 18 , p = 0 . 25 for high

arched). However, we found a significant correlation ( ρ = 0 . 76 , p <

0 . 001 ) between HAA and size of the outlier regions for the indi-

viduals with hallux valgus feet. Fig. 6 shows the size of the outlier

regions within the area of shape deviations typical for hallux val-

gus deformity. 

5. Discussion 

We proposed an expert system for objective and personalized

identification of 3D foot shape abnormalities through the use of 3D

statistical shape modelling. Our system’s user interface centered

around easy-to-input subject characteristics (e.g. gender, age), al-

lowing for its use by non-experts. Additionally, our system’s in-

ference engine relies on established statistical testing procedures,

leading to results that are straightforward to interpret. This ap-

proach further enables the identification of local regions on the

individual’s foot that significantly deviate from those of a healthy,

normal-arched foot. 

Considering arch height variability, we hypothesized that

groups with high arched and flat feet would show abnormal-

ities in similar areas around the midfoot. Our results indeed

showed significant shape deviations in the midfoot, but inter-

estingly, these shape deviations differed between flat- and high-

arched feet. While high-arched feet had outliers concentrated at

the lateral plantar midfoot, flat feet showed a decreased concentra-

tion of outliers, with abnormalities appearing most prominently at

the medial side of the plantar midfoot and at the upper part of the

midfoot ( Fig. 5 ). The location of detected regions, along all three

dimensions, can be beneficial for footwear manufacturers and can

show in which part of the shoe manufacturers should adapt their

design to ensure better fitting and more comfortable footwear. For

example, the shape deviations found in the plantar midfoot for
igh-arched individuals could suggest shoe insoles be adapted to

nable more comfortable footwear for this group. 

Besides the tests related to arch height, we also tested feet with

allux valgus. We found that the detected shape abnormalities

round the hallux and corresponding metatarsal matched our hy-

othesis. Here, we observed a significant correlation between the

allux abductus angle and the size of the detected regions ( Fig. 6 ).

his information can be used to ensure proper footwear width and

uarantee that enough space is provided along all three dimen-

ions in the forefoot of a patient’s shoe. Given that one of the

auses of hallux valgus is poor-fitting footwear, the insights shown

y our method could help prevent further development of hallux

algus deformity ( Menz & Morris, 2005 ). 

Along with the information on how 3D foot shapes deviate for

ifferent groups, our method detected and highlighted whether,

nd where, the individual’s foot deviates from a given healthy

opulation. These personalized foot shape tests showed a vari-

ty of abnormal shape regions for the feet within the same clin-

cal group ( Fig. 4 ). This confirms the inter-individual differences

ound within feet with similar characteristics ( Anderson et al.,

956; Debrunner, 1965; Kouchi, 1998 ). These results are particu-

arly striking given that existing expert systems were used to clas-

ify the foot scans analyzed in this study ( Cavanagh & Rodgers,

987; Chen et al., 2013 ). This indicates that the usual foot ex-

mination, based on classifying feet into groups, does not provide

 complete picture of foot shape variability. Instead, our method

or a personalized and objective analysis of 3D foot shapes shows

romise in providing a more complete analysis of foot shape,

nd analysis that could prove useful for the evaluation of foot

eformities. 

In comparison to previous expert systems for foot analysis, our

pproach also employs statistical techniques, thereby increasing

he likelihood that foot care professionals will be able to work in
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andem with such a system. In addition, our work expands on ex-

sting techniques in two key ways. First, our expert system ana-

yzes the entire 3D foot shape instead of lower-dimensional shape

eatures. This contribution not only simplifies the user interface

ut also allows the system to produce a more descriptive explana-

ion for why a foot is identified as abnormally shaped. Second, our

xpert system incorporates demographic measures such as age and

eight, measures that allow us to fine tune the inference to a par-

icular individual. Previous systems relied on statistical thresholds

hat were constant for all individuals, a limitation that impacts the

ffect sizes that such systems could identify. 

At its heart, our proposed foot shape analysis system effec-

ively performs outlier detection, and therefore shares similari-

ies with other outlier detection systems in medicine, economics,

ata mining, and manufacturing ( Domingues, Filippone, Michiardi,

 Zouaoui, 2018; Z. Yuan, 2018 ). Traditionally, outlier detection al-

orithms have followed one of two approaches. The first, and the

ne used here, is to build a statistical model of what is considered

ormal. This model can then be compared to using established sta-

istical tests in order to find outliers ( Bazarian et al., 2012; Booth

t al., 2016; Stankovi ́c et al., 2016 ). By taking this approach, our

ystem has a strong theoretical foundation for justifying why an

xemplar is an outlier ( Bouguessa, 2015 ). 

An alternative approach to outlier detection is model-free and

eeks to identify outliers based on their similarity to existing data

oints ( Breunig, Kriegel, Ng, & Sander, 20 0 0 ), specific prototypes

 Knorr, Ng, & Tucakov, 20 0 0 ), or clusters ( Duan, Xu, Liu, & Lee,

009 ). A strength of these model-free approaches is that they do

ot require that the data follow a particular statistical distribution,

r that a single normative statistical model be considered. Recently,

ierarchical approaches have also been proposed for outlier detec-

ion in order to achieve this same model-free flexibility ( Campello,

oulavi, Zimek, & Sander, 2015 ). In this work, we have attempted

o duplicate this flexibility through a regression between the statis-

ical model and subject demographics. This regression allows us to

aintain a strong statistical foundation for our system while also

ersonalizing the model to some degree to the foot under exami-

ation. 

Overall, our expert system produced results consistent with

nown foot shape abnormalities while also providing more de-

criptive and personalized results than previous approaches. Never-

heless, some individuals classified as having an abnormal foot arch

r a hallux valgus showed no shape abnormalities in our system

see Figs. 5 and 6 ). These results suggest that there are limitations

o this study or its proposed methods. For example, the 3D scans

sed in testing were initially classified using the established mea-

ures of arch index and hallux abductus angle. Since these mea-

ures are an incomplete representation of foot shape, it is possi-

le that feet described as abnormal by those measures may not be

tatistical outliers when considering the shape as a whole. Addi-

ionally, the statistical modelling and regression used in our sys-

em also has limitations, specifically that the model assumes the

ata is normally distributed and that the relationship between foot

hape and demographics is linear. These limitations may introduce

dditional variance into our modelling, thereby reducing its ability

o identify foot shape abnormalities. Finally, our choice of demo-

raphic features may not be complete. It may be possible to re-

uce variance in the model if additional information like ethnicity

 Razeghi & Batt, 2002 ), leg dominance ( Peters, 1988 ), and footwear

hoices ( D’Août, Pataky, Clercq, & Aerts, 2009 ) is included in the

egression. 

Despite the advantages of our approach to detect outliers in 3D

oot shapes, it also has some practical limitations. Detection of 3D

oot deviations requires the input of 3D foot scans and, thus, the

vailability of an optical 3D scanner. The high cost of a quality

D scanner is a notable disadvantage for our approach over tra-
itional foot examination methods. The use of existing, cheaper,

ow-resolution scanners (e.g. Kinect 2, Fuel3D) can be a possible

olution. However, our approach would need further evaluation

o see if its behaviour changes with the input of lower quality

cans. Additionally, the findings presented herein were observed

n high resolution scans collected in a standing pose. Many foot

eformities have a more noticeable impact on gait than foot shape

 Leardini et al., 2007 ). As a result of this constraint, foot deformi-

ies that affect only foot motion are unlikely to be detected using

ur framework. It is for this reason that we tested individuals who

ave feet with hallux valgus, a deformity which is visible on static

D foot scans. Despite this limitation, we showed the possibility

f automatic, objective, and personalized detection of the hallux

algus deformity, as well as subtle foot arch deviations present in

ealthy foot shape. 

. Conclusion 

In summary, our expert system for assessing 3D foot shape pro-

ides an automatic and objective procedure to examine whether,

nd where, a single foot shape differs from a healthy foot popula-

ion. We validated our technique on four groups of feet with dif-

erent known shape deviations and the results generally matched

ur hypotheses. However, our analysis technique provided addi-

ional insights into how arch height influences foot shape as well

s capturing individual variability within each foot group. This in-

ormation has the potential to be used for various purposes within

everal biomedical disciplines, including facilitation of more objec-

ive clinical diagnosis techniques as well as more accurate footwear

esign. 

.1. Implications and future work 

While our proposed expert system showed promising results,

hese results also showed that our proposed system would benefit

rom additional research. First, we observed that the choice of de-

ographics used to fine tune the statistical model can impact the

ariance within the model and, in turn, its ability to identify ab-

ormalities. It also influences how well the system generalizes to

ifferent individuals. Choosing the right demographic features re-

ains an open research question and is effectively the feature se-

ection problem commonly seen in other statistical modelling and

achine learning problems ( Liu & Motoda, 2007 ). Second, the sta-

istical modelling used in our system assumes (a) that foot shapes

re normally distributed, and (b) that the relationship been demo-

raphics and foot shape is a linear one. While our results seem

o agree with those assumptions, it remains to be shown whether

hose assumptions truly hold. Third, the promise seen in our re-

ults may be due in part to our use of a high-quality 3D laser

canner to measure foot shape. It is unclear how this measurement

uality impacts our expert system. 

Based on this study, we clearly see four areas in which fu-

ure work would be beneficial: feature selection, model flexibil-

ty, model sensitivity, and model completeness. With respect to

eature selection, it would be beneficial to explore what features

 demographic, environmental, or otherwise - impact foot shape.

he evaluation and choice of such features would depend not only

n their ability to reduce model variance, but also on user privacy

nd ease-of-use concerns ( Golbeck, 2016; Gorgolewski et al., 2017 ).

ith respect to model flexibility, conditional generative adversar-

al networks ( Mirza & Osindero, 2014 ) and permutation testing

 Collingridge, 2013 ) may provide model-free options for the type

f outlier detection we perform here. It remains to be seen if such

ethods can provide the intuitive explanation of their results that

n expert system requires. 
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Additionally, we aim in the future to extend this study to

address both model sensitivity and model completeness. With

regards to the former point, we intend to evaluate the pro-

posed system on more accessible, but lower quality, 3D opti-

cal scanners. Such an extension may require the consideration of

mesh denoising ( Sun, Rosin, Martin, & Langbein, 2007 ) or other

data enhancement techniques. With regards to the latter point,

we further intend to extend this approach to dynamic 4D data

( Boppana & Anderson, 2019 ). Such an extension could give insights

into foot abnormalities that are visible only when an individual is

moving. 

Funding 

This work was supported by the Agency for Innovation by Sci-

ence and Technology in Flanders ( IWT-SB 141520 ). This research

is part of the ICON FOOTWORK project ( www.imec-int.com/en/

what- we- offer/research-portfolio/footwork ) and received funding

from the European Union’s Horizon 2020 research and innovation

programme under the Marie Sklodowska-Curie grant agreement

no. 746614. 

Declaration of Competing Interest 

We wish to confirm that there are no known conflicts of inter-

est associated with this publication and there has been no signifi-

cant financial support for this work that could have influenced its

outcome. 

Credit authorship contribution statement 
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