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Abstract—To support the execution of multiple simultaneously-
running quantum network applications, a quantum network must
efficiently allocate shared resources. We study traffic models
for a type of quantum network hub called an Entanglement
Generation Switch (EGS), a device that allocates resources to
enable entanglement generation between nodes in response to
user-generated demand. We propose an on-demand resource
allocation algorithm, where a demand is either blocked if no
resources are available or else results in immediate resource
allocation. We model the EGS as an Erlang loss system, with
demands corresponding to sessions whose arrival is modelled
as a Poisson process. To reflect the operation of a practical
quantum switch, our model captures scenarios where a resource
is allocated for batches of entanglement generation attempts,
possibly interleaved with calibration periods for the quantum
network nodes. Calibration periods are necessary to correct
against drifts or jumps in the physical parameters of a quantum
node. We then derive a formula for the demand blocking
probability under three different traffic scenarios using analytical
methods from applied probability and queueing theory. We prove
an insensitivity theorem which guarantees that the probability a
demand is blocked only depends upon the mean duration of each
entanglement generation attempt and calibration period, and is
not sensitive to their underlying distributions. Our numerical
results support our analysis. Our work is the first analysis of
traffic characteristics at an EGS system and provides a valuable
analytic tool for devising performance driven resource allocation
algorithms.

Index Terms—quantum networks, entanglement, quantum
switch, queueing theory

I. INTRODUCTION

Quantum networks enable a variety of distributed applica-
tions that are not realizable via classical means alone. Among
these are quantum key distribution (QKD) [1], [2], blind quan-
tum computation (BQC) [3], [4], and several entanglement-
based quantum sensing techniques [5], [6], [7], [8]. A quan-
tum network consists of end nodes equipped with quantum
hardware, as well as intermediate nodes – quantum repeaters
or switches – whose main function is to enable the end nodes
to carry out quantum communication tasks. When multiple
applications have simultaneous demand for shared and limited
resources, contention can arise, and the network must enact a
resource allocation scheme.

GV acknowledges support from NWO QSC grant BGR2 17.269. SG
acknowledges the support of the European Union’s Horizon Europe research
and innovation program under grant agreement No. 101102140.
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Fig. 1: An EGS with three BSAs servicing four nodes.

We study here a type of quantum network hub previously
referred to as an Entanglement Generation Switch (EGS) [9].
Unlike its memory-equipped counterpart (sometimes referred
to as an entanglement distribution switch, or EDS), the EGS
is relatively easy to fabricate since it has no memories: it
possesses a number of resources such as Bell state analyzers
(BSAs) [10], [11], which serve as a means of performing
probabilistic optical entanglement swapping on incoming pho-
tons (each entangled with a qubit at an end node), and upon
a successful swap generating end-to-end entanglement. We
remark that general quantum network applications (e.g., [3],
[4], [5], [6], [7], [8]), require at least one node involved in
the application execution to possess a qubit that may act as a
quantum memory. These end nodes are able to support such
swapping.

In principle, an EGS can serve any number of nodes with a
single shared BSA, but more BSAs can ameliorate contention
for this resource; see Figure 1 for an example. Some EDS pro-
posals on the other hand additionally place BSAs in the middle
of each physical link that connects the device to other nodes
in the network. While these BSAs assist with entanglement
generation at the link level, the resulting architecture is fairly
demanding in the number and type of hardware components:
K links translate into K dedicated BSAs and at least an equal
number of quantum memories at the EDS. In contrast, the EGS
architecture places all BSAs at the central hub along with a
switching fabric for reconfiguration so as to serve any set of
end nodes, resource limitations permitting.

With these properties, the EGS is poised to be an excellent
candidate for a scalable and straightforwardly implementable
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metropolitan-area quantum network component, especially in
the Noisy Intermediate Scale Quantum (NISQ) era [12].
While the EGS can be used to directly connect end nodes,
as shown in Figure 1, it can also provide entanglement to
other intermediate quantum network nodes, e.g., quantum
repeaters/switches equipped with quantum memories of suf-
ficiently long coherence time, each servicing a quantum local
area network. Its versatility warrants investigation into its
practical operation; we provide a detailed explanation of this in
Section III. We then model the hub as an Erlang loss system,
with the EGS acting as a server and the nodes attached to
it generating entanglement requests. We assume that these
entanglement requests arrive as sessions according to a Poisson
process, where each session consists of multiple entanglement
generation attempts.

We then analyze three operational modes of the device:
the first two specify session termination behavior, and the
third mode enforces EGS resource relinquishment when nodes
are not actively utilizing them. Throughout, we heed physical
capabilities and limitations of both the EGS and the nodes
connected to it. Namely, inspired by realistic expectations of
hardware characteristics in the near term, we equip the system
with two important and pragmatic features: (i) batching of
entanglement generation attempts due to generally high rates
of failure; and (ii) provisioning for calibration periods necessi-
tated by the quantum communication qubits of nodes that are
served by the EGS. While studying the EGS in the context
of these different operation modes, we make the following
contributions:
• We provide a comprehensive description of EGS operational

details, with system specifications rooted in practical con-
siderations of the underlying physical architecture;

• We analyze our model of the EGS to obtain (1) the
stationary distribution of the number of active requests being
served at the switch; (2) request blocking probabilities;
and (3) an insensitivity result that highlights the broad
applicability of our model to practical systems;

• We develop an extensive simulation framework capable of
enacting sequences of events that model the operation of a
real EGS – one that operates in discrete time – in a variety
of configurations. Simulation code will be made available
to enable future studies of the EGS.

The physical relevance of our model, both in the hardware
design we consider, as well as system control protocols we
propose, set this work apart from much of the previous litera-
ture, wherein hardware limitations are frequently understated.
The wide scope of our framework moreover enables one to
model arbitrary traffic patterns and a wide variety of hardware
settings, including ones where nodes have multiple communi-
cation qubits. The rest of this manuscript is organized as fol-
lows: in Section II, we provide relevant queueing-theoretic and
quantum switching background. In Section III, we outline the
system description, including physically-motivated operation
settings. In Section IV, we introduce the model of the EGS and
state our assumptions. Section V presents the analysis, while
Section VI provides a numerical evaluation of the system. We

make concluding remarks in Section VII.

II. BACKGROUND

An EGS serves a role analogous to a telephone exchange
that directs and facilitates communication between sets of
callers. Traditionally, such systems are studied using the
Erlang loss model, wherein calls arrive according to a Poisson
process to a server with a total of C telephone lines. An
incoming call will be blocked if all lines are occupied upon
arrival. The blocking probability is computed using the well-
known Erlang formula [13]. This model exhibits insensitivity
to the type of service time distribution of calls, as the blocking
formula depends only on the average service time of calls
[14]. This result follows from the argument that the underlying
Markov process describing the system is a partially reversible
one, which is a necessary and sufficient condition to have
insensitivity [15]. The insensitivity property is a useful tool
to dimension a practical system with a general service time
distribution by studying the same system with the simpler case
of an exponential service time distribution with the same mean.

In [16], Bonald studied the scenario where requests are
generated as sessions that arrive according to a Poisson
process, with each session containing several calls. It was
shown that even in this case, the Erlang model is insensitive
to service time distributions. In our model, requests also arrive
as sessions, with each session consisting of several attempts
for entanglement generation to describe practical quantum
systems where entanglement requests arrive in batches from
an application. We also assume sessions arrive according to
a Poisson process, which will be a valid assumption when
a large number of users or applications trigger entanglement
requests. The analysis of our work is based on that of [16],
although it is significantly different due to the presence of new
parameters and characteristics of quantum systems.

The EGS architecture was initially introduced in [9], where
the authors highlighted its scalable properties. The authors then
proposed and studied a Rate Control Protocol whose aim is
to modulate user demand rates based on the EGS’s capacity
to serve users, as well as on overall traffic trends. The focus
of this work is mainly on fair resource allocation, achieved
through a network utility maximization-based framework [17].
In contrast, the protocols proposed in our work use request
blocking instead of rate control as means of resource man-
agement. Furthermore, our work aims to accurately represent
the EGS in a discrete setting, with concrete descriptions of
request structure and procedures for request handling.

Memory-equipped quantum switches (EDSs) have been
extensively investigated from queueing-theoretic and request
scheduling perspectives, see e.g., [18], [19], [20], [21]. In con-
trast to EDSs, the EGS lacks memories, necessitating resource
solicitation by nodes, followed by entanglement generation
attempts executed in a synchronized manner to ensure nearly
simultaneous photon arrival at the hub. Furthermore, our EGS
protocols involve batched attempts interleaved with periods
of EGS inactivity, effectively constituting extended “sessions”
of engagement with EGS resources. The system studied in
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our work thus exhibits both architectural and algorithmic
differences to EDSs, requiring novel and tailored analytical
methodologies.

Quantum switches, both of the EGS and EDS types may be
compatible with functional integration with quantum repeaters.
Indeed, as with the EGS system, several repeater architectures
(see e.g., [22], [23], [24], [25], [26]) rely on the interference
and measurement of photons by a BSA located at a midpoint
between other nodes of the network. Quantum switches differ
physically and operationally from repeaters because they re-
quire a switching fabric and protocols to effectively mediate
contention for shared resources, whereas quantum repeaters
are not subject to these requirements.

III. SYSTEM DESCRIPTION

An EGS consists of three main components: (1) a pool of
resources such as BSAs; (2) a switch capable of allocating a
resource to any pair of nodes; (3) and a processor capable of
making scheduling decisions, controlling the operation of the
switch, and sending and receiving classical messages. Nodes
are connected to an EGS via physical links, such as optical
fiber. To gain access to an EGS resource, pairs of nodes send
a request to the EGS – a demand for the generation of one or
more Einstein-Podolsky–Rosen (EPR) pairs.

A node possesses (i) one or more communication qubits,
each capable of preparing a quantum state and emitting one or
more photons; (ii) devices needed to manipulate the state(s)
of the communication qubit(s) – examples include lasers,
waveform generators and microwave sources; (iii) devices
needed to measure a communication qubit; (iv) possibly one
or more quantum memories to which the quantum state of a
communication qubit may be swapped, capable of storing the
state for a finite period of time; (v) and a classical processor
to control quantum states prepared in communication qubits,
trigger swaps to memory, trigger measurement of a commu-
nication qubit, and send and receive classical messages.

Bipartite Heralded Entanglement (HE) generation [23], [22]
and generation of Correlated Information (CI) [1], [2] are two
ways in which a pair of nodes can interact via the EGS.
Production of entanglement by the method of HE generation
has been successfully demonstrated in several experimental
platforms, including Color Centers [27], [28], Ion Traps [29],
[30] Atomic Ensembles [31], [32] and Neutral Atoms [33].

Applications of HE generation include BQC, teleportation
and clock-synchronization [6], and an application of CI gen-
eration is Measurement Device Independent QKD [34], [35].
Each of these tasks can be enabled by an EGS where the
shareable resource is a BSA. To motivate our service models
for the EGS we describe in detail the process of HE generation
following a single-click scheme.

The goal of a node pair (ni, nj) running the bipartite HE
generation protocol is to entangle a communication qubit
of node ni with that of node nj . For every entanglement
generation attempt the nodes make, a success or failure flag
is generated and converted into a message that is sent to the
nodes. At a high level, a single-click HE generation protocol

consists of four stages. First, each node performs a sequence of
calibration operations and prepares a communication qubit in a
known state. Second, each node locally triggers the generation
of entanglement between the state of their communication
qubit and the presence/absence of a travelling photon. Third,
the presence/absence encoded photons are sent to a BSA, at
which a Bell-State Measurement (BSM) (entanglement swap)
is attempted between the encoded photons. Fourth, if the BSM
succeeds the communication qubits of the two nodes will have
become entangled and a success flag is sent to the nodes.
The second, third and fourth stages occurring sequentially
constitute a single HE generation attempt. As an example, for
the NV center in diamond platform, the calibration operations
correspond to a Charge and Resonance (CR) check [36].

Attempts can be repeated in batches that are interleaved with
repetition of the first step – calibration of the communication
qubit. The main limitation on the batched attempt repetition
rate is the Round Trip Time (RTT) of communication associ-
ated with the third and fourth stages of an attempt. The need
to wait for the arrival of the heralding flag especially limits
the rate, yet this is necessary to prevent the destruction of
created entanglement by triggering a new attempt. This aspect
of the protocol motivates an assumption in our mathemati-
cal models that entanglement generation attempts are non-
overlapping. For any system where an individual attempt to
generate entanglement has a low probability of success, it is
beneficial to allow such batching of attempts, which increases
the probability a success will occur within any finite amount
of time.

We model experimental implementations of HE generation
where the state of the communication qubit is reset (stage one)
at the start of each attempt and every attempt in a batch cor-
responds to an identical experimental sequence. Furthermore
we assume that the characteristics of devices used in triggering
entanglement generation attempts, such as laser pump power
and frequency, remain constant. Therefore, the probability of
entanglement generation may only change over attempts if
there are physical parameters that drift or jump over a batch
of attempts. For any system where attempts have a fixed mean
duration that is short in comparison to the parameter drift/jump
timescales, such effects may be accounted for by assuming
that the probability of successful entanglement generation is a
function of the jth attempt in a batch of attempts, pgen(j).

For an implementation in the NV colour center in diamond,
one may assume that the outcomes of sequential attempts in a
batch are identically and independently distributed (IID), with
a fixed probability of success pgen [28]. This assumption is
valid as long as calibration periods are performed frequently
enough between batches of attempts to prevent slow effects –
such as the spectral diffusion which affects solid state quantum
emitters – from corrupting the state of the communication
qubit. The assumption that the outcomes of sequential attempts
are IID with a fixed probability of success pgen also applies
to other experimental platforms, such as Trapped Ions [29],
[30], where the mean attempt duration is significantly shorter
than sources of parameter drift. The assumption that pgen is
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constant and is independent of attempt duration distributions
but depends only on the mean attempt duration is the neces-
sary condition that we use in proving the insensitivity result
discussed earlier (see Theorem 3 in Section V).

For a limited quantum node, such as a node with one
communication qubit and possibly a memory, it may be most
practical to engage in single entanglement generation, i.e.,
if an attempt to generate entanglement succeeds, no further
attempts in a batch will be executed. Physically, successful
entanglement generation renders the communication qubit of
the device unavailable for further attempts until that entan-
glement can be used or transferred to memory. Transfers to
memory are not instantaneous and have a finite time cost,
thus communication qubits can not be freed instantly even in
a system with memory. Moreover, if a communication qubit
is coupled to a memory, attempts to generate entanglement
while a state is stored in memory may damage the stored state
due to induced decoherence [36]. This effect results from a
persistent non-zero coupling to the memory. A quantum node
with multiple communication qubits may leverage them to
generate multiple entangled states, possibly by multiplexing
photon emission from the node.

IV. MODEL AND ASSUMPTIONS

In this section, we lay the groundwork for the analysis of
a star-topology system with the EGS at its center. We first
present a number of abstractly-defined terms which bridge the
gap between the physical and queueing-theoretic models of
the EGS. A service model describes how the EGS handles
requests, including: (1) resource reservation, specifying the
amount and duration of resource allocation to a pair of commu-
nicating nodes; (2) retrial behavior, specifying actions taken
upon blocked service events; and (3) termination behavior,
specifying events that trigger the EGS to end service to a pair
of nodes. Service models will be explained in more detail later
in this section; we first provide a description of the underlying
components of service.

A call is the basic service component for two nodes
communicating via the EGS. A call involves the active use of
EGS components for a period of time, such as the utilization
of a resource to attempt entanglement generation between
two nodes. For the purpose of this work, we establish two
additional service component types, where EGS resources
are not in active use for their duration. The first is an idle
period during which the nodes relinquish all EGS resources,
so that a subsequent call in the session would require a new
service reservation. In this work, we assume that a node’s
communication qubit is unavailable during an idle period, so
that it cannot be used to initiate a new service request for
the node until the current one completes service. We leave
relaxations of this assumption for future work.

The second is a calibration period which requires node
hardware resources, but no active utilization of EGS resources.
The duration of such calibration periods typically has a finite
mean, albeit it can be randomly distributed. Depending on the
service model, nodes may continue to hold onto EGS resources

for the duration of a calibration period, precluding other nodes
from using them. We assume in this work that a calibration
period engages all qubits of the corresponding communication
session, as opposed to, e.g., all qubits of a node. While the
latter scenario may also be of interest, it poses a challenge for
analysis since sessions may no longer be treated independently.

Note that if the nodes relinquish EGS resources at the
beginning of a calibration period, then from the perspective
of the EGS (and from a modeling perspective) the period is
an idle one. We distinguish between calibration and idle period
types because calibration periods are always physically moti-
vated: they necessarily engage quantum hardware at nodes. In
contrast, idle periods need not stem from quantum hardware
restrictions at nodes (even if we assume that communication
qubits are unavailable for new service request creation during
idle periods). Examples of these are an entanglement genera-
tion attempt followed by a classical processing period at the
nodes, or a link-layer protocol that imposes a back-off timer
between successive entanglement generation attempts.

A request from nodes ni and nj to access an EGS re-
source for entanglement generation, triggers the creation of
a session, denoted by the tuple (ni, nj). This is a sequence
of calls, possibly interleaved with idle and/or calibration
periods generated by the two nodes. By convention, sessions
begin and end with calls, and not idle or calibration periods.
Throughout this work, we often use the term “session” and
the (queueing theory inspired) term “flow” interchangeably.
As in [16], we permit the existence of differently-structured
sessions within one system. Physically, these may correspond
to different applications, entanglement distribution algorithms,
or even application instantiations between the same node
pair. The set of all possible flows is denoted as F . Let K
be the number of nodes connected to the EGS; then the
cardinality of F is given by F =

(
K
2

)
. We note that while

flows uniquely identify a pair of nodes, sessions need not be
unique: ni and nj can have multiple concurrent sessions, as
long as resources (communication qubits and EGS resources)
are available. Similar to the work of Bonald in [16], we
assume that sessions are independent, their arrivals form a
Poisson process, and that session components (calls, idle and
calibration periods) have Coxian distributed durations. Note
that Coxian distributions approximate general distributions to
arbitrary accuracy [37], [38]. Every active session – one that
has been accepted for service by the EGS – uses a single qubit
from each participating node.

We study three distinct service models of the EGS:
• Single EPR Pair Generation with Strict Resource Reser-

vation: a session consists of entanglement generation attempts
interleaved with calibration periods. Once a session is admitted
at the EGS, attempts are carried out until one is successful,
or until the last attempt is complete. Both events result in
session termination. A flow holds onto its EGS resource during
a calibration period, even though it is not actively utilized.

• Multiple EPR Pair Generation with Strict Resource Reser-
vation: all properties of the previous service model apply, with
the exception that a session terminates only when all attempts
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are carried out. A session can thus produce multiple EPR pairs.
• Multiple EPR Pair Generation with Resource Relinquish-

ment: a session consists of entanglement generation attempts,
interleaved with “idle” periods at the beginning of which the
EGS resource is given up, and at the end of which the flow
attempts to re-obtain a resource. Failure to obtain a resource
(either at the beginning of a session or after an idle period)
triggers a jump-over retrial: the session either transitions to the
next idle period, or if one does not exist, terminates. As in the
previous service model, successful entanglement generation by
itself does not cause session termination.

We model both Single and Multiple EPR Pair Generation
with Strict Resource Reservation service models to capture the
physical requirement that a limited quantum node may only be
equipped to engage in single entanglement generation, whereas
a quantum node with advanced capabilities may possibly
be able to engage in multiple entanglement generation (see
Section III for details). Inclusion of the Multiple EPR Pair
Generation with Resource Relinquishment in addition to the
two strict reservation service models is valuable as a priori it is
not clear whether releasing or retaining use of EGS resources
between batches of entanglement generation attempts will
result in more favorable performance of the EGS.

Irrespective of the service model, the state space of the
system can be represented using a vector x = [xf1 , . . . ,xfF ],
where F is the number of possible flows, and each xf is a vec-
tor describing the number of jobs in the queues corresponding
to flow f ∈ F . As per the description above, each component
of a flow is modeled using a Coxian distribution. We define
the following variables for a flow f :
- Af

i,j/C
f
i,j/I

f
i,j : ith phase of call/calibration/idle period j;

- Nf
A/C/I : number of phases per call/calibration/idle period;

- Mf
A/C/I : number of call/calibration/idle periods.

- Lf ≡ Nf
A×Mf

A+Nf
C×Mf

C+Nf
I ×Mf

I as the total number
of phases in session type f ;

- L ≡
∑

f∈F Lf – the dimension of vector x;
- x

f,A/C/I
i,j is used to refer to the number of jobs present in

the ith phase of the jth call/calibration/idle period;
- e

f,A/C/I
i,j are vectors of dimension L, with all entries

zero except the one corresponding to the ith phase of
call/calibration/idle period j of flow f , which is one;

- efi , i ∈ {1, . . . , L}, is a vector of dimension L with
all entries zero except the one corresponding to the ith
component of xf , which is equal to one;

- xi, i ∈ {1, . . . , L}, refers to the ith element of the vector x
when there is no need to identify a flow or period within it;

- xf
i , i ∈ {1, . . . , Lf}, refers to the ith element of xf when

there is no need to identify a specific period or phase.
- For a state x, the number of active sessions of flow f is
qf (xf ) ≡

∑Lf

i=1 x
f
i .

Finally, we assume that quantum nodes have a limited
number of communication qubits – ck for node nk, and that
the EGS has a total of C resources to be allocated to flows
for distributing entangled states.

V. ANALYSIS

In this section, we analyze the three EGS service models.
For each scenario, we derive the stationary distribution of
observing the system in a given state. The main quantity
of interest is the probability that a request for accessing
EGS resources is blocked – an event that occurs when said
request sees all C EGS resources engaged. In strict resource
reservation modes, blocking can only occur at the beginning
of a session. On the other hand, if sessions contain idle periods
as in the resource relinquishing mode, then blocking may
also occur throughout the session, after departures from idle
periods. We prove insensitivity by showing that in all cases, the
blocking probability depends only on flows’ traffic intensities.

A. Single EPR Pair Generation, Strict Resource Reservation

Recall that in this service model, admitted sessions are
processed in their entirety, terminating only if an EPR pair
attempt is successful. This means that (i) by definition, there
is no notion of an idle period in this service model, and (ii)
a session that is being actively serviced by the EGS does not
relinquish its BSA even during a calibration period. Figure 2
provides the general form of a session within this service
model. In Figure 3 the attempt and calibration periods are
depicted in their decomposed form; e.g., exponential phases
A1,1, . . . , ANA,1 comprise the Coxian-distributed period A1.

Given these specifications, we can define the state space
of the associated continuous-time Markov chain. Namely,
the EGS must heed the resource (BSA) capacity, and each
network node must heed its own communication qubit limit.
The admissible state space is thus given by

S =

x ∈ NL :
∑
f∈F

qf (xf ) ≤ C,
∑

f∈F:nk∈f

qf (xf ) ≤ ck, 1 ≤ k ≤ K

 ,

(1)

where the notation nk ∈ f means that node nk partakes in
flow f . The set S is coordinate convex, i.e., if x ∈ S, then
y ∈ S for all y such that 0 ≤ y ≤ x component-wise. For the
queueing network in Figure 3 where each phase corresponds
to a queue, under the strict resource reservation model we
specify the following properties:
- All external arrival rates (i.e., those originating from outside

of the network) νfi (x) are zero, except for those of queues
Af

1,1, f ∈ F . We denote these rates with νf1 (x), f ∈ F ,
x ∈ S, so that the transition x → x+ ef,A1,1 occurs with rate

νf1 (x) =

{
νf1 , if x+ ef,A1,1 ∈ S,
0, else.

(2)

- Transition x → x−efi +efi+1 occurs with probability pfi,i+1,
for 1 ≤ i < Lf .

- A special case of the above is that pfi,i+1 = 1, ∀f ∈ F , if
xf
i corresponds to the last phase of a calibration period.

- Transition x → x − efi + efj occurs with probability pfi,j
if j is such that xf

j corresponds to the initial phase of the
call/calibration period that follows the call/calibration period
corresponding to xf

i .

1752



Fig. 2: Strict resource reservation service model. A session consists of multiple EPR pair generation attempts, i.e., calls, denoted
by Ai, i = 1, . . . ,M . A calibration period is carried out after every m attempts. In the “multiple EPR pair generation” variant
of this service model, an admitted session does not relinquish resources for its entire duration, while in the “single EPR pair
generation” variant, the session ends after a successful attempt.
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Fig. 3: A session from the single EPR pair generation strict
resource reservation service model, shown with the periods of
Fig. 2 decomposed into exponentially-distributed phases, so as
to result in Coxian-distributed call and calibration periods.

- Transition x → x−efi occurs with probability pfi if i is such
that xf

i corresponds to an attempt phase and the transition
represents the event that entanglement generation succeeds
after the ith phase of flow f – in this service model, this
event causes the session to end. We note that leaving the
session from a calibration phase is not possible.
Finally, we define µf

i as flow f ’s job processing rate at
queue i of flow f , and λf

i (x) as the total arrival rate into queue
i of flow f while in state x. When i = 1, i.e., it corresponds
to the first phase of a session, the total arrival rate is λf

1 (x) =
νf1 (x). For all other queues, the arrival rate is given by

λf
i (x) =

{
νf1 p̃

f
i ≡ λf

i , if x+ efi ∈ S,
0, else.

(3)

Above, p̃fi , 2 ≤ i ≤ Lf , denotes the probability of reaching the
ith phase starting from the first phase of a session belonging
to flow f . The following lemma provides an expression for
these probabilities; we omit the proof due to space constraints
as it follows easily.

Lemma 1. For a flow f , let pkl be the probability of leaving
the queueing network after phase l of period k due to a
successful BSM, and pki,j denote the probability of transi-
tioning from the ith to the jth phase of period k. Then the
probability Pk of leaving during a call period k, conditioned
on the event that the session has entered period k, is Pk =
Nk∑
m=1

{
m−1∏
l=1

pkl,l+1

}
pkm, where Nk is the number of phases in

the period. Further, the probability that the session reaches
the ith phase of period j starting from the first phase is

p̃fi =
j−1∏
k=1

(1− Pk)
i−1∏
l=1

pjl,l+1. Here we use the convention that

b∏
m=a

xm = 1 if b < a and Pk = 0 for any k that corresponds

to a calibration period.

We next perform an analysis of the system, beginning with
the derivation of the stationary distribution.

Theorem 1. The stationary distribution π(x) of the system
with single EPR pair generation while in strict resource
reservation mode is given by

π(x) =

∑
y∈S

∏
f∈F

Lf∏
i=1

(ρfi )
yf
i

yfi !

−1 ∏
f∈F

Lf∏
i=1

(ρfi )
xf
i

xf
i !

, (4)

where ρfi =
λf
i

µf
i

is the traffic intensity of the ith queue of a
session corresponding to flow f .

Proof. It can be verified that this stationary distribution satis-
fies local balance equations, indicating that the rate of leaving
a state x due to departure from queue i of flow f coincides
with the rate of entering x due to an arrival at queue i of
flow f , for any x, i, and f . The proof is standard, see, e.g.,
[39, Chapter 17] for more details on the theory of Jackson
networks.

Having determined the stationary distribution, we are now
ready to derive the blocking probability for an attempt of
a given flow. First, we define Q(h) as the set of q =
[q1, . . . , qF ] ∈ ZF

+ that satisfy the relations
∑F

i=1 qi = h
and

∑
i:nk∈fi

qi ≤ ck,∀k ∈ {1, . . . ,K}. Similarly, we define
Q′(i) as the set of q = [q1, . . . , qF ] ∈ ZF

+ that satisfy the
relations

∑
j:nk∈fj

qj ≤ ck,∀nk /∈ fi and
∑

j:nl∈fj
qj <

cl,∀nl ∈ fi. The set Q(h) contains all possible combinations
of active sessions such that the total number of active sessions
is exactly h, and communication qubit constraints are not
violated. The set Q′(i) contains all combinations of active
sessions such that qubit communication constraints are not
violated, with the additional constraint that nodes belonging
to flow fi have at least one unoccupied communication qubit
each.

Theorem 2. For the system with single EPR pair generation
operating in strict reservation mode, the blocking probability
of an arriving request (session) belonging to a flow fi, i ∈
{1, . . . , F} is

πi(C) =

 ∑
q∈Q′(i)

F∏
j=1

(
ρfj
)qj

qj !

−1 ∑
q∈Q(C)

⋂
Q′(i)

F∏
j=1

(
ρfj
)qj

qj !
,

(5)
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where q = [q1, . . . , qF ] represents the number of active
sessions qi from each flow fi.

Proof. To begin, let P(q) denote the probability that EGS
resources are occupied according to q. Consider the following
two events: Ω1(h) is the event that h EGS resources are
occupied, and Ω2(i) is the event that flow fi has available
communication qubits. By the PASTA (Poisson Arrivals See
Time Averages) property, we can write the probability that
an arriving request of flow fi sees h occupied resources
(conditioned on the flow having enough qubits to generate
a request), i.e., P(Ω1(h)|Ω2(i)), as

πi(h) =
P(Ω1(h) ∩ Ω2(i))

P(Ω2(i))
=

 ∑
q∈Q′(i)

P(q)

−1 ∑
q∈Q(h)∩Q′(i)

P(q).

(6)

The probability that flows occupy resources according to q is

P(q) =
∑

x:q(x)=q

π(x) =
∑

xfj :qfj (xfj )=qj ,
j=1,...,F

D
∏
f∈F

Lf∏
i=1

(ρfi )
xf
i

xf
i !

, (7)

where q(x) is a vector containing qf (xf ) values for f ∈ F
and D is the denominator of π(x) in (4). Recursive application
of the multinomial theorem on (7) results in

P (q) = D

F∏
j=1

(
ρfj
)qj

qj !
, (8)

where ρfj :=
Lfj∑
i=1

ρ
fj
i and D =

(
C∑

h=0

∑
q∈Q(h)

F∏
j=1

(ρfj )qj

qj !

)−1

.

Using (8) and (6), we can obtain the blocking probabilities for
the system – that is, the probability that an arriving request
belonging to flow fi sees C resources occupied as in (5).

Remark 1. Let us take a closer look at the overall traffic
intensity of a flow, ρf , for a given f ∈ F:

ρf =

Lf∑
i=1

ρfi =

Lf∑
i=1

λf
i

µf
i

=

Lf∑
i=1

νf1 p̃
f
i

µf
i

= νf1

Lf∑
i=1

p̃fi

µf
i

. (9)

The sum here represents the mean duration of a type f session,
so that ρf is the overall traffic intensity of flow f , i.e., it is
the product of mean arrival rate and mean session duration.

Using Theorem 2 we can derive an expression for the
average blocking probability for an incoming request by taking
an expectation over flow-type of the incoming request. For
the following, let πfi(C) ≡ πi(C), where flow fi ∈ F
corresponds to the ith flow label in {1, . . . , F}.

Corollary 1. The average blocking probability of an incoming
entanglement request, denoted by π(C), is given as

π(C) =
∑
f∈F

{
P(Q′(f))νf1∑
g∈F P(Q′(g))νg1

}
πf (C). (10)

Proof. For a flow f , entanglement requests are generated
according to a Poisson process with rate νf1 only when all the
associated users have communication qubits which happens
with probability P(Q′(f)). If an entanglement request is trig-
gered then the probability that it is of type f is proportional to
P(Q′(f))νf1 . From Theorem 2 we have the expression for the
blocking probability for a type f request as πf (C). Therefore
the average blocking probability is given by (10).

Finally, it remains to prove the insensitivity of each flow’s
blocking probability to the traffic characteristics of the system
beyond the flow-level traffic intensities.

Theorem 3. The blocking probabilities πi(C), i ∈ {1, . . . , F}
for the system with single EPR pair generation and strict
resource reservation depend only on the mean traffic intensities
at the flow level, ρfi , and are not sensitive to the underlying
distributions of attempt and calibration period durations.

Proof. To show insensitivity to the distributions of periods we
will prove that the stationary distribution for the total number
of ongoing sessions of flows remains the same when attempts
and calibration periods have either Coxian or exponential
distributions with the same mean.

We next derive the expressions for the stationary distribu-
tions for the case where each attempt and calibration periods
are exponentially distributed. If Mf

A and Mf
C are the number of

attempt and calibration periods, respectively, for flow f (there
are no idle periods in this system), then Mf ≡ Mf

A + Mf
C

is the total number of periods in each session of type f . The
state of the system can then be described using the vector

Z =
[
Zf1 , . . . ,ZfF

]
=
[
Zf
i , 1 ≤ i ≤ Mf , f ∈ F

]
, (11)

where Zf
i indicates the total number of ongoing sessions of

type f in period i. Let L be the state dimension, i.e., L ≡∑
f∈F Mf ; then the admissible state space for this system is

denoted by S ′, the set of Z ∈ NL satisfying

∑
f∈F

Mf∑
i=1

Zf
i ≤ C,

∑
f∈F :nk∈f

Mf∑
i=1

Zf
i ≤ ck,∀k ∈ {1, . . . ,K}.

Let 1/θfj and 1/σf
j be the average duration of attempt and

calibration periods j, respectively, for f ∈ F . Further, let ωf
j

be the arrival rate into the jth period of a session belonging
to flow f . The stationary distribution for this system is

π′(Z) =

∑
Y∈S′

∏
f∈F

Mf∏
i=1

(ηfi )
Y f
i

Y f
i !

−1 ∏
f∈F

Mf∏
j=1

(ηfj )
Zf

j

Zf
j !

, (12)

where period j’s traffic intensity for flow f is ηfj = ωf
j /θ

f
j

if j corresponds to an attempt period, and ηfj = ωf
j /σ

f
j if it

corresponds to a calibration period. Analogous to the Coxian
case, ωf

j = νfj if j = 1, else it is ωf
j = νf1 ζ

f
1,2 · · · ζ

f
j−1,j ,

where ζfl−1,l is the probability of transitioning from period
l − 1 to period l of a session belonging to flow f . Let ζfj be
the probability of leaving the queueing network after the jth
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queue due to a successful BSM at the EGS for creating an
entanglement, and note that in this service mode ζfj = 0 if j
corresponds to a calibration period.

To prove insensitivity, we assume that the average duration
of a period in the exponential scenario is equal to the average
duration of the corresponding period in the Coxian scenario.
In other words, we have that for the jth period, depending on
whether it is an attempt or calibration period, respectively,

1

θfj
=

Nf
A∑

i=1

rfi,j

µf
i,j

, or
1

σf
j

=

Nf
C∑

i=1

rfi,j

µf
i,j

, (13)

where rfi,j denotes the probability of reaching the ith phase of
the jth period starting from its initial phase, and µf

i,j denotes
the average duration of the ith phase of period j within a
flow-f session.

We further assume that for each attempt period of the
exponential scenario, the entanglement success probability
equals that of the corresponding attempt period in the Coxian
scenario. That is, ζfj = P f

j in this case, where P f
j is the

probability of leaving the queueing network during the jth
period of a flow-f session in the Coxian scenario, as computed
in Lemma 1. This assumption is physically motivated for
scenarios where the mean duration of an attempt is signifi-
cantly shorter than the timescale of parameter drift affecting a
quantum node. For a detailed justification, see the discussion
on success probability in Section III.

In the Coxian scenario, we can rewrite the state representa-
tion as x = [xf1

1 , . . . ,xf1
Mf1

, . . . ,xfF
1 , . . . ,xfF

MfF
], where Mfi

is the number of periods in sessions of type fi. For any x ∈ S,
let qfj (x

f
j ) =

∑
i x

f
i,j , i.e., this is the number of sessions in the

jth period of sessions belonging to flow f . Then for Z ∈ S ′,

∑
x:qfm(xf

m)=Zf
m,∀m,f

π(x) = D
∑

x:qfm(xf
m)=Zf

m,∀m,f

∏
f∈F

Mf∏
j=1

Nf
j∏

i=1

(
ρfi,j

)xf
i,j

xf
i,j !

,

where D is the normalizing constant of the Coxian distribution
(see (4)), Nf

j is the number of phases in the jth period of a
session belonging to flow f , and ρfi,j = λf

i,j/µ
f
i,j is the traffic

intensity in the ith phase of this period. Multiple applications
of the multinomial theorem yield

∑
x:qfm(xf

m)=Zf
m,∀m,f

π(x) = D
∏
f∈F

Mf∏
j=1

1

Zf
j !

Nf
j∑

i=1

ρfi,j


Zf

j

. (14)

When j corresponds to an attempt period, Nf
j = Nf

A, and

Nf
j∑

i=1

ρfi,j = νf1

Nf
A∑

i=1

p̃fi,j

µf
i,j

= νf1

j−1∏
k=1

(
1− P f

k

) Nf
A∑

i=1

rfi,j

µf
i,j

=
νf1

θfj

j−1∏
k=1

(
1− ζfk

)
=

νf1

θfj

j−1∏
k=1

ζfk,k+1 = ηfj . (15)

We can use similar arguments to show that when j cor-
responds to a calibration period we get ηfj = ωf

j /σ
f
j ,
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ANA,1... <latexit sha1_base64="6AVUtqYad3rm1XFeFnpJoLnV0TQ=">AAACMHicbZDLSsNAFIYn9VbjrbVLN8FScCElKd6WVTcuK9gLtKFMptN2yCQTZk6EEvIQbvUtfBpdiVufwkmbRW39YeDnO+fAP78XcabAtj+Nwsbm1vZOcdfc2z84PCqVjztKxJLQNhFcyJ6HFeUspG1gwGkvkhQHHqddz7/P5t1nKhUT4RPMIuoGeBKyMSMYNOreDhPnvJEOS1W7bs9lrRsnN1WUqzUsG5XBSJA4oCEQjpXqO3YEboIlMMJpag5iRSNMfDyhfW1DHFDlJvO8qVXTZGSNhdQvBGtOly8SHCg1Czy9GWCYqtVZBv+dZQSE4OpPgMST2KeQmrVlGE1nihG1EhXGN27CwigGGpJF0nHMLRBW1p41YpIS4DNtMJFMf9YiUywxAd2xqWt0VktbN51G3bmqXz5eVJt3eaFFdIJO0Rly0DVqogfUQm1EkI9e0Ct6M96ND+PL+F6sFoz8poL+yPj5BdYnqV8=</latexit>

A1,2

<latexit sha1_base64="SracjoTmS+zRRyL5DzWFraNqa50=">AAACMnicbZDLSsNAFIYn9VbjrbVLN8FScCElKd6WrW5cSQV7kTaUyXTaDp1kwsyJUEKewq2+hS+jO3HrQzhpu+jFHwZ+vnMO/PN7IWcKbPvTyGxsbm3vZHfNvf2Dw6Nc/ripRCQJbRDBhWx7WFHOAtoABpy2Q0mx73Ha8sZ36bz1QqViIniCSUhdHw8DNmAEg0bPtV780KudV5JermiX7amsdePMTRHNVe/ljUK3L0jk0wAIx0p1HDsEN8YSGOE0MbuRoiEmYzykHW0D7FPlxtPEiVXSpG8NhNQvAGtKFy9i7Cs18T296WMYqdVZCv+dpQSE4GopQOxJPKaQmKVFGI4mihG1EhUGN27MgjACGpBZ0kHELRBW2p/VZ5IS4BNtMJFMf9YiIywxAd2yqWt0VktbN81K2bkqXz5eFKu380Kz6ASdojPkoGtURfeojhqIIB+9ojf0bnwYX8a38TNbzRjzmwJakvH7B3VBqjA=</latexit>

ANA,2... ...

<latexit sha1_base64="n0swqSXxkBYPBmkiObyOQGLRJmY=">AAACMnicbZDLSgMxFIYzXmu9tXbpJlgKLqTMiLdlqxs3QgV7kbYMmTTThmYmQ3JGKEOfwq2+hS+jO3HrQ5i2s+jFHwI/3zkH/vxeJLgG2/601tY3Nre2MzvZ3b39g8Nc/qihZawoq1MppGp5RDPBQ1YHDoK1IsVI4AnW9IZ3k3nzhSnNZfgEo4h1A9IPuc8pAYOeq27inD241bGbK9pleyq8apzUFFGqmpu3Cp2epHHAQqCCaN127Ai6CVHAqWDjbCfWLCJ0SPqsbWxIAqa7yTTxGJcM6WFfKvNCwFM6f5GQQOtR4JnNgMBAL88m8N/ZhICUQi8ESDxFhgzG2dI8jAYjzaleigr+TTfhYRQDC+ksqR8LDBJP+sM9rhgFMTKGUMXNZzEdEEUomJazpkZnubRV0zgvO1fly8eLYuU2LTSDjtEJOkUOukYVdI9qqI4oCtArekPv1of1ZX1bP7PVNSu9KaAFWb9/cPGqLg==</latexit>

A1,MA

<latexit sha1_base64="z5XCWixH8c+26SbbrPVc/EkK7DM=">AAACNHicbZDLSsNAFIYnXmu9tXbpJlgKLqQk4m3Z6saNUsFeoC1hMp20QyeZMHMihNDHcKtv4bsI7sStz+CkzaIXfxj4+c458M/vhpwpsKxPY219Y3NrO7eT393bPzgsFI9aSkSS0CYRXMiOixXlLKBNYMBpJ5QU+y6nbXd8l87bL1QqJoJniEPa9/EwYB4jGDTq1p3k0amfPTj1iVMoW1VrKnPV2Jkpo0wNp2iUegNBIp8GQDhWqmtbIfQTLIERTif5XqRoiMkYD2lX2wD7VPWTaeaJWdFkYHpC6heAOaXzFwn2lYp9V2/6GEZqeZbCf2cpASG4WgiQuBKPKUzylXkYjmLFiFqKCt5NP2FBGAENyCypF3EThJk2aA6YpAR4rA0mkunPmmSEJSage87rGu3l0lZN67xqX1Uvny7Ktdus0Bw6RifoFNnoGtXQPWqgJiJIoFf0ht6ND+PL+DZ+ZqtrRnZTQgsyfv8AEY2q/w==</latexit>

ANA,MA
...<latexit sha1_base64="0nTLFlQorUa5hur2/gBTfFf4AmA=">AAACMHicbZDLSsNAFIZn6q3GW2uXboKl4EJKIt6WxW5cVrAXaEuZTKft0EkmzJwIIfQh3Opb+DS6Erc+hZM2i178YeDnO+fAP78XCq7Bcb5wbmt7Z3cvv28dHB4dnxSKpy0tI0VZk0ohVccjmgkesCZwEKwTKkZ8T7C2N62n8/YLU5rL4BnikPV9Mg74iFMCBrXrg8S9dGeDQtmpOnPZm8bNTBllagyKuNQbShr5LAAqiNZd1wmhnxAFnAo2s3qRZiGhUzJmXWMD4jPdT+Z5Z3bFkKE9ksq8AOw5Xb5IiK917Htm0ycw0euzFP47SwlIKfRKgMRTZMpgZlWWYTiJNad6LSqM7vsJD8IIWEAXSUeRsEHaaXv2kCtGQcTGEKq4+axNJ0QRCqZjy9Torpe2aVpXVfe2evN0Xa49ZIXm0Rk6RxfIRXeohh5RAzURRVP0it7QO/7An/gb/yxWczi7KaEV4d8/1/ipYA==</latexit>

C1,1
<latexit sha1_base64="v3hXIwgk8PDsesLqEhkgUGrT38g=">AAACMnicbZDLSgMxFIaTeqvjrbVLN4Ol4ELKjHhbFrtxJRXsRdoyZNK0Dc1MhuSMUIY+hVt9C19Gd+LWhzBtZ9GLPwR+vnMO/Pn9SHANjvOJMxubW9s72V1rb//g8CiXP25oGSvK6lQKqVo+0UzwkNWBg2CtSDES+II1/VF1Om++MKW5DJ9gHLFuQAYh73NKwKDnqpc8eNVzd+Llik7ZmcleN25qiihVzcvjQqcnaRywEKggWrddJ4JuQhRwKtjE6sSaRYSOyIC1jQ1JwHQ3mSWe2CVDenZfKvNCsGd08SIhgdbjwDebAYGhXp1N4b+zKQEphV4KkPiKjBhMrNIijIZjzaleiQr9227CwygGFtJ50n4sbJD2tD+7xxWjIMbGEKq4+axNh0QRCqZly9Torpa2bhoXZfe6fPV4WazcpYVm0Qk6RWfIRTeogu5RDdURRQF6RW/oHX/gL/yNf+arGZzeFNCS8O8feqiqMw==</latexit>

CNC ,1... ......

Fig. 4: A session from the multiple EPR pair generation strict
resource reservation service model, shown at the level of
periods in Figure 2, decomposed into exponentially-distributed
phases so as to result in Cox-distributed attempt and calibra-
tion periods.

and D is the same for both Coxian and exponential dis-
tribution cases. By combining these arguments we obtain∑
x:qfm(xf

m)=Zf
m,∀m,f

π(x) = π′(Z), confirming insensitivity.

B. Multiple EPR Pair Generation, Strict Resource Reservation

When the generation of multiple EPR pairs is permitted in
strict resource reservation mode, each session, if admitted for
service, traverses all periods (albeit, not necessarily all phases).
Consequently, as shown in Figure 4, transitions to outside of
the queueing network are only permitted from the final attempt
period of the session. The overall system is thus very similar
to that of Section V-A, and all previous assumptions hold,
with the exception that pfi = 0, ∀f ∈ F , whenever i belongs
to a phase other than that of the last period. This modification
merely affects the “overall traffic intensity” ρ, but does not
change the form of the stationary distribution or the blocking
probability.

C. Multiple EPR Pair Generation, Resource Relinquishment

We next study a type of scenario in which flows relinquish
resources, such as during calibration, thereby inducing what
we refer to as “idle” periods. There are several other situations
where a flow is amenable to giving up its EGS resource mod-
ule: for instance, depending on the application/protocol, nodes
may wish to perform processing in-between entanglement
generation attempts. Further, flows may wish to relinquish
the resources during such processing periods, but not during
calibration periods, or vice-versa. In this service mode, a retrial
model is necessary, since a flow that has relinquished its
EGS resource must re-obtain it to continue service after an
idle period. We opt for the jump-over blocking mechanism,
wherein a flow, when blocked, transitions the session to the
beginning of the next idle period, or ends the session if no
idle periods remain. Figure 5 depicts the general form of a
session within this service mode: note that periods labeled Ai

are not necessarily entanglement generation attempts – we now
refer to them as “active” periods, which unlike idle periods do
engage EGS resources.

Figure 6 depicts a session at phase-level detail. For the
analysis that follows, we assume that transitions to outside
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Fig. 5: Service model with resource relinquishment and jump-over blocking. A session consists of multiple “active” (periods
engaging an EGS resource module), denoted by Ai, i = 1, . . . ,M , interspersed with idle periods. In this model, a blocked
session goes to the beginning of the next idle period, if there is one, or terminates if no idle periods remain in the session.

<latexit sha1_base64="biYabGXt57zjxCVL+E7z/H8lU6E=">AAACMHicbZDLSsNAFIZn6q3GW2uXboKl4EJKIt6WVTcuK9gLtKVMppN2yCQTZk6EEPoQbvUtfBpdiVufwull0Ys/DPx85xz45/diwTU4zhfObWxube/kd629/YPDo0LxuKlloihrUCmkantEM8Ej1gAOgrVjxUjoCdbygofJvPXClOYyeoY0Zr2QDCPuc0rAoNZdP3PP3XG/UHaqzlT2unHnpozmqveLuNQdSJqELAIqiNYd14mhlxEFnAo2trqJZjGhARmyjrERCZnuZdO8Y7tiyMD2pTIvAntKFy8yEmqdhp7ZDAmM9OpsAv+dTQhIKfRSgMxTJGAwtiqLMB6lmlO9EhX8217GozgBFtFZUj8RNkh70p494IpREKkxhCpuPmvTEVGEgunYMjW6q6Wtm+ZF1b2uXj1dlmv380Lz6ASdojPkohtUQ4+ojhqIogC9ojf0jj/wJ/7GP7PVHJ7flNCS8O8f1GCpXg==</latexit>

A1,1

<latexit sha1_base64="heI9S2OTbxO+/PvPU8jRdWzq808=">AAACNHicbZDLSsNAFIYnXmu8tXbpJlgKLqQk4m3Z6saVVLAXaGuYTCft0EkmzJwIJfQx3Opb+C6CO3HrMzhps+jFHwZ+vnMO/PN7EWcKbPvTWFvf2Nzazu2Yu3v7B4f5wlFTiVgS2iCCC9n2sKKchbQBDDhtR5LiwOO05Y3u0nnrhUrFRPgE44j2AjwImc8IBo06NTd5cGvPzpkzcfMlu2JPZa0aJzMllKnuFoxity9IHNAQCMdKdRw7gl6CJTDC6cTsxopGmIzwgHa0DXFAVS+ZZp5YZU36li+kfiFYUzp/keBAqXHg6c0Aw1Atz1L47ywlIARXCwEST+IRhYlZnofRcKwYUUtRwb/pJSyMYqAhmSX1Y26BsNIGrT6TlAAfa4OJZPqzFhliiQnonk1do7Nc2qppnlecq8rl40WpepsVmkPH6ASdIgddoyq6R3XUQAQJ9Ire0LvxYXwZ38bPbHXNyG6KaEHG7x/BrqrS</latexit>

AN1
A,1...

... ...<latexit sha1_base64="n0swqSXxkBYPBmkiObyOQGLRJmY=">AAACMnicbZDLSgMxFIYzXmu9tXbpJlgKLqTMiLdlqxs3QgV7kbYMmTTThmYmQ3JGKEOfwq2+hS+jO3HrQ5i2s+jFHwI/3zkH/vxeJLgG2/601tY3Nre2MzvZ3b39g8Nc/qihZawoq1MppGp5RDPBQ1YHDoK1IsVI4AnW9IZ3k3nzhSnNZfgEo4h1A9IPuc8pAYOeq27inD241bGbK9pleyq8apzUFFGqmpu3Cp2epHHAQqCCaN127Ai6CVHAqWDjbCfWLCJ0SPqsbWxIAqa7yTTxGJcM6WFfKvNCwFM6f5GQQOtR4JnNgMBAL88m8N/ZhICUQi8ESDxFhgzG2dI8jAYjzaleigr+TTfhYRQDC+ksqR8LDBJP+sM9rhgFMTKGUMXNZzEdEEUomJazpkZnubRV0zgvO1fly8eLYuU2LTSDjtEJOkUOukYVdI9qqI4oCtArekPv1of1ZX1bP7PVNSu9KaAFWb9/cPGqLg==</latexit>

A1,MA... <latexit sha1_base64="/8r8db2uV3+5XAyEqaS9NZscPWc=">AAACPHicbVDLSsNAFJ34rPHV2qWbYCm4kJKIr2WrGzdKBfuAtobJdNoOnWTCzI1SQj7Frf6F/+Henbh17aTtog8PzHA4514493ghZwps+9NYWV1b39jMbJnbO7t7+9ncQV2JSBJaI4IL2fSwopwFtAYMOG2GkmLf47ThDW9Sv/FMpWIieIRRSDs+7gesxwgGLbnZXMWN793KU3znVpKT9HOzBbtkj2EtE2dKCmiKqpsz8u2uIJFPAyAcK9Vy7BA6MZbACKeJ2Y4UDTEZ4j5taRpgn6pOPM6eWEWtdK2ekPoFYI3V2Y0Y+0qNfE9P+hgGatFLxX+9VAEhuJoLEHsSDykkZnFWDAcjxYhaiAq9q07MgjACGpBJ0l7ELRBW2qTVZZIS4CNNMJFMH2uRAZaYgO7b1DU6i6Utk/ppybkonT+cFcrX00Iz6BAdoWPkoEtURreoimqIoBf0it7Qu/FhfBnfxs9kdMWY7uTRHIzfP5FCra8=</latexit>

A
N

MA
A ,MA

<latexit sha1_base64="5xSsGbWvqsyvP0M0rzdJ1yteTg4=">AAACMHicbZDLSsNAFIZn6q3GW2uXboKl4EJKIt6WRTe6q2Av0JYymU7aIZNMmDkRQuhDuNW38Gl0JW59CqeXRS/+MPDznXPgn9+LBdfgOF84t7G5tb2T37X29g8OjwrF46aWiaKsQaWQqu0RzQSPWAM4CNaOFSOhJ1jLC+4n89YLU5rL6BnSmPVCMoy4zykBg1qP/cw9d8f9QtmpOlPZ68admzKaq94v4lJ3IGkSsgioIFp3XCeGXkYUcCrY2OommsWEBmTIOsZGJGS6l03zju2KIQPbl8q8COwpXbzISKh1GnpmMyQw0quzCfx3NiEgpdBLATJPkYDB2KoswniUak71SlTwb3sZj+IEWERnSf1E2CDtSXv2gCtGQaTGEKq4+axNR0QRCqZjy9Torpa2bpoXVfe6evV0Wa7dzQvNoxN0is6Qi25QDT2gOmogigL0it7QO/7An/gb/8xWc3h+U0JLwr9/4sCpZg==</latexit>

I1,1
<latexit sha1_base64="9au4AoOG0OPc2X71fR/F/2RV0Bg=">AAACNHicbZDLSsNAFIYnXmu8tXbpJlgKLqQk4m1ZdGM3UsFeoI1lMp22QyeZMHMihNDHcKtv4bsI7sStz+CkzaIXfxj4+c458M/vhZwpsO1PY219Y3NrO7dj7u7tHxzmC0dNJSJJaIMILmTbw4pyFtAGMOC0HUqKfY/Tlje+S+etFyoVE8ETxCF1fTwM2IARDBp1ar3koVd7ds6cSS9fsiv2VNaqcTJTQpnqvYJR7PYFiXwaAOFYqY5jh+AmWAIjnE7MbqRoiMkYD2lH2wD7VLnJNPPEKmvStwZC6heANaXzFwn2lYp9T2/6GEZqeZbCf2cpASG4WgiQeBKPKUzM8jwMR7FiRC1FhcGNm7AgjIAGZJZ0EHELhJU2aPWZpAR4rA0mkunPWmSEJSagezZ1jc5yaaumeV5xriqXjxel6m1WaA4doxN0ihx0jaroHtVRAxEk0Ct6Q+/Gh/FlfBs/s9U1I7spogUZv3/ehqri</latexit>

IN1
I ,1

... ... <latexit sha1_base64="R3ANQT5YyorUkFuxbCYbnBHAtTA=">AAACNHicbZDLSsNAFIYn9VbrrbVLN8FScCElKd6WrW5cSQV7gbaGyXTSDp1kwsyJEEIew62+he8iuBO3PoPTy6IXfxj4+c458M/vhpwpsKxPI7OxubW9k93N7e0fHB7lC8ctJSJJaJMILmTHxYpyFtAmMOC0E0qKfZfTtju+m8zbL1QqJoIniEPa9/EwYB4jGDTq1p3kwak/V8+rqZMvWRVrKnPd2HNTQnM1nIJR7A0EiXwaAOFYqa5thdBPsARGOE1zvUjREJMxHtKutgH2qeon08ypWdZkYHpC6heAOaWLFwn2lYp9V2/6GEZqdTaB/84mBITgailA4ko8ppDmyoswHMWKEbUSFbybfsKCMAIakFlSL+ImCHPSoDlgkhLgsTaYSKY/a5IRlpiA7jmna7RXS1s3rWrFvqpcPl6UarfzQrPoBJ2iM2Sja1RD96iBmogggV7RG3o3Powv49v4ma1mjPlNES3J+P0DxT6q1A==</latexit>

AN2
A,2

<latexit sha1_base64="6AVUtqYad3rm1XFeFnpJoLnV0TQ=">AAACMHicbZDLSsNAFIYn9VbjrbVLN8FScCElKd6WVTcuK9gLtKFMptN2yCQTZk6EEvIQbvUtfBpdiVufwkmbRW39YeDnO+fAP78XcabAtj+Nwsbm1vZOcdfc2z84PCqVjztKxJLQNhFcyJ6HFeUspG1gwGkvkhQHHqddz7/P5t1nKhUT4RPMIuoGeBKyMSMYNOreDhPnvJEOS1W7bs9lrRsnN1WUqzUsG5XBSJA4oCEQjpXqO3YEboIlMMJpag5iRSNMfDyhfW1DHFDlJvO8qVXTZGSNhdQvBGtOly8SHCg1Czy9GWCYqtVZBv+dZQSE4OpPgMST2KeQmrVlGE1nihG1EhXGN27CwigGGpJF0nHMLRBW1p41YpIS4DNtMJFMf9YiUywxAd2xqWt0VktbN51G3bmqXz5eVJt3eaFFdIJO0Rly0DVqogfUQm1EkI9e0Ct6M96ND+PL+F6sFoz8poL+yPj5BdYnqV8=</latexit>

A1,2

Fig. 6: A session with jump-over blocking, shown at the
level of periods in Figure 5, decomposed into exponentially-
distributed phases so as to result in Cox-distributed active and
idle periods. Transitions to outside the queueing network are
permitted only from the last period of the session.

of the queueing network are not permitted from any phases
that do not belong to the last period of the session. The state
space of this system is given by the set

S ′′ =

x ∈ NL :
∑
f∈F

q̃f (x) ≤ C,
∑

f∈F:nk∈f

qf (xf ) ≤ ck, 1 ≤ k ≤ K

 ,

(16)

where for a given state x, q̃f (x) is the number of active

sessions of flow f : q̃f (x) ≡
Mf

A∑
j=1

Nf,j
A∑

i=1

xf,A
i,j . Here, Mf

A is now

defined as the number of active periods for a flow f session,
and Nf,j

A is the number of phases in the jth active period of the
session. Since the subscript A now denotes any kind of active
period and not only an attempt, we introduce a dependence
on the specific period for the number of phases – this enables
us to model generally-distributed period durations. Note that
in this service mode, communication qubits are reserved for
the entire duration of a session, including idle periods. This is
reflected in the usage of qf (xf ) in the second sum of (16).

The blocking probability for this service mode is of the
same form as for the two previously discussed service modes,
with the main differences again manifesting through the traffic
intensities ρfi . Additional consideration is needed within the
analysis to account for the fact that blocking may occur not
only at the beginning of a session, but also during – following
idle periods.

Theorem 4. The stationary distribution π(x) and the blocking
probability of an active period πi(C) take the same form as
relations (4) and (5), respectively.

Proof. We first derive the stationary distribution π(x), x ∈ S ′′

for the service mode with resource relinquishment and jump-

over blocking as the retrial mechanism. In this service mode,
a session that had initially been admitted for service by the
EGS may get blocked later on, depending on the state of the
system x at the moment the session leaves an idle period.
Thus, to define the traffic characteristics within a session,
we require transition probabilities that are functions of the
state. Let pfi,j(x) be the probability of transitioning from the
ith phase of a type f session to its jth phase. Since in this
service mode, a session can only end during its last period, the
corresponding model is most similar to the “multiple EPR pair
generation with strict resource reservation” scenario. Thus, all
traffic characteristics of Section V-B apply (i.e., pfi,j(x) = pfi,j ,
∀f, i, j,x), with the following exceptions:

- If i is the starting phase of an active period (excluding the
first period of a session), j is any phase of the preceding
idle period, and x+ ei /∈ S ′′, then pfj,i(x) = 0;

- If moreover k is the starting phase of the next idle period,
then pfj,k(x) = pfj,i.

These amendments describe the jump-over blocking dynamics.
The external arrival rates into the system are zero for all

phases, except for the first of every session; these are given
by νf1 (x) = νf1 if x+ef1 ∈ S ′′, and zero otherwise. Letting γf

i

be the probability that a session belonging to flow f reaches
its ith phase starting from its first phase, we have that the total
arrival rate into phase i for flow f while in state x is

λf
i (x) =

{
νf1 γ

f
i ≡ λf

i , if x+ efi ∈ S ′′,

0, else.
(17)

Let us examine why λf
i has no dependence on the state x ∈

S ′′. For the following, suppose x+ efi ∈ S ′′. First, consider i
to be any phase of an active period, and j to be the first phase
of the same period. Then γf

i = pfj,j+1 . . . p
f
i−1,i. Next, let i

be the first phase of an idle period. The arrival rate into this
phase is νf1 , regardless of whether the transition is happening
from the preceding active period, or from the previous idle
period. The latter would happen if the system was at capacity
(the EGS did not have enough resource modules) at the time
of the transition, thereby causing the next active period to be
skipped (along with any other active periods that immediately
follow it). The new routing rules introduced above ensure that
the arrival rate into the idle period is equal to that of the
period(s) being jumped over. The arrival rate into any other
phase of an idle period is then computed similar to that of an
active period’s non-initial phase. By applying the local balance
approach as in Section V-A, we can show that the stationary
distribution π(x) has the same form as in (4) (note that the
definition of λf

i (x) is now given by (17) throughout).
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Fig. 7: Comparison of the average blocking probability per
flow according to (5) with simulations for an EGS with one
resource, connected to eight nodes, and serving

(
8
2

)
= 28

flows. Every node is restricted to a single communication
qubit. Session traffic is homogeneous. The absolute relative
errors are δdiscrete = 0.004, δexponential = 0.001, δCox = 0.003.

In order to obtain the blocking probability, we must consider
not only the external arrival process, but also the internal jump-
over blocking mechanism. For the former, we can apply the
PASTA property so long as session arrival process is a Poisson
process. For the latter, we utilize the result that “Departures
See Time Averages” from [16, Corollary 1], which was proven
for a slightly different model presented in that manuscript –
namely, there each active period is followed by an idle period.
The corollary nevertheless applies to our modified system, and
the proof is identical.

From [16, Corollary 1], we conclude that for an active
period that immediately follows an idle period, the blocking
probability is the stationary probability that upon departure
from said idle period, all EGS resource modules are engaged.
As mentioned earlier, the same applies to the first period of a
session. Finally, consider any active period that immediately
follows another active period in the session: its blocking
probability is equal to that of the first active period in the batch.
In other words, if j is the active period under consideration,
and i (i < j) is the closest idle period that precedes it (such
that there are no other idle periods between i and j), then i+1
is the first active period in the batch that contains j and j has
the same blocking probability as i + 1. If there are no idle
periods preceding j, then j has the same blocking probability
as the first active period in the session. We thus conclude that
the blocking probability for an arbitrary active period has the
same form as (5), with the only difference being the definitions
of ρfi .

VI. NUMERICAL EVALUATION

In real-world implementations of entanglement generation,
every individual attempt and calibration period has a finite
duration. In a demonstration of deterministic HE delivery
carried out between two NV nodes [28], for instance, the
authors describe entanglement generation attempts as taking
a fixed amount of time, ∆tattempt. On the other hand, the

Description Value
Link lengths 10 km

One-way communication time (RTT/2) 50.03 µs
Duration of calibration period (CR check), Tcalib 1 ms

Probability of single attempt success, pgen 1e-5 (a.u.)
Duration of a single attempt, Tattempt 115.072 µs

Attempt batch size 100
# batches (strict allocation) or re-trials (jump-over) 10

Total calibrations (idle periods) in strict (jump-over) modes 9

TABLE I: Physical parameters used in simulations correspond
to an EGS supporting batched single click HE generation for
NV colour centers in diamond as quantum nodes [28].

calibration periods take a variable amount of time, of which the
mean duration µcalib is known. To model such an experiment
one could sample the duration of each calibration period
from an exponential distribution with mean µcalib and fix the
duration of attempts to ∆tattempt.

To validate our analysis, we simulate three models of entan-
glement generation experiments. These correspond to discrete,
Coxian, and exponential distributions for the durations of peri-
ods. To ensure the simulations are compatible with our analysis
two key assumptions are made. First, in all simulation modes
and in numeric evaluation of (5) we fix the mean duration
of every attempt (calibration period) to some value Tattempt
(Tcalib). In discrete simulations the duration of each attempt
(calibration period) is set exactly to these values. Settings
(number of phases, duration of phases, transition probabilities
between phases) for the Coxian distribution, are chosen to
ensure (13) is satisfied. The second assumption is that the
probability any attempt results in successful entanglement
generation is a fixed value, pgen. For justification, see Section
III. Simulation parameters are detailed in Table I.

To quantify agreement between numerical evaluation of
(5) and simulated results we define error parameters δsim. type
based on the maximum absolute relative difference between
the points of the analytic and simulated data sets,

δsim. type :=
|maxx(yAnalytic[x]− ySim.[x])|

yAnalytic[argmaxx(yAnalytic[x]− ySim.[x])]
, (18)

where yAnalytic denotes an analytic data set, ySim. denotes a
simulated data set, and square brackets denote indexing the
data sets. The error parameter reports the difference between
the analytic and simulated data point for which the difference
is maximum, relative to the analytic value at that point. Each
simulation is run for a duration equivalent to 1150.73 seconds
of simulated real-time. Every data point from a simulation
is the result of averaging over 200 independent runs of
the simulation. Error bars for request blocking probabilities
correspond to the average over all independent runs of the
standard deviation in blocking probabilities between flows.

In a deployed quantum network, a network operator may
be interested in selecting a service model for an EGS based
on its performance across a range of metrics. We compare
the performance of the three service models of Section V.
In what follows, these service models are referred to simply
as strict single, strict multiple and jump-over, respectively.
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Fig. 8: Comparison of the strict single and jump-over service models, for an
EGS with one resource, serving eight nodes via

(
8
2

)
= 28 flows. Every node is

restricted to a single communication qubit. Session traffic is homogeneous. Left:
blocking probability per request. Middle: proportion of time the EGS resource is idle,
compared to total simulation time. Right: total amount of entanglement generated by
all sessions, during the time simulated. Data is obtained using discrete simulations.

Fig. 9: Per-flow blocking probability
heatmap. Data results from numeric eval-
uation of (5) for an EGS with two
resources, serving eight nodes via 28
flows. Session traffic is homogeneous.

Besides request blocking probabilities, we also study resource
utilization and the total entanglement generated in a fixed
amount of time. The former provides information on how
efficiently network resources are used, and the latter gives
a measure of the productivity derived from the allocation
of network resources. To study the resource utilization in
simulation, we define the resource idle ratio as the proportion
of time that one or more EGS resources is idle, relative to
the entire simulated time. To study the total entanglement
generated we track and sum the successful generation of
entangled pairs by any session over the duration of the entire
simulated time.

Before comparing the service models, we validate our
analysis of the blocking probability by comparing numeric
evaluation of (5) with the simulation results for the cases
of discrete, exponential, and Coxian distributions. Figure 7
shows results for an EGS operated in the strict single service
model, with control of one resource (C = 1), connected
to 8 nodes, each with a single communication qubit. We
observe close agreement between the analytic and simulated
results, all of which overlap well within one standard de-
viation for every data point. This is expected due to the
insensitivity result (Theorem 3) and supports our analysis.
The tightness of the overlap between each simulated data set
and the analytic results is captured by the absolute relative
errors, defined by (18). These errors are < 1% for each
simulation type. We validate the other service models for
the same EGS configuration and obtain error parameters of
(δdiscrete, δexponential, δCox) = (0.061, 0.015, 0.006) for the strict
multiple EPR pair service mode and (0.001, 0.003, 0.004) for
the jump-over service mode.

The performance of the strict single service model, where
the batches of entanglement generation attempts in a session
are separated by calibration periods during which nodes retain
EGS resources, and the jump-over service model, where these
batches of attempts are separated by idle periods during which
nodes release EGS resources, is contrasted in Figure 8. To
highlight the effect of this resource relinquishment, the mean

duration of the calibration and idle periods are set equal for
these simulations. Load on the EGS network results from
requests for resource access by the flows. Increased load
directly leads to increased blocking probability and decreased
idle time ratio in each service mode. When there is a relatively
low-load on the EGS, the difference between each performance
metric of the two service modes is marginal. When there is
high load on the EGS, the jump-over service mode results
in lower blocking probabilities, indicating better handling of
the high load. The lower blocking probability of the jump-over
model is reflected in the increased idle time ratio. Interestingly,
although the EGS resources are idle for a greater proportion
of the time in the jump-over mode, a greater total amount
of entanglement is produced. This indicates that for this
EGS configuration, the jump-over service mode makes more
efficient and productive use of the EGS resources. For the
physically motivated simulation parameters used, the perfor-
mance of the strict multiple service mode is not significantly
different from that of the strict single service model, hence it is
omitted from Figure 8. With these parameters, the expectation
value of successful entanglements per session is 0.01.

To investigate the impact of the restrictions on communica-
tion qubits, we numerically evaluated the blocking probability
for an EGS controlled by the strict single service mode with
2 (Figure 9) or 3 resources as the restriction varies from 1 to
10 communication qubits per node. In each case, we observe
that increasing the number of communication qubits per node
from 1 to 2 has a large impact on the blocking probability,
but further increases have little impact. Numeric evaluation
for strict single service mode scenarios where an EGS with
1, 2, or 3 resources is connected to 20 nodes and serves(
20
2

)
= 190 flows confirm that the same effect holds for

an EGS serving a large number of flows. We conclude that
when an EGS controlled by the strict single service mode
serves homogeneous traffic, an increase in the number of
communication qubits per node from one to two has a large
impact on the blocking probability, but further increases have
a limited impact.
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VII. CONCLUSION

We have proposed an on-demand resource allocation algo-
rithm for an EGS and developed its performance analysis in a
variety of traffic scenarios and operation modes. The analytic
and simulation frameworks we provide are valuable tools for
the development of load-balancing control algorithms for an
EGS, which could run at a higher level in the control stack to
ensure stable quality of service can be delivered to flows. An
important highlight of our model is that it flexibly incorporates
restrictions that are very present in NISQ era quantum devices
[12], hence being relevant for the development of a real near-
term network. This feature of the model can be used as a tool
to investigate efficient resource provisioning schemes – not
only for a single EGS serving a number of nodes in a star
topology, but also for a more complex network made up of
heterogeneous devices.
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