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Disjunctive Multi-Level Digital Forgetting Scheme

Marwan Adnan Darwish
Delft University of Technology

ABSTRACT

The virtue of data forgetting has become a substantial demand in
the digital era. Once online content has served its purpose, the
concept of forgetting arises to ensure that data remains private
between data owners and service providers. Despite significant ad-
vancements in supporting data forgetting through approaches like
access heuristics, elastic expiration times, and manual revocation,
the existing research falls short in addressing the demand for a
multi-level forgetting structure that can cater to diverse audience-
based expiration requirements while considering additional criteria.
To the best of our knowledge, no prior works have investigated this
gap, emphasizing the need for a comprehensive solution that can
effectively accommodate the varying expiration needs of different
audience groups. In this paper, we introduce a novel disjunctive
multi-level forgetting scheme designed to meet the aforementioned
demand for data forgetting. Our scheme introduces unique expi-
ration periods for the encrypted data the service provider stores,
called levels. Users are grouped into different levels based on pri-
orities assigned by the data owners. Each level corresponds to a
specific expiration threshold, enabling designated user groups to
access the content within its validity period before it is forgotten.
This approach enables selective data forgetting for one group while
enabling concurrent access and retention for other user groups
until the stipulated expiration period elapses. To achieve this, we
have devised a cutting-edge system that integrates a hierarchical
and dynamic scheme utilizing a key decay for managing expira-
tion periods. Moreover, we introduce an innovative approach that
harnesses smart contracts on a local Ethereum blockchain to en-
force regulations and streamline the secure and efficient expiration
and deletion of data. Finally, we thoroughly evaluate our proposed
scheme, focusing on decay sensitivity, computational complexity,
and rigorous security analysis.
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1 INTRODUCTION

In our information-driven world, data storage and access have be-
come incredibly efficient and affordable. This era of "big data" has
seen a remarkable surge in global data generation. According to the
Internet Data Center (IDC) [16] report, global digital data jumped
from 4.4 zettabytes in 2013 to an astounding 40 trillion gigabytes by
the end of 2020. This exponential growth is projected to reach an es-
timated 175 zettabytes by 2025. While this abundance of data offers
numerous advantages, it also poses real challenges. However, such
data storage and utilization raise concerns regarding privacy and
data protection [11, 18]. As a response to these concerns, General
Data Protection Regulation (GDPR) was enacted by the European
Union, emphasizing the Right to Erasure, also known as the Right to
be Forgotten [14, 20]. This concept aims to give individuals control
over their data, allowing them to request the removal or deletion
of their data from various platforms and databases [2]. To facilitate
the process of digital data forgetting, several techniques have been
proposed, including Vanish [9], EphPub [4], and Neuralyzer [27].
These approaches primarily focus on uploading online data to ser-
vice providers in a manner that obscures its content, along with
providing instructions on how to retrieve the private keys (i.e.,
decryption keys) during static or flexible expiration periods. They
rely on ephemeral storage solutions like Domain Name System
(DNS) [12] and Distributed Hash Table (DHT) [22] to store and
forget the private keys securely.

Unfortunately, previous studies have predominantly focused on
a single level of forgetting, where the decryption keys are simultane-
ously accessible to all users during the designated expiration period.
Moreover, in these approaches, the decryption keys are entirely
forgotten (i.e., destroyed) for all users once the validity period ends.
However, in order to cater to the diverse requirements of different
user groups, it is essential to implement privacy controls that al-
low for customized exposure management of ephemeral data. This
means that decisions regarding data exposure should not uniformly
impact all readers but should instead consider individual users or
groups of users and their specific needs [18]. The need for more
control in forgetting the private keys within a single-level scheme
results in inflexibility and imposes challenges when disseminating
content to multiple levels. By employing the same expiration peri-
ods for all recipients, the ability to effectively manage the level of
forgetting for stored data becomes limited [19].

Given these limitations, our research endeavors to overcome
existing approaches’ shortcomings by introducing an innovative
Disjunctive Multi-Level Forgetting Scheme. Our primary focus is
presenting a multi-level structure that caters to diverse groups. Our
novel scheme is constructed upon the foundation of the key decay
framework [6], which ephemeral key embodies the concept of grad-
ual deterioration from a state of integrity to complete corruption.
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In our approach, the multi-level scheme leverages a shared key,
precisely the decryption key, associated with the same content but
with distinct expiration times determined by owners. By allowing
variations in the validity period across different groups, we aim to
enhance flexibility and control over online content. Importantly, our
proposed scheme achieves its objectives without needing central
ephemeral storage for the keys or expiration periods. Our approach
involves encrypting and uploading online content using the key
decay concept. This encrypted content is then stored on the service
provider’s platform, where recipients with valid access privileges
can download it. Our scheme categorizes recipients into distinct lev-
els, each corresponding to a specific user group within the system.
The levels in our scheme serve as discrete categories that include
all users and are defined by specific rules, expiration periods, and
validity periods to reconstruct the ephemeral keys. As a result, each
user is assigned to a particular group based on the decision of the
data owner. The data owner maintains the authority to determine
the expiration periods by directly setting them or delegating this
responsibility to the providers. Access to and downloading the con-
tent are contingent upon meeting the specified criteria for each
group. This variation in expiration periods of the ephemeral key
enables the same content to remain visible in one group while being
forgotten simultaneously in another. As the decay progresses, all
groups will forget the key, rendering the content useless.

In summary, our research makes the following contributions:

e We introduce the concept of multi-level key decay as a novel
approach for achieving digital forgetting, showcasing its ability
to provide flexibility and dynamism in data management.

o We develop a comprehensive scheme that ensures the key’s par-
tial and complete ephemerality, addressing the specific needs of
different user groups.

o We evaluate the effectiveness of our disjunctive multi-level ap-
proach by implementing a prototype and conducting analyses on
decay sensitivity, computational complexity, and security aspects.

2 CONCEPT

This section introduces terminology, design goals and provides a
high-level view of the proposed scheme (see Figure 1).

2.1 Terminology

We define the fundamental notions used in this study, which include:
Disjunctive Multi-Level Scheme. A hierarchical organization of
audience (i.e., user groups), each with unique data expiration and ac-
cess control. Users belong to a single group, unlike the conjunctive
scheme, where they can be in multiple groups.

Sender. The entity responsible for encrypting and transmitting
data, setting expiration periods and generating the initial encryp-
tion key.

Receiver. The intended recipient with access to encrypted data
is responsible for decryption and access based on expiration and
group settings.

Encrypted Data Object (EDO). Data protected by the scheme, in-
cluding encrypted data, key generation points (i.e., random sources),
checksum, and predefined group rules.
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Platform Provider. The service that hosts encrypted data provides
infrastructure and tools for data management (e.g., Google Drive,
Dropbox).

2.2 Security Goals

Numerous security factors must be considered to make a suggested
solution reliable and feasible. Consequently, we formalize our secu-
rity objectives in the following:

Goal 1 - Guarantee a Multi-Level Forgetting Structure. The
scheme should support the flexible configuration of expiration peri-
ods for different groups based on the preferences of the data owners.
Goal 2 — Achieve Retrospective Privacy. The scheme should
prevent unauthorized access to the data only after the expiration of
the decryption key, ensuring that expired content remains private!.
Goal 3 - Ensure the Ephemerality of the Key. The scheme
should ensure that decryption keys are wholly forgotten at a spe-
cific point. Achieving Goal 1 results in varying key expiration times
across different levels, enhancing system security and flexibility.
Goal 2, retrospective privacy prevents attackers from retroactively
exploiting data, maintaining privacy even if they gain access to ex-
pired data. Finally, Goal 3 ensures secure key destruction across all
groups, minimizing the risk of unauthorized access or decryption
of data after key decay, ensuring long-term security.

2.3 Overall Architecture

Our scheme provides multi-level forgetting periods built over a key
decay scheme [6]. The data owner encrypts online content using
a key generated from the decay scheme. Key generation involves
fitting online data from random sources onto a Lagrange-basis poly-
nomial [7]. After uploading the content, the download manager
divides users into groups, each with its threshold for key reconstruc-
tion. This distribution process is facilitated through smart contracts,
determining the key’s lifespan. Each group can reconstruct the key
during its designated period, decrypting the content. Our system
allows data owners to dynamically set expiration preferences and
easily assign or reassign receivers based on these preferences to
different groups. As the decay period approaches, some groups
experience key decay while others can still access it. Eventually,

'While this assumption may seem idealistic, it serves to demonstrate the concept of

retrospective privacy. We recognize that real-world attackers may not always follow
such protocols (e.g., not persistently storing unencrypted copies of the data) [18].
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the key decays for all groups after a final period, achieving digi-
tal forgetting. This approach offers tailored audience-dependent
expiration periods, enhancing data forgetting control.

3 SCHEME DESCRIPTION

This section thoroughly examines the proposed system model, cov-
ering four key aspects: (i) Key decay scheme background, (ii)
Multi-level forgetting structure, (iii) Smart contract integration,
and (iv) Expiration and group factors. Table 1 summarizes the
notation used in this study.

3.1 Background on Key Decay Scheme

This section introduces the core framework of our proposed system,
the key decay scheme. This scheme utilizes Single-Level Forgetting,
where the level represents a distinct group of users without subdi-
visions or overlapping. Users follow the same forgetting criterion
for uniform decay. The implementation of the key decay scheme
encompasses the following phases:

3.1.1 Key Generation Phase. To guarantee the encryption of the
content prior to uploading, the decay mechanism relies on random
sources to generate a seed for key creation. This creation seed uti-
lizes diverse web sources, including platforms like Facebook, Twitter,
and YouTube, to obtain specific values such as views, likes, and tweets.
To accomplish this, the system employs a technique that generates
a diverse set of online values (i.e., a set of points) capable of fitting
into a Lagrange polynomial. The key generation process involves
constructing a Lagrange basis polynomial, where each polynomial
corresponds to a particular threshold K and the total number of
points N that determine the decay rate. Once the ephemeral key is
derived, it is employed in the AES 512-bit algorithm to facilitate the
encryption phase [5]. This process involves compiling and securely
storing the resulting EDO in the cloud by the service provider. The
system incorporates several techniques to ensure irreversible decay,
including a consensus mechanism that mitigates predictability and
increases computational complexity to deter brute force attacks
(Proof of Work [3]). In addition, the system utilizes alternating
sum and modulo operations to obfuscate the plain values obtained
(random source points). The alternating sum operation denoted
as Zi.‘:()(—l)i i, incorporates a series of switched sign values that
contribute to the obfuscation process along with modulo opera-
tions represented as F(x) mod p, where p € P is greater than N to
produce disjointed polynomial [6].

3.1.2  Key Reconstruction Phase. To decrypt the online content
for the intended recipients, the Lagrange polynomial is used to
reconstruct the key out of EDO structure. The same sources used
during the key generation phase are utilized to interpolate the
identical polynomial by meeting the threshold K (i.e., minimum
points) requirement. Through this scheme, the key is reconstructed,
enabling the execution of the content in its original form.

3.1.3  Key Decay Phase. To enable and streamline the process of
digital forgetting, the key undergoes gradual modifications over
time until it reaches a point of irrecoverability. As time progresses,
the online values will change, consequently impacting the coordi-
nates of the Lagrange curve used for key generation. These changes
will introduce new corrupted points (i.e., N polynomial points) that
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Table 1: Summary of notation.

Notion Description
X,y X, Y coordinates used in the Lagrange-basis polynomial

K Threshold of the polynomial

N Total number of the polynomial points

1 Lagrange-basis polynomial
C(N,K) Key recovery combination

| Validity period

D Decay period

G Group of level

L Single level

I Stability mean

P Prime modulus

(Nu, K)
(N>, K)
Levels (N, K)
(No. K)
Complete
Time ;[‘0 .Tl ?Z F 7.7r Decay
Phases | Data Lifetime ] Data Expiry |

Figure 2: An overview of the multi-level forgetting scheme.

differ from the previous ones. The decay scheme detects these alter-
ations and generates a distinct combination of K out of N a fixed
maximum number of points to obtain the seed. In the event that a
more significant number of K combination sets are affected by the
corruption, surpassing the predefined threshold, the key will decay.
This decay will result in all recipients losing the ability to retrieve
the key. As a result, the data will become inaccessible, meaning the
encrypted data will still exist but will be rendered useless without
a retrievable decryption key.

3.2 Multi-Level Forgetting Structure

The proposed scheme includes Disjunctive Multi-Level Forgetting,
wherein hierarchical levels are utilized to combine users into dis-
tinct groups. Unlike uniform decay, this scheme incorporates non-
uniform decay, allowing for different rates of decay or expiration
for various data or information within each group. The scheme
expands the scope of the decay mechanism by serving two primary
objectives: (i) Partial Decay, enabling selective forgetting for each
group, and (ii) Complete Decay, representing irreversible decay
of the data for all groups. The overall framework of this multi-level
scheme throughout the content’s lifespan is depicted in Figure 2.
The scheme comprises two main phases, outlined as follows:

3.2.1 Uploading Phase. Our system incorporates a key decay scheme
to generate the encryption key, also known as the seed. The key
generation process relies on a Lagrange-basis polynomial, deter-
mined by two key parameters: K minimum number of points and
N maximum number of points. To construct the polynomial, we
require a set of points, denoted as P;(x;, y;). Specifically, we are
given a set of required points K: (x1, y1), (x2, y2), ..., (X, Y ), where
no two points have the same x; within the set. The Lagrange-basis
polynomial with a specified threshold is computed using a product
formula:
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x—xi _ (x=x0) (x=x)

(xj —x0) " (xj — x)

1

L= [

i#j0<ick X
The resulting polynomial is then used to interpolate the correspond-
ing y values.

k
F(x) = > y;li(x) B)
Jj=0

The value of F(0) obtained from this interpolation is utilized
to generate the required private key. The scheme will generate
different levels of N to be fitted within the achieved polynomial,
meaning that the total number of points will acquire several poly-
nomial subsets. Using the Formula 2 above, F(x) and a new set of
online links (i.e., values), Pp (x1, x2, ....., X ), generate more points N
belonging to the exact Lagrange polynomial curve. Consequently,
the achieved polynomial will contain a dynamic total number of
points; any K out of N will be sufficient to get the exact polynomial.
The main reason for this circumstance is that different N will be
distributed and divided between recipients later in the decryption
phase. Each sample will result in a unique key recovery period,
leading to a different decay rate and a distinct expiration time for
that particular combination. Each level contains one group (G)
Levels = {Ly(Go),L1(G1),...,Ln(Gp)}. Once the key is derived,
the online content will be encrypted using AES 512-bit before being
uploaded to the provider.

3.22  Downloading Phase. During this phase, authorized recipients
are able to decrypt the online content. This process begins by recon-
structing the key using the used points during content uploading.
The download manager organizes users into groups based on their
expiration periods, which are determined by user preferences. The
combinations of key points, represented by the levels L = C(N, K),
are then distributed among the corresponding user groups. Each
group must fulfill the requirement of having at least K points out
of the assigned Nj (i.e., the subset of related polynomial points).
Consequently, if one group has more points than another group,
it increases the probability of key recovery, as indicated by the
binomial coefficient of (I;?) (permutations when N = K). To illus-
trate the range of key recovery possibilities across different levels,
random combinations are generated. This process helps showcase
the variations in the likelihood of successfully reconstructing the
key within each level: Co(No, K)

C1(N1,K)

Possibilities = ,Ni>2K>0 3)

Cn(Nn, K)

This indicates that the multi-level structure offers the flexibility
to define varying expiration thresholds for each group based on
specific preferences and the number of possible key recovery com-
binations. The concept of ephemeral key bits revolves around the
decay of particular values within the system after a certain period.
This decay process relies on changing random sources to generate
these values. Each group in the system has its own unique decay
and validity interval, which distinguishes it from other groups. The
inequality shown below illustrates the variation in these intervals:
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4

K<V, <N, if0<D,<K-1

Each level corresponds to a distinct combination of validity (V)
and decay rate (D).Online content can be decrypted as long as the
threshold for a particular level is not exceeded. However, decay
occurs once the threshold is surpassed, rendering the online content
invisible. This decay is referred to as partial decay for that specific
level. Finally, when decay affects all sharing schemes (i.e., all subsets
of the Lagrange polynomial Cy, (N, K)), it results in complete decay
for all recipients. Therefore, the key becomes irretrievable from
the original Lagrange-basis polynomial. The central idea here is
that the multi-level forgetting scheme offers flexible and dynamic
control over distinct levels. Each group is independently isolated
through the download manager to determine its specific validity
and decay rate, resulting in unique expiration periods.

3.3 Smart Contracts

Using Ethereum-based smart contracts, we streamline data expi-
ration management, automate processes, enforce rules, and set
expiration times for groups [23, 26]. This enhances sensitive data
protection, reduces complexity and costs, and eliminates the need
to store key traces or data fragments. Key management is off-chain,
with only group-specific rules stored in Ethereum contracts. The
formula below represents parameters for polynomial total points

at each level (L(G)) with the same threshold:
Py = (Lo(Go), K)
Py = (L1(G1),K)
Parameters =

®)

Py = (Ln(Gn), K)

Furthermore, the smart contracts will enforce the shared param-
eters (i.e., the total number of points and user classification) for
each group level to ensure the allowed validity is achieved. Each
level can form the combination upon expiration by retaining the re-
spective parameters plus the same threshold shared between all the
levels. The validity for each level (i.e., group of users) is described
below:

V= Ci(Ni,K),where(lI\?) (6)
Nyl
Ci(Ni, K) = KN K1 (7)

In summary, our proposed approach involves a customized group
rule assignment derived from the principles of EDO. This assign-
ment includes the total number of points, and the level of access to
a portion of these points is contingent upon user preferences. While
a unified threshold is common across all groups, the potential for
key reconstruction is based on the specific combination provided.

Algorithm 1 provides a detailed overview of parameter assign-
ment (i denotes levels, j represents groups within a level, and x
signifies point assignment variations within those groups). It begins
by categorizing users into G groups based on specific criteria (data
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Algorithm 1: Smart contract for rule-based key assignment
and digital forgetting

Require: G (Groups per level)

Ensure :V (Validity periods for each level)
1 function
2 L Rule-Based Key Assignment()

3 Input: Divide users into G groups based on certain criteria by data

owners;
4 for each level i do
5 Define groups G;; within level i; for each group j in level i do
6 Assign point assignments Ny;; for group G;;; Define
L validity period V;; for group G;;;

7 | Assigna common threshold K; for all groups in level i;

8 for each level i do

9 for each group j in level i do

Provide visibility to the content based on assigned
combinations K; and Ny;j;

10

for each level i do

for each group j in level i do

if current decay > V;; expiration time then
L PartialForgetContent(N;;, K;);

else
| (Niij, Ki, ) is still valid;

17 CompleteForgetContent();

owners). For each group i, it defines levels L;; and sets threshold
values K;, validity assignments Ny;;, and validity periods V;; for
each level. The algorithm grants content visibility based on the
assigned combinations K; and Ny;; for each group and level. When
these combinations are determined, points are generated from an
EDO and securely shared according to predefined rules, ensuring
authorized user access. The contract then checks if the current
decay has exceeded the expiration time V;; for each group and level.
Upon expiration, it triggers the PartialForgetContent function,
which removes specific key combinations according to thresholds
K; and validity assignments Ny;;. Afterward, the CompleteFor-
getContent function initiates comprehensive forgetting, deleting
all associated combinations (ephemeral keys), offering a systematic
approach for key assignment, validity management, and rule-based
digital forgetting in a multi-level data framework.

3.4 Expiration and Group Factors

The proposed multi-level scheme integrates expiration factors and
group classification for comprehensive key expiration [10, 21].
These factors and criteria regulate key validity and decay, catego-
rized into levels assigned to user groups for customized expiration
periods, enhancing key management and content control.

3.4.1 Expiration Factors. Essential factors in determining expira-
tion thresholds include:

Data Sensitivity. Influences the expiration period, shorter for
highly sensitive data.

Security and Usability Balance. Ensures security and convenient
access.
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Data Nature. Varies based on data type, requiring tailored expira-
tion.

Regulatory Compliance. Aligns with industry-specific regula-
tions. In addition to the factors discussed earlier, our scheme incor-
porates the concept of key decay rate, known as "Evolution." This
aspect is crucial for understanding how keys deteriorate over time,
influencing our key management and content control strategies.
Owners can customize evolution to align with group expiration
periods stored and managed within smart contracts. We aimed
to grasp how incremental values progressively corrupt keys until
they decay completely. Our study encompasses three distinct decay
rates(A): (i) Low Rate: Implies minimal change over time, resulting
in keys deteriorating very slowly, (ii) Moderate Rate: Involves an
average increment over time, leading to a gradual decay of keys,
and (iii) High Rate: Features a significant increment rate, causing
rapid key decay. These decay rates enable effective key manage-
ment, gradually obscuring and estimating approximate expiring
keys based on chosen parameters and influencing factors.

3.4.2  Group Classification. Users are categorized into groups based
on criteria like membership or access rights, allowing allocation of
expiration thresholds. Two approaches are:

Owner-Defined Expiration: Owners set unique expiration peri-
ods for each group.

Membership Level-Based Expiration: Duration based on mem-
bership level or privileges.

The scheme offers fine-grained control over content expiration,
enabling explicit rules or data-driven insights.

4 SYSTEM DESIGN AND ARCHITECTURE

With a focus on the multi-level forgetting scheme, the suggested
system design, shown in Figure 3, offers a thorough overview of our
framework. The system design begins with the data owners encrypt-
ing their data before uploading it to the provider environment. This
encryption process ensures the confidentiality and integrity of the
content. To enable the ephemerality of the encryption keys, the sys-
tem incorporates a decay scheme based on Lagrange polynomials
(Formulas 1 and 2). This scheme generates the keys randomly and
determines various decay rates (i.e., low, moderate, and high) de-
fined in smart contracts, allowing for controlled and gradual partial
key corruption until the complete deterioration. Upon EDO upload
to the provider by compiling all points needed for reconstruction,
owners can establish criteria for categorizing users into distinct
levels and degrees of forgetting (see Section 3.4). This classification
process enables personalized and finely-grained control over the
assigned expiration levels for each group. The multi-level forgetting
structure provides varying expiration thresholds tailored to user
preferences or administrator decisions, ensuring a customized ap-
proach to key expiration. The group classification (G;, 1<i<G)
and corresponding expiration periods (E;) for the G groups can be
represented as:

E;,
E; =
{f(mi),

These formulas capture the group classification and expiration
periods, respectively. Each group is allocated a unique classification
and expiration period, enabling personalized control over expiration

if Owner-assigned @®)
if Provider-assigned
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Figure 3: System design and architecture: Multi-level forgetting scheme, smart contract integration, and expiration control.

levels based on user preferences. In cases where the administra-
tor determines the classification (i.e., owners assign this role), the
membership level m; defines the rule or criterion utilized to ascer-
tain the expiration period. Subsequently, the group classification
information is transmitted to the smart contract, which acts as a
decentralized authority responsible for managing and enforcing
the defined criteria in EDO. Upon receiving the group classification
information, the smart contract commences the distribution of expi-
ration levels to the group members, as denoted by Formulas 5 and 7.
Each user or group within the system is assigned a unique identifier
or profile. The smart contract initiates a confirmation request to the
cloud provider to ensure accurate implementation and enforcement
of the expiration thresholds. This confirmation step bolsters the se-
curity and validates the correct application of expiration thresholds.
Upon receiving a request for decryption keys from a recipient with
valid access, the smart contract verifies their group membership
and eligibility. We have a set of recipients, denoted as R, and a set
of groups, denoted as G. Each recipient, represented by r € R, has
a membership status, m,, which can be binary: m, = 1 for group
members and m, = 0 for non-members. Eligibility for decryption
keys depends on this status and potential additional criteria. A
smart contract handles verification: if a recipient, m,, equals 1 and
meets specified criteria, the contract distributes necessary expira-
tion periods from EDO. It also provides key recovery parameters
to eligible recipients r € R, including P, (Lagrange polynomial for-
mula) and C; (specific key combinations). With these parameters
(i.e., combination, rates, and expiration time), recipients can recon-
struct decryption keys and access encrypted content. Expiration
levels vary, resulting in different decay rates and durations. Short
expiration levels (high decay rate) lead to faster key expiration,
while prolonged expiration levels offer extended access (low decay
rate). Following this stage, the partial decay process varies across
distinct user groups, adapting to their specific requirements and
access privileges. However, once the final time threshold is reached,
all groups across different levels will collectively forget the random
sources responsible for generating the polynomial. Consequently,
this collective forgetting prevents them from recalling the key, par-
ticularly since the key is not stored; it is solely generated from the
EDO to create and obscure the origin of the points. Implementing
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Table 2: Parameters used in the simulation study.

Parameters Description Variable Range
K Threshold of the polynomial [3,5,...,60]
N Total number of the [10,...,120]
polynomial points
A Decay rate [0.1...,100]
u Stability mean €Z, ji€[-50,50]
m Total number of entities [1,...,20]

this scheme facilitates selective forgetting, allowing for manag-
ing decay rates associated with the expiration period to formalize
group access. Simultaneously, it ensures complete decay occurs to
promote digital oblivion.

5 RESULTS

We created a prototype of our multi-level scheme with key decay
on the local Ethereum blockchain using a YouTube dataset and
pagination-supported APIs for key seed generation [8]. This seed
was employed to fit a Lagrange-basis polynomial, accommodating
static and exponential decay rates for efficient data expiration. Our
rigorous experiments, conducted on a MacBook with a 2.3 GHz
Dual-Core Intel Core i5 processor and 8 GB of memory, explored
various parameters (listed in Table 2), including K, N, A, y, and m, to
comprehensively assess their impact on system performance. Our
experiments covered three key areas: (i) Decay sensitivity: This
term evaluates how different decay fashions impact key expiration
and data security, (ii) Computational complexity: This concept
assesses the system’s efficiency in managing key expiration, and
(iii) Security analysis: This term refers to the assessment of the
system’s security measures.

5.1 Decay Sensitivity

In the evaluation of decay sensitivity, we examine the effects of the
decay process on key expiration in various scenarios. Our study
emphasizes four fashions, namely (i) Time-based decay, (ii) Gran-
ularity decay, (iii) Contextual decay, and (iv) Adaptive decay.

5.1.1 Time-based decay. Focuses on understanding how the decay
process influences key expiration over time. By analyzing the decay
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rate and observing the expiration of keys at different time intervals
using a multi-level scheme, we can evaluate the effectiveness of
the time-based decay mechanism in managing key expiration. Our
evaluation examines two main aspects: partial decay and complete
decay.

Partial Decay. To evaluate partial decay per group, we consider a
scenario where our system comprises three groups: short, medium,
and long expiration thresholds. It is important to note that, for the
sake of explanation, we specifically focus on these three groups
(containing a random p and m ) in this instance. We track the decay
rate and observe the corresponding key expiration for each group
over a specific period of time. This analysis allows us to assess
the sensitivity of decay by investigating how different expiration
thresholds affect the decay process within each group. Figure 4
provides a visual comparison of the decay rates and key expiration
among the groups. In our experiment, the decay level represented
the remaining key value using the formula: DecayLevel = 1 — A,
with A denoting the decay rate over time. We used exponential
decay functions, a common model for natural decay, where the rate
is proportional to the current value. Group 1, with a short expiration
and high decay rate, saw a rapid key value decline. Group 2, with a
medium expiration and moderate decay rate, exhibited slower decay.
Group 3, with a long expiration and low decay rate, experienced
a gradual decline. This illustrates how expiration thresholds and
decay rates impact each group’s decay process.

The results showed decay levels over time for the three groups.
Group 1 starts with an initial decay level of 1, decays to 50% in
about 3 minutes, and to 90% in approximately 6 minutes with a
10-minute expiration. Group 2 starts with a similar decay level,
reaches 50% in around 5 minutes, and 90% in about 12 minutes
with a 15-minute expiration. Group 3, with a 20-minute expiration,
takes about 7 minutes to reach 50% decay and approximately 17
minutes to hit 90%. We deliberately selected different decay rates
to create variations in group expiration (Table 2). The plotted vari-
ance represents outcomes from multiple experiments with varying
decay rates, introducing uncertainty and variability. Adding noise
simulates variations that might occur when repeating experiments,
with a range of variance around #0.1 from the original decay curves.
The magnitude of added noise dictates the level of variability, un-
derscoring the need for robust experimental design and replication
to ensure reliable results. Multiple experiments with different decay
rates reveal the range of possible outcomes, assess consistency, and
identify outliers or unexpected patterns.

Complete Decay. The complete decay evaluation analyzes the to-
tal decay rate and key expiration across all groups, complementing
the partial group-specific analysis. Figure 5 illustrates the combined
effect of partial and complete decay. To represent the decay process
for each group, we use decay intensity functions: I (¢) for Group 1,
L (t) for Group 2, and I5(t) for Group 3. These functions capture the
gradual decrease in decay level over time ¢ for each group, expressed
as I(t) = Z?zl et In these formulas, A1, A2, and A3 represent
the decay rates for each group. A higher value of A corresponds
to a faster decay rate (i.e., less y values), resulting in a more rapid
decrease in the decay level over time. Each group is represented in
the experiment by a unique decay process characterized by its spe-
cific decay intensity function. These functions for the three groups
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Figure 4: Partial decay evaluation for various groups.

18 20 22

are given by exp (—%t), exp (—%t), and exp (—%t), respectively.
These values are selected to represent experimental decay rates A in
three distinct groups, showcasing the varying speeds at which keys
degrade over time in the experiment. Comparing these rates, Group
1 has the highest A, indicating the fastest decay, followed by Group
2 and Group 3. Thus, Group 1 experiences the quickest partial decay,
decreasing in around 10 minutes, while Group 2 and 3 decay more
slowly, taking roughly 15 and 20 minutes, respectively. In Figure 5,
the top surface in each plot represents "complete decay” with a
constant intensity value of 0.9 throughout the experiment. This
intensity value serves as the threshold, indicating that a key is fully
decayed and no longer usable for decryption or accessing informa-
tion when its decay level reaches or surpasses this value. The final
decay time is set at 22 minutes, signifying that after this point, all
keys in all groups have irreversibly decayed, highlighting the loss
of associated information. These visualizations illustrate key decay
from their initial values to the final level (typically represented as
0), highlighting the irreversible nature of the process.

5.1.2  Granularity decay. Our research investigates key expiration
across different granularity levels: fine-grained, medium-grained,
and coarse-grained categorizations. We aim to understand the decay
pattern by tracking key expiration rates over time using specific
key combinations. Our investigation involves three distinct groups
to align granularity levels and assess their characteristics.

Figure 6 illustrates the relationship between key expiration and
granularity levels. Fine-grained keys, offering more key recovery
possibilities, exhibit a slower decay rate and lower expiration per-
centage compared to medium-grained and coarse-grained keys.
Fine-grained keys start at 20% expiration and reach 55%, while
medium-grained keys begin at 55% and reach 75%, and coarse-
grained keys start at 75% and progress to 95% expiration. These
findings emphasize the importance of choosing the right granu-
larity level for key categorization. More possibilities within a key
combination lead to a slower decay process, offering insights for
designing partial decay mechanisms that align with specific granu-
larity requirements.

5.1.3  Contextual decay. We also explore the impact of contextual
factors on the decay process and key expiration. Contextual decay
takes into account various factors that may influence the decay
rate and the expiration of keys. These factors can include the usage



SAC 24, April 8-12, 2024, Avila, Spain

Group 1

Intensity

0.2
0.4 3
0.6 o]

Decay Level Decay Level

Group 2

Marwan Adnan Darwish and Georgios Smaragdakis

Group 3

[ntensity

Time

Decay Level

Figure 5: Complete decay evaluation across different groups.

100JH\HHH\HHHHHMHHHH\\HHH\\H\HHHHH\ -
80 | e -

= E ax F
2 E E
E 60| E/a/z/212 %
2 E F
% E E
H40 -
& g g
> e —e— Fine-grained
20§ —8— Medium-grained |-

1 —+— Coarse-grained |-

U o o o s

10 20 30 40

Simulation Time (minutes)

50

Figure 6: Key expiration and granularity levels.

patterns of keys, the type of data associated with the keys, or the
sensitivity level of the data. For example, keys associated with
frequently accessed data may have a different decay rate than those
associated with rarely accessed data. Similarly, keys containing
highly sensitive information may expire shorter than keys with
less sensitive information. In our use case, data owners can define
rules and parameters for each level, enabling them to customize
the decay process according to their data’s unique attributes and
needs (see Section 3.4).

5.14 Adaptive decay. This concept refers to dynamically adjusting
the decay process based on specific criteria or feedback. It enables
fine-tuning decay parameters like decay rates and expiration thresh-
olds in response to system performance or user needs. In our case,
this adaptive decay empowers data owners to proactively manage
data, allowing them to shorten or revoke it as needed. This flexibil-
ity is achieved by separating levels and rules, allowing for manual
revocation or rule changes. Mathematically, adaptive decay can be
expressed as follows:

Ahigh ifM>T
A=f(M) =3 Ay  fM<T ©)
Adefault  Otherwise

In this formula, A represents the decay rate and M denotes a
certain measure or metric (e.g., average access frequency) that in-
fluences the adaptive decay process. The function f evaluates these
parameters and determines the appropriate decay rate based on the
user’s preferences or system requirements. The decay rate can be
dynamically adjusted by assigning different values to Apigh, Alows
and Agefaulr- If the access metric M exceeds a certain threshold T,
indicating a higher preference for key expiration, the decay rate is
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set to Apjgh. Conversely, if M falls below a threshold T’, indicating
a lower preference for expiration, the decay rate is set to Ajoy. For
all other cases, where M is within an acceptable range, the decay
rate defaults to Agefayyt. Figure 7 demonstrates the scalability of the
scheme with four decay rates, although it can accommodate any
number. The first rate exhibits exponential decay with a constant
of 0.3 and includes sinusoidal oscillations (i.e., periodic fluctuations
upon M ) at a frequency of 150, leading to decay fluctuations. The
second rate has a higher constant of 0.4, resulting in faster decay,
with minor sinusoidal fluctuations at 120 frequency. The third rate,
with the highest constant of 0.5, decays rapidly and displays no-
ticeable fluctuations due to a 100-frequency sinusoidal component.
The last rate, with a constant of 0.2, decays more slowly and in-
cludes a 100-frequency sinusoidal component, causing moderate
fluctuations. Between 4 and 12 minutes, metrics (M1 — M5) intro-
duce additional sinusoidal terms, further altering decay rates and
enhancing complexity. Users can fine-tune parameters using the
adaptive mechanism to align with their information retention goals
and preferences.

5.2 Computational Complexity

We compared the computational requirements of two forgetting
schemes, multi-level and key decay, as summarized in Table 3. Our
analysis evaluated efficiency, scalability, security, flexibility, and key
management aspects, providing insights into their computational
characteristics and trade-offs. Our experiments analyzed the time
and space complexities of the multi-level and decay schemes. The
multi-level scheme exhibited a quadratic time complexity (O(m?),
e.g., 100 ms for 10 data points, 400 ms for 20). Its space complex-
ity O(s(m)) grew linearly with data points (e.g., 100 KB for 10 data
points, 200 KB for 20). This reflects the impact of decentralization on
computational requirements. Conversely, the decay scheme demon-
strated linear time complexity (O(m), e.g., 10 ms for 10 data points,
20 ms for 20), making it efficient with larger datasets. The decay
scheme’s space complexity O(s(A)) varied with the decay rate. For
instance, with a 0.5 decay rate and 5 KB storage per unit of the decay
rate, it was 2.5 KB. Higher decay rates resulted in a faster reduction
of required storage space. Both schemes prioritize security by grad-
ually corrupting keys over time. The multi-level scheme provides
customized expiration policies and access privileges at the group
level, offering flexibility. In contrast, the decay scheme applies a
uniform decay process to all keys. In terms of scalability, the multi-
level scheme efficiently adapts to varying group numbers and data,
accommodating expanding datasets. Conversely, the decay scheme
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Figure 7: Comparison of partial decay rates in adaptive decay.

has fixed scalability, treating all groups uniformly without the abil-
ity to scale. Finally, Key management is a strength of the multi-level
scheme, granting data owners control over distinct expiration rules
and access privileges for each group. However, the decay scheme
lacks such key management capabilities.

5.3 Security Analysis

In this section, we assess the security of the proposed approach
regarding various security goals and threats.

Retrospective Privacy. The proposed scheme introduces a novel
key management and expiration method that enhances security by
ensuring complete key expiration. It incorporates the concept of
key decay and utilizes distinct levels with associated contracts for
partial decay. This approach significantly reduces the risk of data
exposure and unauthorized decryption, even if an attacker gains
access to the data later.

Brute Force Attack. The multi-level data forgetting scheme may
face brute force attacks, where adversaries attempt to guess the
key’s origin. To counter this threat, the scheme employs different
combinations for each level, making it more complex for attackers
to determine the key’s origin. Additionally, an obfuscation process
conceals the key’s sources, further thwarting brute-force attacks
(see Section 3.1.1).

Dynamic expiration periods. This research extends the decay
scheme to offer multiple key recovery options through partial and
complete decay, enabling users to manage decay rates for diverse
expiration periods. Smart contracts enhance this by enforcing rules
based on user preferences, providing greater flexibility and control
over data accessibility duration.

Extending Expiration Periods. The proposed approach enables
data owners to update rules and extend expiration periods by pub-
lishing new rules to smart contracts, granting flexibility according
to evolving circumstances (as discussed in adaptive decay 5.1.4).
Manual Revocation. The scheme supports manual revocation by
assigning unique identifiers to user groups. Data owners can revoke
access to specific groups by resetting shared parameters through
smart contracts without waiting for the decay scheme to complete.
Setting the parameters P = N = 0 (as in Section 5.1) prevents the
reconstruction of the private key combination and the decryption
of online content during the validity period.
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Table 3: A comparison of Multi-Level and Key Decay schemes.

Aspect Multi-Level Scheme Decay Scheme
Time Complexity o(m?) O(m)
Space Complexity O(s(m)) O(s(A))

Security Key Decay Key Decay

Flexibility High Low
Scalability Scalable Fixed
Key Management Granular Control Limited

6 RELATED WORK

This section summarizes recent developments in digital forgetting
and online data revocation. These studies aim to address the need
for secure and efficient deletion of digital information without con-
sidering audience-based expiration. Our proposed framework is
based on the key decay scheme presented by Marwan et al. [6],
allowing keys to exist temporarily without requiring centralized
storage during their validity period. However, a notable limitation
of this approach is the need for more flexibility in accommodating
different user groups. Various techniques have been proposed to
handle expiration periods, including flexible and fixed single-level
expiration periods for all audiences. Examples include Ephemer-
izer [13], Vanish [9], Neuralyzer [27], EphPub [4], and Timed Revo-
cation [15]. Another approach [17] uses smart contracts on a local
Ethereum blockchain to enforce revocation conditions based on
contractual agreements between cloud providers and data owners.
In the realm of provable data deletion schemes, Yang et al. [25]
introduced the number-rank-based Merkle hash tree (NR-MHT) for
efficient data integrity auditing and dynamic data insertion while
ensuring provable data deletion for the same audience. For secure
deletion in IoT devices, Xiong et al. [24] proposed a key deriva-
tion encryption algorithm based on flash memory’s hierarchical
structure. This algorithm involves simultaneous key deletion for all
users, encompassing both cipher form and key-related components
when data validity ceases. The Forgits data structure strengthens
online deletion by gradually dropping the lowest bits or pixels (least
significant bits) from old to new data, enabling infinite retrievals by
forgetting older stored data without impacting other user groups [1].
Despite significant progress in digital forgetting techniques, they
still face limitations in dynamically revoking access to files across
different user groups. Each reviewed technical proposal concen-
trates on particular functionalities within this context. In order to
offer a comprehensive comparison, we thoroughly considered the
key metrics within the digital forgetting domain in relation to our
proposed scheme; we have summarized our findings in Table 4.
Delete Content. Enables content removal from the platform, giv-
ing users control over its accessibility and option to delete it.
Reduce Exposure. Provides selective content forgetting on the
platform, allowing users to control access and share it with specific
audiences.

Flexibility. Enables customizable expiration periods for digital
content, allowing users to specify timeframes for automatic deletion
or inaccessibility, providing flexible content lifespan management.
Manual Revocation. Empowers users to revoke access to their
content anytime manually. This gives them control over who can
access their content and allows them to change permissions or
revoke access privileges as needed.
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Table 4: Comparative analysis of research studies: Examining different approaches.

Research Name Delete Content

Reduce Exposure

Flexibility =~ Manual Revocation

User-Level
Expiration

Scalability

Ephemerizer [13]
Vanish [9]
EphPub [4]
Timed Revocation [15]
Neuralyzer [27]

Towards contractual agreements [17]
Provable data deletion scheme [25]
IoT data deletion scheme [24]
Forgits [1]

Key Decay [6]
Proposed Scheme

SN N N NN NENENENEN
WX X X X X X X X X X%

CAUX OO NN X X %%
S L NENE N g e
SRS NN O S
%% X X X X X X X X

Scalability. Pertains to the system’s ability to efficiently manage a
large volume of users and data while maintaining optimal perfor-
mance.

User-Level Expiration. Enables disjunctive personalized expi-
ration periods for user content, offering individual control over
accessibility and deletion timelines.

7 CONCLUSION

We introduced a novel multi-level data forgetting scheme using key
decay techniques. The ubiquity of digital data demands solutions for
audience-dependent data transience and ephemerality. Our scheme
empowers data owners to manage expiration periods for different
user groups, providing better content control and customization.
This flexibility enhances content management and personalized
forgetting, creating a comprehensive framework for optimizing
content management while ensuring improved accessibility and
privacy across user groups. We have implemented and evaluated a
prototype, yielding promising results for our scheme’s effectiveness.
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