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Abstract

Anomaly detection has gathered plenty of attention in the previous years. However, there is little evidence
of the fact that existing anomaly detection models could show similar performance on different streaming
datasets.

Within this study, we research the applicability of existing anomaly detectors to a wide range of univariate
streams. We identify main dependent factors with time series that might influence the difference in perfor-
mances of popular anomaly detection models across different streams, namely, time series features, data
drifts, and disorder. We explore the effects that each of the dependent factors has on the performance of
selected anomaly detectors. Based on our findings, we propose an adaptive threshold technique that moni-
tors time series disorder. This technique can be integrated into built-in threshold of various anomaly detec-
tors. We show the usability of the proposed method in improving the performance of the models on selected
datasets.
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1
Introduction

1.1. Problem Description
Anomaly detection is a process of finding outliers or abnormalities within data. Since many modern services
work with big data and rely on (semi)automatic techniques for data processing, automated anomaly detec-
tion has become a hot topic in the IT community in recent years. Modern services, as banks, often work
with big data streams that require real-time processing and monitoring of the performance metrics or other
relevant indicators. As the consequence of the above, one of the booming branches of anomaly detection
services is incident analysis in real-time data streams.

Many research efforts have been done in the direction of analyzing online data streams and real-time in-
cident detection. LinkedIn [2], Yahoo [48], Microsoft [72], and Facebook [4] - all these industries conduct own
research projects in online anomaly detection and proposed own detective models. Usually it is extremely
resource-consuming to obtain anomaly labels of data streams[72], and the above mentioned frameworks
prioritize the usage of so-called unsupervised methods in which machine learning algorithms do not require
any ground truth labels for training. In this work we as well concentrate our attention on unsupervised meth-
ods for anomaly detection in streaming data due to its particular importance in monitoring automation.

Albeit there has been a high interest to online anomaly detection in recent years with the continuous
appearing of newer incident detectors in scientific literature, studies in this area suffer from several issues,
from our point of view:

First of all, newly proposed models are not always evaluated in streaming scenario (sliding window sce-
nario) [62], [48], [80] and there exists little to no consensus in the community on the exact evaluation setup
for real-time streams.

There is little agreement on what test settings should qualify for near real-time processing: some of the
works develop their detectors to predict one-point-ahead anomalies [72], [97] and, therefore, can be consid-
ered as real-time detectors. Nonetheless, other works [22] detect anomalies in per-batch scenario, where the
detector waits until time points fill in the batch of a certain size, and only then makes anomaly prediction on
the whole batch.

Lastly, we found a lack of clarity about the generalizability of the proposed models. Generalizability refers
to the ability of anomaly detectors to exhibit a comparable performance over different set of streams. Even
though there exists only limited amount of publicly accessible data of univariate time series with anomaly
labels, many research papers do not test their models on all of the dataset or they rather pick only certain
time series from those datasets [39], [72], [97], [56], [62]. As the result, models proposed by different research
projects can not be compared over full set of available data.

All of the above issues add obstacles to creating an organized overview of the existing methods, and their
applicability across different streaming settings. Our study attempts to tackle this problem by performing a
generalizabiltiy study in which we have structured and tested a wide range of unsupervised online anomaly
detectors on a large set of public time series data. We researched how well different models adapt to various
time series data, and what time series factors might influence generalizability of the detective models. Based
on the observations collected during our generalizabiltiy study, we exploited our findings by identifying the
obstacles in time series nature that prevent model generalization to different streams. We proposed the ways
to tackle identified problems as well as we exploited our findings by suggesting a new adaptive threshold
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4 1. Introduction

technique for near real-time anomaly detection applicable to a range of models and data streams. We test our
thresholding technique in combination with the best-performing anomaly detectors on three public bench-
marks which include a total of 12 datasets. Based on our exploratory analysis, we select a single final online
anomaly detector, and we compare the performance of our final model against state-of-the-art alternatives.

1.2. Research Questions
1. Is the anomaly detectors’ performance preserved across different streaming scenarios?

2. Which time series factors influence the performance differences?

3. How can we diminish the effects of these factors?

1.3. Contributions
The contribution of this work consists of several parts:

1. This work starts by structuring conventional models for unsupervised anomaly detection in univari-
ate streams into own groupings, and researches their applicability into various online scenarios. We
compare performance of anomaly detectors over wide range of datasets in order to identify their gen-
eralizability.

2. We analyze possible influences of behaviors and factors found within time series data on the predictive
performance of anomaly detectors. We structure possible series factors into 3 main categories, and we
research each category separately.

3. By exploiting the results of our analysis, we propose a thresholding technique that can be combined
with existing anomaly detectors. We research how the addition of such thresholding technique in-
fluence the performance of existing base detectors. We also report the results in comparison to the
state-of-the-art predictive models.

4. Finally, we discuss the applicability of conventional evaluation techniques in the domain of online
streaming data, and discuss the alternatives.

1.4. Objectives and Constraints
Here we discuss the concrete requirements and constraints in our work:

1. Our work looks solely into univarite type of time series with one dependent variable changing over the
flow of time.

2. We work only with completely unsupervised anomaly detectors since this class of machine learning
techniques requires minimal human intervention into training process and, therefore, more resource-
optimal. This also means we do not perform any hyperparameter tuning.

3. In our experiments we test our models in online settings by emulating sliding window scenario over a
stream. We test both: single point anomaly detection as well as batch (interval) anomaly detection of
the incoming data.

4. Since we are working with online scenario, we strive to keep anomaly predictions as near real-time case,
meaning we allow maximum delay of our models to be below 100 timestamps in future. Depending on
the dataset granularity, exact window size may vary per case.

5. We are interested by not limiting our research to the use-case of machine metrics. Since anomaly la-
beling by experts is resource-consuming exercises, there exists only limited amount of publicly avail-
able datasets with such types of data, and the true nature of time series is not always known for such
datasets. Completely limiting ourselves to only one type metrics would mean that we need to exclude
large parts of available data and, therefore, weaken our analysis.



2
Background

2.1. Time series
Time series are series of data points measured over time. These points are indexed over certain periods of
time, or lags. Lag is a fixed but not necessarily minimal amount of passing time between time series points.

Univariate time series are represented by a single observation or variable that changes over time, whereas
multivariate time series keep track of several time-dependent variables varying over time. This study looks in
the case of univarite time series only.

Mathematically, univariate time series can be represented as a collection of observations over period of
time. One of the notation that is used for time series analysis is shown in equation 2.1 and represents a time
series X that is indexed by natural numbers.

X = (X 1, X 2, ...) (2.1)

Another widely used notation is shown in equation 2.2 with T represents time set.

Y = (Yt : t ∈ T ), (2.2)

2.2. Time Series Features
Time series differ in their shapes and sizes, and such differences can be quantified via time series features. In
general, time series data has core components as seasonality, trend, and cycle. By seasonality, the variation
in time series behavior with a period less than a year is referred, whereas more long-lasting variations in
behavior are called cycle. Trend represents a moving (increasing or decreasing) pattern in time series.

Below, we describe examples of some well-known time series features.

1. Autocorrelation is the similarity between observations as a function of the time lag between them. Au-
tocorrelations shows how different lagged versions of the same time series correlate to each other.

2. Seasonality refers to the periodic fluctuations that fit below one year interval. For instance, time series
of electricity consumption will be higher over colder months of the year showing seasonal pattern.

3. Stationarity, on its turn, refers to the case when characteristics of time series do not change over time
but stay fixed. Stationarity is usually determined by measuring mean, variance and covariance of a time
series over some period: if these values stay steady, then time series is said to be stationary.

4. Trend represents general incline of data over higher or lower values. Often, trend is associated with
slope of data that is not disrupted by seasonal behavior.

Graphical example of time series with various properties are shown in Figure 2.3.
Furthermore, as many as thousands of different metrics can be extracted from time series data with the

newer properties appearing over time [32]. Such features may include some base properties as kurtosis, or
more novel metrics as, for instance, Wang periodicity measure. [92]

5



6 2. Background

Figure 2.1: Different types of time-series. [72]

2.3. Univariate Streaming Data
Data streams are the flows of data points (single point per timestamp in case of univariate streams) with new
observations appearing gradually over time usually (but not always) with fixed time intervals. Distance be-
tween adjacent time series points is called time series granularity. Time series granularity is use-case specific
and can vary from milliseconds to days, month or years. For instance, when talking about data streams in
medical equipment such as cardiology monitoring software [5] or machine metrics monitoring tools such as
CloudWatch [1], time series granularity usually falls below 1 hour interval since it is crucial for these systems
to get prompt observations and react timely. On the other hand, for tracking trends such as admissions of
patients to intensive care [8] or stock market analysis on a long distance [6], granularity of days, weeks or
month might be used.

The main challenges in working with such kind of data is that new observations appear gradually over
time and it is impossible to have a look in future to collect missing data. In addition, since the process happen
in real time, software tools must be fast enough to perform given task within time interval before getting new
observation. Lastly, data might change its behaviour or its structure over time, consequently, arising the need
for software tools that work with this data to be capable of adjusting themselves to the incoming flow changes
in real time.

2.4. Anomalous Data
Generally, anomalies are considered to be the parts of data that do not fit into expected or accepted behavior
as judged by the previously collected instances. Due to complexity of identifying what does and what does
not fall under normal behavior of data, in many cases anomaly identification is subjected to human expertise.

On a higher level, it is widely accepted to classify anomalies (including time series anomalies) into three
major groups [79] that are sketched in Figure 2.2 and explained below:

1. Point or Global Anomalies: anomaly is represented by a single point within a time interval which be-
haves differently in relation to the rest of time series points.

2. Collective Anomalies: anomaly is represented by a group of consecutive points with unexpected behav-
ior in relation to the rest of time series.

3. Contextual Anomalies: anomaly can be a combination of single-point and group anomalies that have
similar behavior to the rest of the time series but considered to be abnormal under specific circum-
stances or in a particular context.

Point or global anomalies represent the simplest type of anomalies [45] and they are researched more
broadly in a scientific society. Contextual anomalies are more complex types of anomalies due to the fact
that their normality depends upon underlying data knowledge or context. For example, a fluctuation of daily
temperature around 30◦C is not considered to be abnormal in the world unless such temperature is recorded
in Canada in winter period. An example of contextual anomaly within time series is shown in Figure 2.3.
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Figure 2.2: Three main types of anomalies: point (global) anomaly (left), collective anomaly (middle), contextual anomaly (right) [51]

Contextual anomaly behavior is induced by the structure of time series that has been observed before. Such
structure can be define via the attributes of 2 types [27]:

Point and collective anomalies are determined using the values of behavioral attributes whereas, in order
to identify contextual anomalies, contextual attributes are used. There is a rising interest to the detection of
contextual anomalies, especially in the time series data [14], [56], [62].

1. Contextual Attributes are described as the context or neighbourhood of a time series point: it is time
coordinate that determines the position of corresponding point in a time series.

2. Behavioral Attributes are non-contextual characteristics of a time point. For example, monthly temper-
ature in winter in Amsterdam, Netherlands describes normal behavior of temperature data.

Anomaly classifications in time series are not limited to the three categories from [79]. More recent studies
proposed to distinguish between dependent time series variable type (categorical or numerical) as well as to
classify anomaly based on how its behavior corresponds to the rest of time series [31]. Nevertheless, such
classification rely heavily on human expertise and, to the best of our knowledge, has little applicability into
unsupervised use case.

2.5. Anomaly Detection
The process of anomaly detection strives to identify unexpected and undesired behavior in data. It can be
defined as below [72]:

Given a sequence of time series real-valued points x=(x1, x2, ...), the aim of time series anomaly detection is
to produce the output y=(y1, y2, ...) of equal length in which yi denotes the anomaly label for time series point
xi at time i with yi ∈ 1, 0.

Generally, automated methods for anomaly detection rely on statistical or machine learning techniques.
Depending on availability of labels in data, anomaly detection methods can be classified into the following
categories:

1. Supervised Anomaly Detection makes full use of anomaly labels in data. Supervised methods are both
trained and evaluated using anomaly labels. Both classes of labeled instance, normal and anomalous,
must be provided within the training data in order for supervised methods to be reliably trained. The
main challenges of supervised methods are related to the fact that anomalies are far fewer compared
to normal points which leads to imbalanced class distribution problems [66]. Secondly, there is a big
challenge in obtaining representative labels for abnormal points [27]. Several techniques are present
that tackle this problem by injecting artificial anomalies into the normal data streams, yet it is still not
known how representative artificial anomalies are of a class of real-world anomalies in a particular time
series.

2. Semi-supervised Anomaly Detection. Semi-supervised methods require only normal instances to have a
label leaving anomalous points out. In addition, there exists only limited set of semi-supervised meth-
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Figure 2.3: Contextual anomaly t2 in a temperature time series. Temperature at time t1 is same as that at time t2 but occurs in a
different context and hence is not considered as an anomaly. [27]

ods that requires anomalous instances to be labeled for training [28]. Due to smaller amounts of label-
ing labour required for creating such models, they are generally more widely applicable in industry.

3. Unsupervised Anomaly Detection. This class of techniques do not require anomaly labels and, hence, is
the most broadly applicable method out of all 3.

Depending under which category an anomaly detection method falls, different techniques for training
and anomaly labeling are used. In case of supervised anomaly detection, a typical approach is to build a pre-
dictive model that oppose normal and anomalous classes represented by the labeled instances in a training
data. Anomaly detector then learns the inner representation of this classes which differs depending on the
exact technique that is chosen.

Semi-supervised methods, similarly to supervised methods, construct class representation but only of a
single (normal) class. Then such methods are trying to find anomalies in test date basing their predictions on
normal class only.

Lastly, many unsupervised methods make an implicit assumption that anomalous data is far less frequent
than normal instances and try to distinguish fewer anomalous points based on the characteristics that pop
out. If the implicit assumption of the quantity of anomaly points within data is wrong, unsupervised methods
typically suffer from high false positive rate. [27].

It is hard to generalize the set of all existing anomaly detection techniques under limited set of categories
- the above overview is a general outline of the most widely used base methods in the field. More detailed
description and classification of anomaly detectors is given in Section 3.2.

Figure 2.4: Screenshot of a layout of Grafana service.
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2.6. Monitoring Services
Streaming data is used in monitoring frameworks that are programmed to track incoming streaming values
and perform desired operations in real time on the input values before sending it to an end user. Many au-
tomated services require own monitoring routines in order to track performance or health indicators [72].
Monitoring services can simply visualize incoming streams to an end-user, calculate some performance met-
rics and aggregate values in time, or detect and alert once the behavior of the interest has been encountered.
An example layout of monitoring service application is shown in Figure 2.4.

There are several challenges in designing and deploying monitoring services which are currently con-
fronted by the research community, and the solutions are in active research.

1. Lack of labels. Anomaly detection requires domain expert to define the notion of anomaly as well as
to label example metrics in order to obtain validation data for service creation, tuning and evaluation.
Since anomalies are considered to be rare events within data, in order to get reliable evaluation of an
end product, it is necessary to have many time points labeled by human experts. This puts an import
constraint on monitoring service development in production scenario.

2. Generalization. Streaming metrics of various nature and type can be of an interest to an end-user.
Building a tailor-made monitoring services per every stream is extremely inefficient and time consum-
ing. In addition, it would require data labels to be provided by human experts per a stream of interest.
Therefore, there is a huge demand for generalizable monitoring models that can be applied into various
streaming scenarios with no prior optimization.

3. Efficiency. Monitoring system should be capable of processing of thousands of different streams in a
real time. When the granularity of time series is small (in order of seconds or minutes), what is usually
the case with monitoring of business or health metrics, it puts important challenges and constraints to
the development of the monitoring model which should be fast enough to perform all this tasks.

Due to the Lack of Labels constraint, unsupervised anomaly detection methods are being studied more
broadly. However, the research focus is not limited by unsupervised machine learning techniques due to the
complexity of the problem. Yet, in this work we focus on unsupervised methods due to their wider applica-
bility.





3
Related Work

In this chapter we introduce previous works and findings that are relevant to our research domain. We start by
explaining modern extraction techniques for time series feature, that we later use in our generalizability anal-
ysis (Section 3.1). We then proceed by defining the main categories of machine learning models for anomaly
detection: we introduce own groupings of such models based on literature survey, and we provide examples
of the most popular methods in each category in Section 3.2.1. In Section 3.2.2, we explain state-of-the-art
machine learning methods for anomaly detection. In the last Section 3.3, we give in-depth overview of the
inner workings of our base models. We test and define our base models during the first stage of experiments
described in Section 5.3.

3.1. Time Series Feature Extraction
As many as several thousands different time series features can be extracted from time series data. There
exists many publicly available services and libraries for time series feature extraction and analysis, with hctsa
[32] being one of the most well-known. hctsa is tailored for Matlab and provides more than 7000 proper-
ties for time series extraction. Extracting such amounts of features from lengthy time series and performing
exploratory analysis upon them is resource-consuming. Therefore, attempts has been made to overcome
the necessity of analyzing whole set of features by identifying the most influential and representative ones.
Several studies provide reduced sets of time series features for faster and less-expensive time series analy-
sis [48], [93], [60]. Not rarely, studies then analyse correlations between extracted time series properties and
the performances of anomaly detectors on the corresponding time series. For instance, Wang et. al. made
an attempt to induce rules for selecting the most optimal time series forecasting model based on time se-
ries features such as trend, seasonality, periodicity, serial correlation, skewness, kurtosis, non-linearity, self-
similarity, and chaos [93]. Lately, Yahoo research group based their EGADS systems for anomaly detection
within time series [48] on the features derived in Wang et. al. research.

Usually, extraction of a subset of representative features is done manually and is based on one’s own ex-
pertise [61], [91]. Yet, there exist sets of prominent features extracted in alternative ways [54]. In this study, we
decided to focus on feature sets proposed by 2 different extraction approaches, namely, FFORMA approach
and Catch22 approach that are described in depth below.

3.1.1. FFORMA Approach
FFORMA is a complete system for anomaly detection that make use of time series features. Features are
extracted as a preprocessing step and then they are exploited during prediction phase [60]. FFORMA includes
ensemble of meta learners to predict anomalies and uses their weighted combination based on extracted
features. We use only preprocessing part of the system to compute time series features. The total amount
of FFORMA features is 42 and listed in Appendix 18. These features are subjective to manual selection and
derived from the lists proposed by Hyndman et. al. in 2015 [41] and Talaga et. al. in 2018 [86].

3.1.2. Catch22 Approach
Catch22 approach starts by analyzing all dynamic time series properties present in hctsa package [54]. It
then finds principal components, or the most representative groups of features, among the complete set of

11
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hctsa features. The reduced set of time series features is extracted by analyzing performance of classification
models on a large set of time series classification tasks. In such settings, the most representative features tend
to exhibit strong correlation to classification performance across the given collection of time series problems.
The final list of features is present in Appendix 18. Later study confirms that Catch22 extracts features with
the lowest redundancy as compared to other available feature extraction packages on a different classification
task [36]. The total amount of Catch22 features is 22, and they are listed Appendix 18.

3.2. Machine Learning Techniques for Anomaly Detection in Time Series
Several previous studies [87], [57], [64] have proposed classifications of machine learning models for anomaly
detection into definitive groups. Usually such classifications share many categories in common, as for in-
stance, deep learning methods or ETS methods. However, different taxonomies do not completely agree on
the final set of classifications or they instantiate same machine learning methods under different categories.
In addition, such classifications do not always include more recent state-of-the-art techniques. For this rea-
son, we decided to create own grouping of machine learning methods for anomaly detection in univariate
time series. Our grouping still shares many similarities with already available ones.

3.2.1. Grouping of Machine Learning Methods for Anomaly Detection
1. Distance-based methods - are machine learning methods that evaluate data points based on other

data points that surround them. Anomaly is detected based on dissimilarity to majority of data points
in the surrounding. Some well-known methods include:

(a) Local Outlier Factor makes use of local density deviation (local reachability density) of a given
data point with respect to its surrounding. [23] [88]

(b) kNN density estimation is based on distance between a given data point and its neighbouring
points. [100] [88]

2. Clustering methods - are methods for grouping similar data points. Clustering algorithms strives to
keep points with the similar properties within the same cluster while maximizing distance between
individual clusters. Data points that are left unassigned are treated as anomalies. Some well-known
methods include:

(a) One-class SVM is a classifier that identifies normal class of data points by finding a function that
is positive for the regions with high density of normal points, and negative otherwise. Any data
point falling into the ’negative’ region is considered to be an anomaly. [46]

3. ETS methods analyze time series’ error, trend, and seasonality to build statistical representation of it
and detect anomalies based on own forecast of time series behavior.

(a) ARIMA a model applicable for time-series analysis in order to model / predict time series points
and is based on previously recorded time-series values. An example use of ARIMA for anomaly
detection can be found in [59].

4. Isolation methods relies on the fact that anomalies are easier to separate from the rest of the data and,
hence, attempts to identify and isolate outliers from real points instead of learning the behavior of the
normal data. Generally, outliers are found by data partitioning: the main assumption of such methods
is that outliers needs less data partitioning in order to be isolated from the normal data points. The first
and the most well-known method is:

(a) Isolation Forest explicitly isolates anomalies by recursively generating data partitions with binary
trees and a randomly selected attribute [52] [70]

5. Saliency methods are based on log-amplitude spectrum of input data. Various methods include tweak-
ing saliency methods by ,for example, taking only phase spectrum of data for efficiency reasons [38].

(a) Spectral Residuals analyzes log-amplitude spectrum of the incoming stream. For every input data
point, its spectrum is compared against average log-amplitude spectrum of the normal data. Con-
sequently, anomalies are inferred based on high deviation from mean spectrum values. [72]
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6. Deep learning methods include various deep neural architecture to tackle anomaly detection prob-
lems. Different models can be based, for instance, on deep feature extraction, learned signal represen-
tation, or end-to-end anomaly score learning [65].

(a) Autoencoder is a neural network that reconstructs incoming signal through several hidden layers.
Therefore, its output signal is a reconstruction of the most important features of the true input
signal. Data points that do not fit into the Auto-Encoder output are treated as outliers [50].

(b) Replicator Neural Networks (RNN) is a neural network that compresses incoming data and calcu-
lates average reconstruction error over all data features (outlying factor of the data). The outlying
factor acts as a measure for detecting anomalies. [85].

7. Combinations of methods and ensembles - anomaly detection methods that combine several different
approaches for anomaly detection in sequential or joint fashion.

(a) FFORMA is an ensemble of various machine learning methods where the final label is based on
the weighted labels produced by the FFORMA ensemble. Weights of the weak learners within the
ensemble are assigned based on the properties of the input data and their relation to predictive
models in the ensemble. [60]

3.2.2. Novel methods
In recent years there has been created numerous novel unsupervised methods for performing anomaly detec-
tion in time series, yet many of them either not directly applicable or needs modifications in the algorithm in
order to be performed in online scenario. The most widely-known methods with direct integration into data
flows are ETS-based methods as (S)ARIMA [99] or Exponential Smoothing [71]. More recent academia meth-
ods often make use of neural-network approaches such as Long Short-Term Memory Auto-Encoders (LSTM
AE), Variational Auto-Encoders (VAE), and Convolutional Neural Networks (CNN). For example, Donut model
[97] is based on VAE, and Spectrual Residuals model from Microsoft uses CNN to automatically set anomaly
threshold [72]. The most recent CNN-based method for incident detection is DeepAnt [62] which uses CNN
as a core of its time series predictor module. Additionally, LSTM layers can also be used as a core of DeepAnt
architecture. The main drawback of using such models is related to their computational complexity and time
required for retraining.

On the other side, recent anomaly detection libraries and tools proposed by the industry research often
includes variety of methods for joint use as an ensemble. Not rarely, such collections include ETS-based or
Neural Networks methods, nevertheless, they are not limited just by ETS and NN methods. For example,
EGADS from Yahoo [48] make use of ensemble in its core. EGADS was proposed in 2015 and includes ETS
weak learners (ARIMA and Exponential Smoothing) in its setup as well as other techniques as Moving Average
Model.

Other recent anomaly detection models include POT/DSPOT methods that are based on Extreme Value
Theory [80]. Less-known methods with direct application to data streams and a neural methods in its core
include Extreme Learning Machines approaches [10]. Extreme Learning Machines may be combined with
other techniques in order to improve their performance: for example, Particle Swarm Optimization is used in
[63] or Grey Wolf Optimization [10] for model tuning.

Lastly, in 2021 Evolving Spiking Neural Networks were applied to the domain of anomaly detection in
streaming data [56]. This methods uses time series encoding into evolving spikes representation in order to
detect anomalies.

3.3. Selected Models
In this section we describe in-depth the heuristics behind the anomaly detection process of the four different
anomaly detectors. These detectors were selected after initial part of experiment reported in Section 5.3 and
are used in all of our tests.

3.3.1. SARIMA
Seasonal Autoregressive Integrated Moving Average, or SARIMA, is a widely used as statistical method for
model forecasting. SARIMA is an ARIMA model with seasonal component. ARIMA captures different stan-
dard temporal structures in time series data. ARIMA model has three parameters, namely, p,d , q :
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ARI M A(p,d , q) (3.1)

p refers to autoregressive component that makes use of the dependent relationship between observation
and some number of lagged observations. It is represented by lag order, or the number of lag observations
included in the model.

d reflect integrated part. It reflects the number of times a raw observation is differenced. Differencing is
the way of making time series stationary by subtracting an observation from a lagged observation (observa-
tion at an earlier timestamp).

q is the size of the moving average window. Moving average window moves through time series and
calculates average within itself hence smoothing the data.

SARIMA, in addition to ARIMA, has seasonal factor m - the number of timestamps for a seasonal period.
As well, it adds three new hyperparameters to specify autoregression (AR), differencing (I) and moving aver-
age (MA) for the seasonal component of the series shown in equation 3.2.

S ARI M A(p,d , q)(P,D,Q)m (3.2)

Once SARIMA model is built, it is used to forecast and consume incoming observations. Anomaly is de-
tected based on the extent at which new real-world observation deviates from the forecasted one.

Figure 3.1: Auto-Encoder representation (from TowardsDataScience).

3.3.2. Long Short-Term Memory Auto-Encoder
Auto-Encoder-based neural networks try to learn data representations of its input by encoding them. They
strive to learn optimal encoding of the data by using minimal number of parameters. Thereafter, it is possible
to reconstruct data by decoding dumped values within the encoded representation. Therefore, anomaly de-
tection technique in this model is based on the assumption that anomalies do not constitute inner or optimal
description of the input data and will be lost during encode-decode process. Auto-Encoders are trained on
some input signal and learn its behavior, after they are used to forecast time series value based on learned
representation. If the forecast deviates significantly from actual observed value in time series, such value is
considered to be anomalous since it does not correspond to the learned data encoding.

Auoencoders consist of two main parts: encoder layer that maps the input into code, and decoder that
decodes it back (shown in Figure 3.1).

Long Short-Term Memory (LSTM) refers to the design of neural network structure. It is a subcategory of
recurrent neural networks (RNN) class which have a feedback connection from the last network layer to the

https://towardsdatascience.com/applied-deep-learning-part-3-autoencoders-1c083af4d798
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first network layer. A common LSTM unit is composed of a cell, an input gate, an output gate and a forget
gate and is shown in Figure 3.2.

Figure 3.2: LSTM cell visualization (from [9])

RNNs are trying to keep track of arbitrary long input sequences. For this reason, they are profitable to be
used within time series forecasting context since they remember previous, periodical time series structure
and forecast new values based on their memory.

Input xt from timestamp t arrives into LSTM memory cell and gets gated via input, output and forget
gates with previous values. ht−1 represents hidden state learned by LSTM from the previous timestamp,
whereas ct−1 defines previous cell state. Input values get concatenated with the previous hidden state in order
to generate relevant values at particular time point and nullify irrelevant ones. LSTM network specifically
trained to learn such hidden representations ht−1 to represent relevant-irrelevant values at each step.

The outputted values then are multiplied point-vise with the previous cell state. This action nullifies
irrelevant components from previous state cell and the process is called forget gate.

The same outputted values from previous step ate tanh-activated to generate new memory vector that
represents the extent of the updates each component of LSTM cell needs given newly incoming data. In
addition, sigmoid-activated network represents input gate where it identifies which parts of new memory
vector worth updating at all.

Lastly, output gate determines the new hidden state which will be fed to the next iteration by multiplying
point-wise learned tanh-activated ct−1 state after input and forget gates with combined input and hidden
values from the step.

The steps above are repeated many times and, as the very last step, linear layer is applied in order to
convert hidden state from the previous step into actual forecast.

LSTM Auto-Encoders use LSTM layers to encode-decode incoming data.

3.3.3. Spectral Residuals
Spectral Residuals algorithm is a novel method that has been proposed by Microsoft in 2019 and relies on
Fourier Transformation of incoming signal [72].

Fourier Transform is a mathematical transformation that decomposes function depending on space and
time variables [21]. It transforms periodical signal from time domain to frequency domain and gives an in-
sight into what frequencies occur within a signal. An example of Fourier transformation from time domain
to its frequencies from [7] is shown Figure 3.3.

Mathematically, Fourier transform of a function is given in the below equation 3.3. Here, X (ω) is a func-
tion of frequency, x(t) is original input function, and ω denotes root of unity.

X (ω) =
∫
−

x(t )e− jωt d t (3.3)
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Figure 3.3: Fourier transform of cosine summation function
∑5

i=1 ncos(nw t ) (from Wikipedia)

The three main steps of Spectral Residuals algorithm for anomaly detection are shown below:

1. Fourier Transform to get a log amplitude spectrum.

2. Calculation of spectral residuals of the transformed signal.

3. Inverse Fourier transform to revert sequence back to spatial domain.

Given a time series sequence x, mathematical representation of the above algorithm is shown in equations
3.4 to 3.11, with F denoting Fourier transform and F−1 denoting inverse Fourier transform.

A(f) is the amplitude spectrum of the input signal x shown in Equation 3.4:

A( f ) = Ampl i tude((F (x))) (3.4)

P(f) is the phase spectrum of the input signal x shown in Equation 3.5:

P ( f ) = Phase((F (x))) (3.5)

L(f) is the Log representation of the amplitude spectrum A(f) shown in Equation 3.6:

L( f ) = log (A( f )) (3.6)

With AL(f) being the average spectrum of L(f) calculated via convolution on input log representation L(f)
and convolution matrix hq ( f ) shown in Equation 3.7:

AL( f ) = hq ( f )∗ l ( f ) (3.7)

R(f) represents the spectral residuals, or the log spectrum L(f) subtracting the averaged log spectrum AL(f)
shown in Equation 3.8. It serves as a compressed representation of the initial input signal

R( f ) = L( f )− AL( f ) (3.8)

https://en.wikipedia.org/wiki/Fast_Fourier_transform##/media/File:FFT_of_Cosine_Summation_Function.svg
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Lastly, sequence is transformed back to spatial domain and a saliency map of the input signal is produced
(example shown in Equation 3.11):

S(x) = ∣∣∣∣F−1(exp(R( f )+ i P ( f )))
∣∣∣∣ (3.9)

After generating a saliency map, the threshold on the allowed values with the map can be set in or-
der to obtain anomaly labels: everything with a saliency value falling below this threshold is considered to
be within normal deviation of a signal whereas everything exceeding this threshold is considered to be an
anomaly. Graphical representation of saliency map generation and consequent anomaly detection of a time-
dependent signal is shown in Figure 3.4.

Figure 3.4: Example of SR model results (from [72])

In order to obtain real-time predictions, the above process is applied in sliding window scenario with only
limited set of newly incoming time series points being labeled at particular step. According to [72], optimal
window size is subjected to input data and may vary from 64 to 1440 based.

3.3.4. Particle Swarm Optimization of Extreme Learning Machines

Extreme Learning Machines
Extreme Learning Machines (ELM) are feed-forward neural networks that usually contain one hidden layer.
Feed-forward neural networks are networks of consequent layers where the data gets fed into the initial layer
and passes then through every next layer until it reaches very last, output layer. Parameters of hidden layers
of extreme learning machines do not need to be tuned such that the hidden nodes are assigned with some
values randomly in the beginning and never change these values afterwards [40]. Due to this, ELM does not
work with gradient-based backpropagation to update hidden layers, but rather use Moore–Penrose inverse
[77] for updating weights of the output layer. The purpose of such architecture lies in generalization and
speed of the performance.

Particle Swarm Optimization
Particle Swarm Optimization (PSO) is an optimization technique that provides approximate solution for a
given problem of finding global minimum/maximum [69]. It works by choosing randomly fixed set of par-
ticles on a search grid and then approximating the best solution on a grid by moving every particle within a
swarm towards the most promising direction. Such direction is tailored per particle and is based on a combi-
nation of general best-seen solution so far by a swarm all together and by particular particle on its own.

PSO algorithm starts with initializing the set of particles at a certain position each with a certain velocity.
Position as the velocity variable changes over time per particle. If we have N particle in our algorithm then
one iteration of this algorithm will update position of some particle i via the following formula:

Xi (t +1) = Xi (t )+Vi (t +1) (3.10)

as well as its speed as shown below:

Vi (t +1) = wVi (t )+ c1r1(par t_besti −Xi (t ))+ c2r2(g en_best −Xi (t )) (3.11)
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Here, Xi (t i me) denotes the position of particle i at time t i me, and Vi (t i me) denotes velocity of particle i
at time t i me. r1 and r2 are two random numbers ∈ [0.0, 1.0]; w , c1 and c2 are the hyperparameters of the PSO
algorithm; par t_besti is the best found position by current particle i , whereas g en_best is the best found
position by all particles in the swarm. Graphical representation of overall idea behind particle swarm opti-
mization is pictured in Figure 3.5

The combined model of PSO with ELM uses swarm optimization in order to find the weights of ELM con-
nections between the input and the first hidden layer [63] (the weights that remains fixed during ELM train-
ing routine). In addition, PSO-ELM model relies on the assumption that if particle swarm has converged on a
particular solution than it has learned the concept of the problem. Therefore, when the new concept gets in-
troduced into input data, the average error of PSO-ELM will change [33]. Thus, drift adaptation is introduced
into the model by monitoring average errors of the particles and their distribution. In addition, average error
values over time are smoothed via the Exponentially Weighted Moving Average (EWMA) [55]. Once particle
errors deviates significantly from the distribution observed in the training part, the drift is detected and the
adaptation/retraining happens.

Figure 3.5: Graphical representation of particle swarm optimization algorithm (from Medium)

3.4. Drift Detection in Time Series

3.4.1. Drifted Data
Generally, data drifts are referred as changes in input data that leads to models’ performance degradation.
Such changes is one of the top reasons to why model accuracies decrease over time. Target concept of data
streams may change making anomalous labels distinct to what have been learned by the initial anomaly de-
tector. Changes in data concepts can emerge for many different reasons including external influence. For ex-
ample, COVID’19 lockdowns over the world had influence on sale volumes of various items. These lockdowns
represent external influence that provokes drifts in consumer buying behavior. Graphical representation of
data drift in time series in the described scenario is given in Figure 3.6.

Drifts in data represent normal data behavior that is distinct from the previously observed one. There-
fore, generally, drifts would be considered as anomalies by incident detectors which will lead to performance
deterioration. Due to this, there is a rising need for model adaptation in online streaming scenarios with
some studies already incorporating drift detectors into anomaly detectors [89], [43]. Unfortunately, testing
such joint models is challenging since the set of benchmarks of time series with labeled anomalies and the
set of benchmarks with labeled drifts are disjoint. However, previous study [95] has marked NAB dataset as
having unrealistic densities of anomalies in some of their time series: in NAB some time series have many
continuous regions of anomalies or anomalies located too close to each other. This might be an indication of
reoccurring concepts within time series that has been labeled as group anomaly. We decided to research the
applicability of drift detectors into streaming incident analysis by researching joint performance of anomaly
detectors with drift detectors applied to public data.

https://medium.com/@iamterryclark/swarm-intelli-eb5e46eda0c3
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Figure 3.6: An example of concept drift in time series data caused by COVID’19. Normal old behavior is plotted by black dashed line
with red line representing true drifted behavior.

3.4.2. Drift Detectors
Drift detectors are methods for identifying drifts in data. Such methods base their judgments upon statistical
analysis of data over time: if distribution of some data parameters significantly changes over short period
of time, this might be an indication of a drift. However, particular drift detectors base their exact technique
upon various strategies. We selected and worked with the family of error-based drift detector due to their
wide usage within scientific literature. The general technique behind error-based drift detectors is related
to comparing models’ classification error over various data batches. Data batches, on which model exhibit
significantly higher error than what was observed in training dataset, are considered to have drifts. Below we
discuss the most popular error-based drift detectors in more details:

1. Adaptive Windowing (ADWIN) compares distributions between 2 halves of variable-length windows of
recent items by comparing their means. [19]

2. Drift Detection Method (DDM) tracks error rate in testing data over various batches. If such error rate
hits a certain threshold, drift is detected. [33]

3. Early Drift Detection Method (EDDM) uses similar technique as DDM, but keeps track of the running
average distance between errors on consequent test batches. [15]

4. Exponentially Weighted Moving Average for Drift Detection (ECDD) uses exponentially weighted mov-
ing average of model error rate. If error rate deviates significantly from the exponentially weighted error
from the previous observations, drift is detected. [75]

5. HDDA - relies on both Hoeffding’s inequality [37] and moving average to track drifts in data. [20]

6. HDDW - similarly relies on Hoeffding’s inequality [37] but weighted moving average. [20]

In addition to common drift detectors, there exists many novel drift adaptation techniques tailored to
specific use case. For example, Saurav et. al. propose Recurrent Neural Network model with integrated drift
adaptation for anomaly prediction over time series [76] where RNN model is capable of training incrementally
and adjusting to newly incoming observations. Xu et. al. as well integrates drift adaptation into neural-based
model for anomaly detection [98] by prioritizing recent observations over older ones and increasing their
corresponding weights while retraining.

There is an increasing use of drift adaptation which provoked an emerging of online libraries for drift
detection as River 1 or AlibiDetect 2. Such libraries offer a set of built-in methods for drift detection as well as
stream modelling methods with integrated drift adaptation.

1https://riverml.xyz/
2https://github.com/SeldonIO/alibi-detect

https://riverml.xyz/
https://github.com/SeldonIO/alibi-detect
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Figure 3.7: Singular Value Decomposition of matrix A (from Medium). Diagonal entries (dark blue) in Σ are singular values of A.

3.5. Time series disorder
When working with real-world data, almost always such type of data includes noise. The main question that
arises is whether such real-world data indeed has any underlying structure or whether it is simply a disorder
of different complexity over time. One known approach for measuring data disorder is entropy analysis. It
is widely applied in EEG analysis [42], [53], stock data examination [25], [83] and other matrices [96], [13].
Generally, the term entropy comes from information theory and can be described as lack of predictability or
a measure of disorder [34]. Yet there has been created various methods for entropy calculation with some of
the widely-used types shown below:

1. Permutation entropy - measures complexity of a dynamic time series signal by capturing the order of
relationships between time series singular values. Then, a probability distribution of ordinal patterns
of time series is drawn from the data and corresponding signal’s complexity is calculated. [16]

2. Spectral entropy - extracts power spectrum amplitude components of time series and calculated Shan-
non entropy upon it [30]

3. Singular value decomposition (SVD) entropy - measures the structure of correlation matrix for the
component of a given signal time series. Vectors drawn from correlation matrix analysis are used to
describe complexity of a signal. [25]

4. Approximate entropy - measure of instability of variation in the signal by finding changes in underlying
per-episode behavior and by comparing these underlying sample patterns [68].

5. Sample entropy - is a modification of approximate entropy. It measures the regularity of a signal and is
independent of the pattern length as well as it does not include self-similar patterns [73]

In vast majority of applications large periods of time series are used for entropy calculation making such
experiments an offline case. However, we decided to apply entropy analysis into near real-time scenario and
measure time series disorder over small intervals. Our main assumption is that entropy of anomalous regions
should show different complexity to the entropy of a non-anomalous regions within the same time series. We
expect that presence of an anomaly within time series batch increases or decreases disorder of this time series
batch, and we expect disorder measure (entropy) to reflect this.

3.5.1. Selected Entropy: Singular Value Decomposition
Singular Value Decomposition entropy describes signal via its regularity that is determined via the number
of vectors attributed to the signal [44]. Entropy value is measured using singular value matrix decomposition
routine:

We can represent input signal as an array of values [x1, x2, ..., xn]. From this array, the delay vector ai can
be constructed using delay τ and embedding dimension de :

https://medium.com/@mukesh.mithrakumar/singular-value-decomposition-with-tensorflow-2-0-af36fa31c772
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ai = [xi , xi+τ, ..., xi+(de−1)τ] (3.12)

Having delay vectors, the embedding space A can be constructed by using delay vectors from different
signal windows:

A = [a(1), a(2), ..., a(N − (de −1)τ)]T (3.13)

Then, singular matrix decomposition is performed on matrix A. Effectively, the singular value decompo-
sition of a matrix A is a factorization of the form A=UΣV* with U being square unitary matrix, Σ is rectangular
diagonal matrix, and V - square complex unitary matrix. Graphical representation of value decomposition
process is shown in Figure 3.7.

The diagonal entries in Σ are known as singular values of A. The SVD entropy HSV D is then defined in
Equation 3.15 [17]

HSV D =−∑
σ̄i l og2σ̄i (3.14)

where M is the amount of singular values and σi is normalized as below:

σ̄i = σi∑M
j=1σ j

(3.15)

Essentially, resulting singular values measure feature-richness of a given signal.





II
Experiments

23





4
Data

4.1. Publicly Available Data
To the best of our knowledge, there exists only 3 publicly available benchmarks with univariate time series
and corresponding anomalous labels.

1. Yahoo1 is an open-source benchmark from the datacenters of the search engine Yahoo with part of data
coming from real Yahoo traffic, and part of data being synthesized. Real-time data points are labeled
manually by editors, whereas labels of synthetic data are generated. The interval of time series is 1 hour.
Yahoo consists of 4 subsets:

(a) A1Benchmark - 67 time series that came from real-world observations and that were manually
labeled by human experts.

(b) A2Benchmark - 100 synthetic time series with the majority of time series having their own peri-
odicity. Time series from this benchmark include single anomaly values.

(c) A3Benchmark - 100 synthetic time series. Time series from this benchmark include single anomaly
values, however, they are more noisy then A2 Benchmark. This benchmark also includes noise,
trend, seasonality and change point data per time series.

(d) A4Benchmark - 100 synthetic time series. The majority of the anomalies in these series are rep-
resented by a sudden transitions from an input data trend to another significantly different input
data trend. Similarly to A3 Benchmark, this benchmarks includes noise, trend, seasonality and
change point values.

All time series in Yahoo dataset are rather short with the length around 2000 time points.

2. KPI2 is a benchmark from AIOPS competition that contains multiple curves with labeled anomalies
collected from different internet companies like eBay. The interval of time series ranges from 1 to 5
minutes. Time series from this dataset came from real world observations, they include numerous
different types of anomalies in them, and they have varying length about 15000 to 200000 time points.

3. NAB3 is a publicly available dataset with different data records of different nature. In total, there are 58
time series in NABdataset grouped under different categories that corresponds to time series nature:
there are several artificially generated time series with and without anomalies as well as many real-
world observations of EC2 metrics, taxi usage, stock tracking etc.. There is no consensus on time series
granularity within NAB dataset, and it varies from minutely granularity for the artificial data to hourly
granularity for click-per-cost real-world time series.

This benchmark has its labels provided in a different form then the other datasets which make it hard
to be used as a practical anomaly detection benchmark [81]. NAB gives 2 labeling techniques for la-
beling its data: the first labeling technique consists only of ground truth single-point anomaly labels

1https://yahooresearch.tumblr.com/post/114590420346/a-benchmark-dataset-for-time-series-anomaly
2http://iops.ai/dataset_detail/?id=10
3https://github.com/numenta/NAB/tree/master/data
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per anomaly interval, the second labeling approach places a window of the fixed size (10% of time se-
ries length) around ground truth label and identifies everything within this interval as anomaly. The
second approach results in many normal time points being labeled as anomalies whereas the first ap-
proach misses large portion of anomalies points. Such labeling strategy is made to be used with NAB
labeling technique introduced in [49]. It prioritizes methods that detect anomalies earlier but does not
assess how good a method is in precise anomalous interval capturing. Therefore, potential users of
NAB dataset are encouraged to do additional anomaly labeling of time series tailored to their use case.

Real data from NAB dataset is divided into the following categories:

(a) realAWSCloudwatch. Machine metrics collected by Amazon CloudWatch service as CPU utiliza-
tion or disk read bytes. All time series have anomalies and their granularity is 5 minutes. All except
one time series have anomalies and their granularity is 1 hour.

(b) realAdExchange. Web advertisement clicking rates time series. The metrics is cost-per-click (CPC
time series) or cost-per-thousand-impressions (CPM time series).

(c) realKnownCause represents a general collection of time series with the known anomaly cause.
Time series in this subset did not go through the process of manual labelling by human experts.

(d) realTraffic. Time traffic data from the Twin Cities Metro area in Minnesota with metrics as occu-
pancy, speed and travel time/ The data was collected by [3]. The granularity of time series varies
from 5 to 10 minutes.

(e) realTweets. Time series of Twitter mentions of large publicly-traded companies such as Facebook
or Apple. Metrics is the number of mentions of a ticker symbol of a particular company within 5
minutes intervals.

Artificial data has the following structure:

(a) artificialNoAnomaly. Artificially generated data that has no anomalies. Its granularity is 5 min-
utes.

(b) artificialWithAnomaly. Artificially generated data that has anomalies. Its granularity is 5 minutes.
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5.1. Model Evaluation
We split every time series in a dataset into training and testing data with the ratio 50%-50%, and we use the
first part for training and the second part for testing.

We commit our evaluation in online fashion meaning that we test data in batches allowing only limited
amount of the most recent timestamps from the stream to be labeled. In order to simulate streaming scenario,
we use a sliding window of a fixed length in our experiments. Window of a fixed size goes through testing
data part of the data, for every window we record predicted labels and store them in memory. In the end
of testing data, we compare joint predictions from all of the windows against true labels on a whole test
data part to obtain one overall score. Schematic representation of our testing routine is shown in Figure
5.1. We selected F1-score as a single performance measure for anomaly detectors since it is widely used
across literature [72], [56]. F1-score is a single measure that calculates trade-off between precision and recall.
Precision is the percentage correctly detected anomaly labels out of all hits, whereas recall is the percentage
of correctly detected anomalies out of all true anomalies. The definitions of precision, recall, and F1-score are
shown in (5.1), (5.2), (5.3) respectively, with TP being true positives, FP - false positives, TN - true negatives,
and FN - false negatives.

pr eci si on = T P

T P +F P
(5.1)

r ecal l = T P

T P +F N
(5.2)

F 1− scor e = 2∗pr eci si on

pr eci si on + r ecal l
(5.3)

Since we target data streams, the distribution of the upcoming data is always unknown. Therefore, hyper-
parameter tuning was not performed to avoid biasing the model towards the training data.

5.2. Statistical Testing for Significance
In order to verify that the improvement shown by the top model/method is statistically significant, we use
Wilcoxon Signed Rank Test [94]. The test compares the location of two sample distributions by assessing the
pairwise matched samples. Wilcoxon Signed Rank Test is a non-parametric test meaning it does not assume
parameterized distribution of the input data which is applicable to our experiments. We are using Wilcoxon
Test in order to compare the distributions of F1-scores of anomaly detectors derived on singular time series
within fixed dataset. The null-hypothesis is that the median of F1-score differences between compared mod-
els over the same time series within a dataset is zero. If Wilcoxon Signed Rank Test gives a significant p-values
of less than 5% then we can reject null-hypothesis and assume that the difference is significant.
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Figure 5.1: Schematic representation of training/testing procedure. All labels from test batches are collected and recorded and then
used all together for the final F1-score calculation.

5.3. Base Models’ Performance
We have chosen one to two machine learning algorithm from every category of our classification of machine
learning methods for anomaly detection in time series (available under Section 3.2.1). We then ran the se-
lected models on benchmark datasets without any optimization or hyperparameter tuning since this would
require anomaly labels of time series to be known. The performance was measured in terms of F1-score, how-
ever, we also kept track of other metrics, namely, sensitivity, specificity, and the amounts of false positives
and false negatives.

The decision to use several models from some categories and only a single model from other categories
was based on popularity of particular methods within scientific literature. For example, to the best of our
knowledge, many studies use several different ETS methods as base models or in ensemble of weak learners
[48], [60], and therefore, we have tested two methods, namely Exponential Smoothing and SARIMA, from this
class.

The whole set of candidate base models is listed in Table 5.1.

Selected model Model group
LOF Distance-based methods

DBSCAN Distance-based methods
OC-SVM Clustering methods

Exponential Smoothing ETS methods
SARIMA ETS methods

Isolation Forest Isolation methods
LSTM Auto-Encoder Deep learning methods

Spectral Residuals Saliency methods
PSO-ELM Combinations of methods and ensembles

Table 5.1: Candidate base detectors with corresponding classes from Section 3.2.1.

We first ran all selected models on Yahoo A1 dataset, which contains real data only. Such decision was
made to filter out less promising models on a smaller dataset without running all detectors across all available
time series. We chose Yahoo A1 due to its popularity within scientific literature as well as real nature and short
length of time series that it contains. Overall F1-score on test data for each model is shown in Table 5.2.

We then selected the set of 4 best-performing models, namely, LSTM Auto-Encoder, SARIMA, Spectral
Residuals, and PSO-ELM, and ran them on all public datasets (including KPI and NAB).

Our results show that when applied into sliding window scenario with the window of length 60, perfor-
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Model Total Test F1-score
LSTM AE 0.304
SARIMA 0.295

SR 0.195
PSO-ELM 0.187

Exponential Smoothing 0.169
DBSCAN 0.168
OC-SVM 0.151

Isolation Forest 0.106
LOF 0.031

Table 5.2: Base models’ F1-scores on Yahoo A1 dataset.

Total Test F1-score
Dataset LSTM SARIMA SR PSO-ELM

Yahoo A1 0.304 0.295 0.195 0.187
Yahoo A2 0.008 0.298 0.511 0.006
Yahoo A3 0.020 0.294 0.602 0.055
Yahoo A4 0.0173 0.302 0.534 0.068
KPI 0.110 0.160 0.063 0.106
NAB 0.201 0.137 0.051 0.205

Table 5.3: Overall performance of top base models on public data.

mance of all base predictors drops below F1-score of 0.5. We show the performance of top base models on all
public data in Table 5.3.

As Table 5.3 indicates, selected anomaly detectors do not adapt to different streaming scenarios, as judged
by low F1-score (F1-score ≤ 0.7). We can also observe that different models exhibit their best performance on
different datasets, such as Spectral Residuals model having relatively high F1-score on all 3 synthetic datasets
within our benchmarks, however, failing to adapt to real data.

Finding 1: Conventional anomaly detectors are not directly applicable to streaming scenario, and they have
poor generalizability to different datasets.

We have also performed light Bayesian Optimization (20 rounds) for all 4 base models in order to verify
that our models indeed report compatible performance once tuned. We excluded Yahoo A3 and A4 dataset
from this experiment due to time constraints and the fact that they both contain synthetic data whereas we
are interested in real data and already have one synthetic dataset Yahoo A2. Our results with and without
optimization are shown in Table 5.4.

We have observed that once being optimized for specific time series, models show around 2-fold increase
in their detective performance. Nonetheless, since we are performing completely unsupervised learning, we
have proceeded with SARIMA, LSTM AE, PSO-ELM, and SR models without any fine-tuning.

Total Test F1-score
Dataset LSTM LSTM-optim SARIMA SARIMA-optim SR SR-optim PSO-ELM PSO-ELM-optim

Yahoo A1 0.304 0.411 0.295 0.422 0.195 0.276 0.187 0.323
Yahoo A2 0.008 0.494 0.298 0.427 0.511 0.517 0.006 0.507
KPI 0.110 0.177 0.160 0.173 0.063 0.102 0.106 0.316
NAB 0.201 0.206 0.137 0.139 0.051 0.110 0.205 0.211

Table 5.4: Overall performance of top base models on public data with and without optimization. -optim column corresponds to the
tuned model.
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5.4. Data Analysis
The main purpose of performing data analysis was to find possible relations among certain time series/datasets
and predictive performance of various groups of anomaly detectors instantiated via F1-scores. In case of ex-
istence of potential relation, it can be then exploited in order to either boost the performance of an existing
anomaly detector or to identify time series that are more applicable for incident detection in case of fixed
type of anomaly detector.

First, we have extracted certain properties (see Appendix 18) from all time series and all benchmarks. In
total, 64 properties for each time series have been calculated using Catch22 and FFORMA systems described
in details in Sections 3.1.2 and 3.1.1 respectively. We also used per-time-series F1-score for each of the 4 top-
performing machine learning methods from Table 5.2 in our analysis.

The analysis consisted of several parts and had 4 main purposes:

1. Describe datasets via the distributions of time series features found within them.

2. Identify similar and more distinct datasets by calculating distances between feature distributions from
different datasets.

3. Correlate the performance of base detectors on different benchmarks to the distance between these
benchmarks.

4. Correlate the performance of base detectors on different time series to the features found within these
time series independently of a datasets to which particular time series belongs.

For per-dataset analysis we conducted the following steps:
We have collected the properties of all time series within 3 benchmarks and looked at feature distributions

between different datasets. Since our selected benchmarks contain only a small amount of time series (454
time series in total), we decided to compare feature distributions against another larger and publicly available
benchmark of time series. Selected benchmark does not provide per-univariate-time-point anomaly label,
however, in our analysis we are only interested in time series features and so that anomaly labels are irrelevant
for the task. We have chosen UEA/UCR (University of East Anglia and University of California, Riverside) Time
Series Classification Repository benchmark for this purpose [29]. Such decision was related to the fact that
this repository was used in Catch22 study [54] and it contains a total of 147198 time series samples from
various classes.

We examined per-feature distribution and distances among such distributions between different bench-
marks including UCR benchmark. We also calculated the total distance between datasets as a total distance
between all their features. There exists no single universal measure for calculating distances between two
probability density functions. Due to this, we decided to use 8 different distance measures from different
classes of pdfs’ distance measures. These classes were introduced in [26] and depends on the base for-
mula/technique used for calculating distance measure. We selected most common measure from every cat-
egory and show them in Table 5.5.

The resulting orderings of all datasets based on distance between their pdfs are shown in Table 5.6. Since
different distance measures do not have complete agreement on the pair of the most distant and the clos-
est datasets, we calculated rank similarities among these distance orderings via each of 8 different distance
measures using Kendall’s rank correlation test [47]. The purpose of rank similarity analysis was in finding
strongly correlated distance measures as well as finding general agreement of ranking via different distance
types among each other. The results of rank correlation test are shown in Table 5.7. As Table 5.7 indicates,
we have not found many strongly correlated candidates as well as there is generally only poor agreement
between different distance measures on an ordering of the datasets. Notably, only rankings via Euclidian
distance and squared Euclidian distances seem to have strong similarity. Such finding is explained by the
similarity in distance calculation for these distance measures.

To verify that time series features distributions calculated on different benchmarks came from the same
general distribution, we have performed Kolmogorov-Smirnov statistical test [18]. Our results show that there
is no evidence to believe that any of features distributions from any of a benchmark came from different
distribution.

After initial step of our analysis, we were not able to identify more related datasets, as judged by time
series features found within them, due to the controversy of the results under different similarity measures.
We then proceeded by analyzing time series features independently of the dataset they belong to.
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Distance type Selected distance Formula

Lp Minkowsky family Euclidian L2 d
(
p, q

)=√∑n
i=1

(
pi −qi

)2

L1 family Sorensen d
(
p, q

)= ∑n
i=1 |pi−qi |∑n
i=1(pi+qi )

Intersection family Intersection d
(
p, q

)=∑n
i=1 mi n(pi , qi )

Inner product Inner product d
(
p, q

)= P •Q

Fidelity family Fidelity d
(
p, q

)=p
pi qi

Squared L2 family (χ2) Squared Euclidian d
(
p, q

)=∑n
i=1

(
pi −qi

)2

Shannon’s entropy family Kullback–Leibler d
(
p, q

)=∑n
i=1 pi ln pi

qi

Table 5.5: Selected types of measures for distances between probability density functions from each of base classes from [26]

Dataset 1 Dataset 2 Euclidian Sorensen KL Inner Product Fidelity Intersection Squared Euclidian
Yahoo A1 Yahoo A2 15.898 13.788 8.225 6.524 11.202 14.740 12.049
Yahoo A1 Yahoo A3 19.859 15.339 10.824 7.873 10.367 14.740 18.175
Yahoo A1 Yahoo A4 16.683 14.342 9.076 8.501 11.597 14.740 13.053
Yahoo A1 NAB 12.312 12.978 10.426 5.822 8.790 14.740 7.810
Yahoo A1 KPI 11.345 12.412 12.459 2.478 5.432 14.740 6.568
Yahoo A2 Yahoo A3 17.731 13.227 14.641 14.481 15.823 22.000 15.233
Yahoo A2 Yahoo A4 15.935 11.848 12.982 13.038 16.993 22.000 12.220
Yahoo A2 NAB 16.314 12.580 17.707 4.525 8.857 22.000 12.758
Yahoo A2 KPI 13.787 13.838 19.048 3.358 6.467 22.000 9.356
Yahoo A3 Yahoo A4 15.165 13.906 7.544 17.332 18.621 22.000 12.017
Yahoo A3 NAB 18.498 15.413 13.847 8.906 10.412 22.000 16.017
Yahoo A3 KPI 18.471 14.188 16.961 4.677 6.868 22.000 15.844
Yahoo A4 NAB 15.866 14.697 15.459 7.769 10.253 22.000 11.939
Yahoo A4 KPI 15.514 14.624 18.645 4.233 6.746 22.000 11.589

NAB KPI 10.119 12.059 8.631 2.980 5.709 12.540 5.562

Table 5.6: Distance measures between the datasets via 8 different distance measures between pdfs of their features.

After extracting two sets of time series features via Catch22 and FFORMA methods, we used them in per-
time-series correlation analysis. We performed 2 different analysis: one for linear correlations via Pearson
correlation coefficient, and another one for non-linear correlations via mutual information. The correlations
we have looked into are correlations between particular time series values and corresponding F1-score of
models on these time series.

The relation between two variable are considered to be strong if r-coefficient> 0.7 or r-coefficient< −0.7
[58]. As our results indicate, there are no strong linear correlations in our data. Additionally, mutual infor-
mation values all fall below 0.5 indicating absence of strong non-linear correlations. However, for 90% of
extracted time series features their mutual information with model scores is above 0 showing weak extent of
dependability.

Since we have not encountered any clear influence of time series features on models’ performance, we
researched influence of other time series variable on predictive performance of the models.

Finding 2: Neither time series features nor benchmarks these time series belong to have strong correlations
to models’ performances.
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Euclidian Sorensen KL Inner Product Fidelity Intersection Squared Euclidian
Euclidian 1.000 0.429 0.086 0.410 0.352 0.267 0.962
Sorensen 0.429 1.000 0.086 0.257 0.124 0.216 0.390

KL 0.086 0.086 1.000 -0.276 -0.333 0.572 0.048
Inner Product 0.410 0.257 -0.276 1.000 0.867 0.267 0.448

Fidelity 0.352 0.124 -0.333 0.867 1.000 0.216 0.390
Intersection 0.267 0.216 0.572 0.267 0.216 1.000 0.267

Squared Euclidian 0.962 0.390 0.048 0.448 0.390 0.267 1.000

Table 5.7: Similarities in ranking via 8 different distance measures among Yahoo, KPI and NAB datasets.

5.5. Drift Adaptation
In this part of the analysis, we have looked into possible ways how drifts in data may influence predictive
performance of base models. Unfortunately, to the best of our knowledge, there is no publicly available time
series data where both anomaly labels and drifted parts are identified. Therefore, we selected a set of base
drift detectors for data streams and tested their agreement in drifts they identify on our benchmarks. We
selected the following drift detectors due to their popularity with the scientific literature: ADWIN [19], DDM
[33], EDDM [15], ECDD [75], HDDA [37], and HDDW [37]. As our results indicate, there was no agreement
found among different drift detectors on to what is considered as a drift within a stream: amount of detected
drifts per a single time series varied from 0 (in case of DDM) to hundreds or thousands (in case of HDDA).

Since we were not able to reliably label drifts in our data, we decided to look into alternative ways of
identifying and exploiting drifts in streaming data.

Our first approach relied on per-batch online performance of models by measuring whether it degrades
over time. In this settings, instead of looking into one general F1-score over test data, we recorded per-batch
hamming distance 1 of every anomaly window. We then calculated average hamming distance for batches
before the first anomaly and after the last anomaly in testing data. We schematically represent our per-batch
evaluation routine in Figure 5.2. Orange dotted line corresponds to time series batch with anomalies – in
general, time series might have single or several batches with anomalies. D1 represents average batched
hamming distance before the first anomaly in time series calculated over the first 3 batches (the first 3 blue
dots). D2 represents average batched hamming distance after the last anomaly in time series calculated over
the last 4 batches (the last 4 blue dots). We track D2-D1 difference per time series. In case of performance
degradation, measure will increase due to increased percentage of mismatched labels. Average changes of
hamming distance in such test settings per public dataset are shown in Table 5.8. We can see that there is
no stable change in average per-batch hamming loss change over time across all anomaly detectors except
for performance on Yahoo A1 dataset. However, such behavior might be explained by the fact that the vast
majority of time series within Yahoo A1 have their anomalies in the very last portion of time series, not leaving
representative amount of normal batches for calculating D2 reliably.

Increase in avg. Hamming Loss
Dataset LSTM SARIMA SR PSO-ELM

Yahoo A1 0.141 0.125 0.126 0.133
Yahoo A2 0.337 0.0 0.004 0.0
NAB 0.090 0.083 -0.003 0.081
KPI 0.028 -0.001 0.005 -0.002

Table 5.8: Average change of per-batch Hamming loss before first and after the last anomaly encounters in time series.

The second approach relied on integrating existing drift detectors described in Section 5.2, namely AD-
WIN, DDM, EDDM, ECDD, HDDA, and HDDW, into our base models and comparing their performance to
the same models without drift adaptation. In these experiments we again excluded Yahoo A3 and A4 dataset
due to time constraints and synthetic nature of the data in these datasets. We also did not use SR model
for drift adaptation experiments since the model itself does not require pre-training and, therefore, should
not be updated. Table 5.9 reports performance for our base models without drift adaptation and the high-
est achieved performance with one of the tested drift detectors. Table 5.10 indicates the best performing drift
detector per model and detaset.

1Fraction of wrong labels to all labels produced by a model.



5.6. Entropy analysis 33

Total Test F1-score
Dataset LSTM LSTM DA SARIMA SARIMA DA PSO-ELM PSO-ELM DA

Yahoo A1 0.304 0.300 0.295 0.295 0.187 0.187
Yahoo A2 0.008 0.011 0.298 0.355 0.006 0.006
KPI 0.110 0.094 0.160 0.242 0.106 0.107
NAB 0.201 0.187 0.137 0.142 0.205 0.207

Table 5.9: F1-score on test set for models with and without drift adaptation, where DA = drift adaptation

Best-performing Drift Detector
Dataset LSTM SARIMA PSO-ELM

Yahoo A1 EDDM HDDW/EDDM EDDM
Yahoo A2 HDDW HDDW/EDDM HDDW/EDDM/ECDD
KPI EDDM ECDD HDDW
NAB ECDD HDDW EDDM

Table 5.10: Drift detectors that yield highest performance in combination with anomaly detector on selected datset. Drift detectors in
bold improve performance in relation to anomaly detector without drift adaptation.

As the results in Table 5.9 show, we did not find any consistent improvement in performance when apply-
ing drift adaptation, yet SARIMA model seems to benefit from drift adaptation on all benchmarks. In addition,
Table 5.10 indicates the most applicable set of drift detectors for anomaly detection scenario: HDDW, EDDM,
and ECDD. However, due to inconsistency of the results we do not consider drift adaptation to be profitable
for generalizability improvement of anomaly detectors.

Finding 3: Drift adaptation does not always improve applicability of anomaly detectors into various stream-
ing scenarios, yet some models, as SARIMA, benefit from it.

Figure 5.2: Schematic representation of evaluation of change in base model performance on time series data via per-batch hamming
distance.

5.6. Entropy analysis
All the directions of our previous analysis were completely or partially based on the belief that data streams
have some underlying structure that can be instantiated via features or disrupted via drifts. Our base models,
as SARIMA or LSTM AE are trying to reconstruct underlying representation of a stream and detect outliers.
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Figure 5.3: Example of how entropy model pops out anomalous batches. Accepted boundaries are shown with dashed grey lines, blue
color of a batch indicates 0 anomalies whereas red color indicates presence of anomalies within a batch.

In this current direction we offer to treat streams as disorder. If our streams do not have structure and con-
sist of disordered observations, we can detect anomalies in such settings by looking at data complexity: even
though there is no underlying structure, anomalies exhibit different behavior from what was recorded before.
Such difference in behavior might be identifiable via complexity comparison of consequent stream batches.
For example, anomaly situation when all monitoring machines went off will have lower complexity in com-
parison to behavior before anomaly has happened since zero-signal does not need a lot of information to
be reconstructed. On the other hand, if we see anomalous increase in CPU usage created by, for example,
additional processes, the behaviour of such processes adds additional complexity to the stream disorder.

We tried to exploit this direction by identifying per-batch stream complexity via different measures of
per-batch entropy.

We defined and measured entropy in batched scenario where time series are split into non-intersecting
consequent batches of equal length and disorder in every batch is measured. We set a hard static threshold for
upper and lower bounds of per batch entropy by calculating mean per-batch entropy value on a training data
and allowing a deviation within ± standard deviation boundaries. We re-labeled training set per-batch where
batch with at least one anomaly got label of 1 and 0 otherwise. We ran experiments on NAB and KPI datasets
in order to find the most suitable entropy in a given scenario. Our results, reported in Table 5.11, show that
value decomposition entropy is the most suitable measure for identifying anomalous batches. Figure 5.3
shows the capability of entropy model to highlight anomalous batches.

Thereafter, we proceeded with SVD entropy only and we created entropy model for comparison with al-
ready existing baseline models. Our entropy model works by calculating per-batch entropies from a train part
of time series and then it calculates upper and lower bounds via mean ± f actor ∗ std on a range of batched
entropies from train set. We again used per-batch evaluation scenario for comparing baselines with entropy
model. In such settings, applying solely toy entropy model without any additional ML-based anomaly detec-
tors performs comparably well to our base detectors within the same settings (see results in Table 5.12).

Finding 4: SVD entropy analysis is capable of highlighting anomalous batches within the signal.

We then ran brute-search through possible window sizes and boundary factors to find the best matching
parameters for KPI dataset. Our results show that the window of 55 is the best choice (F1-score = 0.453),
however, window of 35 is almost as good (F1-score = 0.451) when using factor of 2.5 (see Figure 5.5 (a)). This
result means that entropy windowing can be integrated into real-time streams.

Figure 5.5 (b) shows same brute-search applied to NAB dataset. In this case, there is no gradual change of
F1-score over adjacent values of windows and factors. In addition, the range of F1-scores obtained by model
is lower than in case of KPI. Therefore, in case of NAB data, optimal window for entropy application might be
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Entropy Measure F1-score KPI
Value Decomposition entropy 0.421

Sample entropy 0.266
Approximate entropy 0.105

Spectral entropy 0.093
Permutation entropy 0.024

Table 5.11: Analysis of anomaly detection per-batch performance of various entropy measures from Section 3.5.

Model F1-score NAB F1-score KPI
SR 0.149 0.262

SARIMA 0.304 0.531
LSTM AE 0.205 0.263
PSO-ELM 0.312 0.266

Entropy std model 0.190 0.421

Table 5.12: Per-batch performance analysis of toy entropy model versus 3 best-performing baseline models from Section 5.3.

obtained by chance.
Figure 5.5 (c) and (d) apply same brute-force search on Yahoo A1 and A2 datasets. For A1 data, optimal

window is 85 with a factor of 1.0 whereas for A2 the optimal window is 25 with a factor of 1.8.
Interestingly, we were not capable of finding optimal window size for Yahoo synthetic benchmarks A3 and

A4 - our heatmaps suggest that optimal window lies in bottom-right corner of the map meaning maximally
large windows with maximally small factors (near 0.0) that would label every incoming point as anomaly due
to high restrictiveness. Corresponding heatmaps are shown in Figure 5.5 (e) and (f).

Finding 5: SVD entropy can be applied into near-real time scenario with batch sizes being below 100 time
points.

Figure 5.4: An examples of dynamic threshold adaptation for LSTM AE. Threshold is shown by the red line and is applied on LSTM AE
forecasting loss.

After we have found the optimal window size that can fit into our definition of near real-time scenario for
time series, we decided to integrate entropy-based threshold into existing base methods. Since each of the
base methods ground their detection strategy upon scoring incoming points from a univariate stream, we
can apply entropy analysis to adjust models’ threshold over data stream dynamically in relation to disorder
measure of a particular batch. We integrated entropy threshold into existing (rigid) threshold strategies for
every model. This was done in several steps:

1. We calculate per-batch anomaly scores on a training part of time series.
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2. Based on these scores, we set minimum and maximum threshold for non-anomalous batch values by
calculating mean and standard deviations of per-batch entropy scores:

thr eshol d_bot tom = entr opy_scor es − f∗σ

thr eshol d_top = entr opy_scor es + f∗σ
Factor f is subjected to particular time series, yet our experiments show that the factors between 1.0
and 2.5 yield the best performance.

3. When making predictions in streaming settings, we first populate current anomaly batch up until it is
full and then test whether its disorder measure falls within normal deviation of entropies.

(a) If this is the case, then we proceed with built-in anomaly detection strategy of a model.

(b) Otherwise, we shrink built-in threshold value by the same magnitude as current entropy batch
deviates from mean entropy.

(a) KPI (b) NAB

(c) Yahoo A1 (d) Yahoo A2

(e) Yahoo A3 (f) Yahoo A4

Figure 5.5: Colormap of entropy model performance on public datasets (Yahoo, NAB, KPI) with varying window sizes and factor values.
Colorbar indicates F1-score performed in batched fashion with the corresponding window size.
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Proposed strategy aims to minimize anomaly threshold in presence of entropy abnormalities, meaning
that we allow more points to be classified as anomalies when entropy of data changes. Dynamic threshold
adaptation integrated within LSTM AE model is shown in Figures 5.4.

Total F1-score
KPI NAB Yahoo A1 Yahoo A2 Murex ING

Model BT ET BT ET BT ET BT ET BT ET
SARIMA 0.173 0.180 0.139 0.194 0.422 0.208 0.427 0.343 0.175 0.131
LSTM AE 0.177 0.214 0.206 0.234 0.411 0.277 0.494 0.233 0.129 0.078
SR 0.102 0.277 0.110 0.171 0.276 0.182 0.512 0.228 0.112 0.112
PSO-ELM 0.220 0.316 0.123 0.211 0.323 0.303 0.507 0.304 0.144 0.133

Table 5.13: Performance of tuned models with built-in (BT) and entropy (ET) threshold strategies on publicly available data.

Total F1-score
KPI NAB Yahoo A1 Yahoo A2 Murex ING

Model BT ET BT ET BT ET BT ET BT ET
SARIMA 0.160 0.161 0.137 0.174 0.295 0.191 0.298 0.105 0.081 0.078
LSTM AE 0.110 0.132 0.201 0.219 0.304 0.184 0.008 0.008 0.046 0.059
SR 0.063 0.079 0.051 0.055 0.195 0.155 0.511 0.302 0.104 0.100
PSO-ELM 0.106 0.106 0.205 0.205 0.187 0.183 0.006 0.006 0.061 0.104

Table 5.14: Performance of raw models with built-in (BT) and entropy (ET) threshold strategies on publicly available data.

Total F1-score
LSTM SARIMA PSO-ELM

Dataset BT ET BT ET BT ET
Yahoo A2 0.011 0.014 0.355 0.125 - -
KPI - - 0.242 0.251 0.107 0.131
NAB - - 0.142 0.158 0.207 0.220

Table 5.15: Performance of raw models with built-in (BT) and entropy (ET) threshold and with the most applicable drift detector from
Table 5.10 (if any) on publicly available data. "-" indicates that drift adaptation did not improve model performance (see Table 5.10)

and, therefore, entropy threshold has not been tested in such settings.

P-values from Wilcoxon Signed Rank Test
Raw models Tuned models

Model KPI NAB KPI NAB
SARIMA 0.551 0.055 0.014 4.2e−6

LSTM AE 0.031 0.009 0.007 0.031
SR 0.119 0.344 0.001 1.7e−5

PSO-ELM 0.863 0.922 0.065 7.8e−5

Table 5.16: P-values of Wilcoxon Signed Rank Test performed on F1-score distributions (with and without entropy threshold) of raw
and optimized models per dataset.

Our last step was to test joint models (baselines + entropy threshold) on publicly available data. Our re-
sults are reported in Table 5.13 for tuned models and in Table 5.14 for raw models. In addition, for the com-
binations of base models and datasets that benefit from drift adaptation (see Table 5.10), we ran experiments
with both dynamic entropy threshold and drift detectors. We report results in Table 5.15 for raw models only.
We also performed statistical test (Wilcoxon Signed Rank Test) described in Section 5.2 to test significance of
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change when applying entropy-based threshold over the datasets. These results are reported in Table 5.16 for
the dataset where we observed improvement, namely, NAB and KPI, and for both raw and optimized models.

Results indicate that in application to KPI and NAB public data, entropy-based threshold boost perfor-
mance of models from our selection, as judged by total F1-score. Such boost in performance is significant
for all optimized models except PSO-ELM on KPI data, as indicated by p-values ≤ 0.05. The average improve-
ment is around 30% and fluctuates between 0% to 50% for different model types and different datasets. In
case of Yahoo dataset, we only tested our models on benchmarks A1 and A2 since we could not find optimal
window for other 2 benchmarks. In case of Yahoo, entropy-based threshold decreases models’ performance.
Additionally, we used internal ING Murex dataset for test, where entropy-based threshold did not improve
performance either.

Finding 6: Entropy-based threshold seems to improve models’ performance on closer-to-real-case data, as
in case of KPI and NAB datasets, whereas it decreases performance for datasets with larger granularity, as Yahoo
or ING Murex.

5.7. Comparison to state-of-the-art models
Based on all finding and observations from the previous stages of our research, we have decided to combine
them all together into a single model and compare this model to the recent state-of-the-art anomaly detectors
found in scientific literature. We selected Online Evolving Spiking Neural Networks model (OeSNN-UAD)
proposed in 2021 by Piotr S. Maciąga et. al. [56] due to its recentness and large collection of anomaly detectors
it was compared to. We compare our model to all base models used in [56] that include recently invented
(2019) DeepAnt model [62] as well as some older anomaly detectors outlined below:

1. Numenta and NumentaTM [12] are the algorithms based on hierarchical temporal memory network
(HTM) and anomaly likelihood calculation part for anomaly detection.

2. HTM JAVA [35] is a Java implementation of the Numenta algorithm.

3. Skyline [84] is an ensemble algorithm for anomaly detection. Majority-voting is used to identify anomaly
label of a time point.

4. TwitterADVec [67] is a Seasonal Hybrid ESD (S-H-ESD) -based algorithm [74] for anomaly detection.

5. EGADS [48] an ensemble algorithm for anomaly detection in time series proposed by Yahoo. It uses
time series learning and modelling in order to identify deviations in incoming streams from the learned
model and detect anomalies based on it. It is capable of detecting three distinct anomaly types, namely:
outliers, sudden change points in values and anomalous sub-sequences of time series.

6. DeepAnT [62] is neural methods for anomaly detection that can have in its core long short-term layers
(LSTM) or convolutional (CNN) layers. It works by modelling time series and then detecting anomalies
in true observed values.

7. Bayesian Changepoint [11] time series change point detection algorithm based on Bayesian inference
and it analyses a probability distribution of the time series partitions created from earlier detected
change points. For the algorithms to work reliably, it is desired to have sudden change points in stream
distributions over time.

8. EXPected Similarity Estimation (EXPoSE) [78] distribution-based anomaly detector. It detects anoma-
lies if current input distribution of input deviates to what has been observed before.

9. KNN CAD [24] makes used of nearest-neighbours classification technique for anomaly detection in
univariate streams.

10. Relative Entropy [90] Kullback-Leibler divergence based methods for anomaly detection. It compares
previously observed and current distributions of time series points and detects anomaly if divergence
is large. This technique resembles our per-batch entropy calculation.

11. ContextOSE [82] extracts values from time series inputs and creates context properties from them.
Anomalous label is given to such points which context differs significantly to baseline context.
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Table 5.17: Average F-measure values obtained for Numenta Anomaly Benchmark stream data using the unsupervised anomaly
detectors (marked with *) presented in [56] and using proposed PSO-ELM-ET detector. The results in bold are the best for each data

files category. The results for the detectors marked with * were reported in [56].
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Artificial no Anomaly 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Artificial with Anomaly 0.009 0.004 0.004 0.017 0.003 0.012 0.017 0.021 0.043 0.017 0.013 0.156 0.427 0.346

Real Ad Exchange 0.018 0.022 0.005 0.034 0.024 0.040 0.035 0.024 0.005 0.018 0.026 0.132 0.234 0.362
Real AWS Cloud 0.006 0.007 0.015 0.018 0.006 0.017 0.018 0.018 0.053 0.013 0.06 0.146 0.369 0.404

Real Known Cause 0.007 0.005 0.005 0.013 0.008 0.015 0.012 0.013 0.008 0.017 0.006 0.2 0.324 0.350
Real Traffic 0.012 0.02 0.011 0.032 0.013 0.033 0.036 0.033 0.091 0.020 0.045 0.223 0.340 0.341
Real Tweets 0.003 0.003 0.003 0.010 0.004 0.009 0.010 0.006 0.035 0.018 0.026 0.075 0.310 0.212

Averaged 0.008 0.009 0.006 0.018 0.008 0.018 0.018 0.016 0.034 0.015 0.025 0.133 0.286 0.288

We did not run or pre-train any of the above detectors by ourselves since, in majority, they report rather
poor performance on NAB benchmark [62] in comparison to other prominent models. We use earlier re-
ported results from [56] as the point of reference.

In selecting components of our model we relied on the following conclusions from our previous observa-
tions as well as on architectural constraints of our base models:

1. We have observed that on longer time series that are closer to real data, entropy-based threshold boosts
performance, therefore, we decided to use a model with entropy thresholding.

2. In order for model to be comparable to OeSNN-UAD, we need to perform point-based predictions,
yielding anomaly predictions one-by-one.

3. Ideally, we would like our model to be capable to retrain in real-time as well, since it might be profitable
to use it with drift adaptation for some datasets.

Based on the above observations, we decided to use PSO-ELM model with entropy-based threshold (PSO-
ELM-ET). We removed normalization from the original implementation of PSO-ELM since this would require
us to know and normalize point in future incoming time series points. Instead of using non-intersecting
batches for entropy calculation, we used sliding batches with the stride of 1 on the test part of the time series,
we calculate per-batch entropy mean and standard deviation values same way we did it before on disjoint
batches. We used extensive hyperparameter tuning of our model where parameters such as entropy window
size, factor f as well as some internal PSO-ELM hyperparameters like training window size have been tuned.
We performed our hyperparameter optimization the same way it was done for OeSNN-UAD.

Table 5.17 shows performance of PSO-ELM-ET against previous models on all subsets of NAB dataset. As
Table 5.17 indicates, our model is capable of reaching state-of-the-art overall performance as well as outper-
forms previous models on a number of NAB subset.

Finding 7: Proposed PSO-ELM-ET model has comparable performance to the state-of-the-art detectors on
NAB dataset. Yet, this model is not a universally best choice for other datasets.

5.8. Evaluation of online models
In this section we would like to discuss evaluation routines used in online anomaly detection domain and
their representativeness of actual model behavior after deployment.

The vast majority of current and previous studies on online anomaly detection uses single total F1-score
as their measure of models’ performance. This is exactly the reason why we used such evaluation technique in
our study - to assess and score our models such that they can be compared directly with the existing detectors.
In addition, some studies use single overall evaluation scores as precision, recall, balanced accuracy, and
Matthews correlation coefficient [56], [39], [72]. All these scores reflect or combine proportions of correctly
or wrongly classified anomalies by some detector within test part of the data.
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Nevertheless, such single-value scores do not give any insight into actual models’ performance during its
life-cycle once deployed. For example, a model with average stable performance over its whole lifespan will
yield nearly identical metrics as a model that initially had high accuracy or precision which drastically drops
over time in production. Therefore, we looked into alternative ways of measuring models’ performances and
evaluating them over time that can give insight into how model behavior changes over time.

To the best of our knowledge, there is only very limited amount of studies that evaluates online anomaly
detectors over time and use such matrices for detector comparisons. One immediate approach would be to
look into per-batch predictor metricise over time, where for example F1-scores or precision are calculated
on small disjoint but consequent batches of time series values. With this approach, it becomes possible to
observe changes of predictive behavior of models over time and identify models with stable performance, or
models which performance degrades over time. In addition, such approach still allows for identifying strictly
superior models: such model will have all per-batch metrics above less-accurate models. We provide visual
representations in Figure 5.6 (a) and (b).

(a) (b)

Figure 5.6: Per-batch F1-score of PSO-ELM model with various thresholding techniques on a KPI time series.

In Figure 5.6 a) model with dynamic threshold is superior to another two models on every batch, even
though performance of the model is unstable over time interval. In such case, it can be concluded, that
dynamic threshold model is the best choice out of 3 options for the selected time series. However, as Figure
5.6 b) shows, on a different time series there is no best-fitting model, since dynamic threshold model performs
the worst in the beginning but gains advantage over time. Additionally, it can be observed that in case of time
series from Figure 5.6 b), their performance starts decreasing almost immediately after the first test batch
which a single F1-score over test set would not indicate.

Therefore, we think it is profitable to evaluate and track performance of online detectors via per-batch
metrics over time. Then, the extent of the deviation within such metrics, overall trend, and average distance
to another model metrics can be used to evaluate online model.

Finding 8: Modern evaluation techniques for online anomaly detectors are not representative of a model
lifespan when deployed. Nevertheless, when tracking performance over time, more complex analysis involving
human-in-the-loop is needed to reliably assessing online performance.
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5.9. Discussion
Within this work, we have structured existing anomaly detection techniques using one single general classifi-
cation. We have selected the most popular methods out of each category and we have tested their applicabil-
ity to various known public streaming benchmarks. We researched what variables that are present within the
benchmark time series data, might have an influence on the predictive performance of anomaly detectors
and their generalizability. We exploited our findings and proposed one final PSO-ELM-ET model: a combi-
nation of an already existing model based on particle swarm optimization of extreme learning machines and
an entropy-dependent threshold technique that adjusts rigid anomaly threshold over a span of time based on
batched entropies. Below, we discuss our findings in more detail and we draw corresponding conclusions.

We have found that some types of anomaly detectors do not adapt well to real-time streams: for instance,
clustering, isolation, or distance-based methods did not show competitive performance in our experiments.
Our best-performing online anomaly detectors include neural-based models, such as Auto-Encoders or Ex-
treme Learning Machines, and signal-processing models such as SARIMA or Spectral Residuals. One reason
for this might be that all of our selected base models make use of time dependency within the time series
either via LSTM layers or by using time series characteristics as frequencies or seasonality during model cre-
ation and prediction.

Our Finding 1 indicates that conventional anomaly detectors do not generalize well into various stream-
ing scenarios as shown by their low performance on the joint set of anomaly detection benchmarks (F1-score
≤ 0.7). We did not find any strong patterns or accordance among models’ performances: each benchmark
has its own top-performing model which is not universal across other datasets.

Neither did we find any similarities or dissimilarities across publicly available benchmarks, that could be
correlated to the detective performance of the models. Finding 2 shows that we did not find any strong rela-
tion between particular time series features (independently of the dataset) and models’ performances on the
given data. Nevertheless, our analysis is highly limited by the number of publicly available time series and
bias, if any, present within them. Our final set consists of 456 time series out of 3 public benchmarks with the
vast majority of them (367) coming from Yahoo benchmark. Not only such a small amount of time series lim-
its our correlation research on time series feature influence on models’ performance, but particular dataset
biases may lower result soundness. As an example, a recent study from 2021 [95] argues that modern anomaly
detection time series benchmarks suffer from flaws such as unrealistic anomaly densities, mislabeled ground
truth, or location of anomaly groups (that tends to be towards the very end of a time series). Such flaws also
may have an influence on our results in general, and correlation analysis in particular. We reckon that one
useful extension of our study might be to perform a large-scale correlation analysis with thousands of labeled
time series.

Our Finding 3 indicate that, in general, there is no consistent improvement of anomaly detectors when
combined with drift detectors, however, individual anomaly detectors may exhibit a performance boost when
combined with drift adaptation. We have also identified a set of the best-suitable drift detectors for particular
models in application to streaming data. Our findings show that EDDM, ECDD, and HDDW adapt the best to
our base anomaly detectors.

Our contribution consists of exploiting time series disorder, we have shown that it is feasible to decom-
pose time series into per-batch entropy values over short periods of time with the window size suitable to
our definition of near real-time anomaly detection (Finding 4 and Finding 5), and that such short-period
entropy indicators are capable of highlighting anomalous batches. We did not find a single overall window
that yields the best performance over all benchmarks - in order to achieve the most representative entropy-
decomposition values over time series batches, it is necessary to search for an optimal entropy window within
such time series. We found entropy windows to be in a range of 35 to 85 time points, with some datasets com-
pletely failing to optimal window search and, therefore, being inapplicable to entropy analysis. We used such
short-period entropy measures for dynamically adjusting rigid anomaly threshold measure in base models.
We tested various entropy measures with singular values decomposition entropy proving to be the best choice
in our case, leaving behind more popular choices for time series entropy analysis, such as permutation and
spectral entropies. Such a result might be influenced by the short window size constraint: to the best of our
knowledge, previous studies on entropy analysis within time series data applied it to significantly larger time
periods.

Based on our complete exploratory analysis, we selected and proposed one final anomaly detection model
for data streams (Finding 6). Our model did not show reliable accuracy on anomaly benchmarks (accuracy
0.7). Nevertheless, when tuned with optimization routines given within the literature, it is capable of showing
performance comparable to state-of-the-art online anomaly detectors, as Finding 7 indicates.
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We believe that our findings indicate there is an overall little generalization of online anomaly detectors to
different time series types, and that there is no one-suits-all solution. In order to achieve the highest perfor-
mance, not only a detector should be tuned per time series, but also different detector types better capture
anomalies in different time series. We selected PSO-ELM-ET model as the final choice due to it seemingly
better applicability to lengthy and closer-to-real time series, as those in NAB or KPI detasetsas, well as due to
its speed of training.

Lastly, we argue in Finding 8 that a popular single F1-score measure over the test set is not represen-
tative of the true changing behavior of an anomaly detector in real time and, therefore, cannot be used
alone to evaluate online anomaly detectors. We believe that per-batch metrics (as F1-score measure) cap-
ture changes in models’ performance over their life cycle and should be used for assessing online anomaly
detectors. Nonetheless, interpretation of such metrics is not always straightforward, it requires human-in-
the-loop intervention for model comparison and it is highly use-case specific.

5.10. Future Work
Our analysis suffers from the limited amount of available data. Therefore, one interesting improvement of our
work lies in applying our analysis to a larger set of time series. Such time series can be artificially generated or
can be of real nature, yet, in our opinion, the real data type is the most interesting one. In addition, possible
correlations between models’ performance and types of data (real vs anomalous) can be researched as well
as other data type groupings based on the granularity of time series or their nature (machine metrics, traffic
metrics, etc.).

Additionally, our analysis works solely with univariate data whereas the applicability of our findings to the
multivariate case might is of high interest.

Last but not the least, more in-depth research into possible evaluation metrics for online anomaly detec-
tors will be a valuable input for the domain.

5.11. Conclusion
In our work, we researched the applicability of time series anomaly detectors to online scenarios with fully
unsupervised learning. We have tested selected detectors out of several groups and we identified the best-
performing models for univariate cases, namely, SARIMA, LSTM AE, PSO-ELM, and Spectral Residuals. How-
ever, our response to the first research question from Section 1.2 is we observed poor preservation of models’
performance over different datasets.

To answer the second research question from Section 1.2, we analyzed various dependencies among per-
formance scores of anomaly detectors, represented by F1-score on a full test set, and certain time series
properties. We researched several categories of such properties, such as time series features, data drifts, and
time series disorder, and their possible influence on models’ performance. We found time series disorder, as
measured via singular value decomposition entropy, to be the most promising and interesting direction for
improving the performance preservation of anomaly detectors.

We proposed an adaptive threshold method to diminish time series disorder influence on the perfor-
mance of anomaly detectors as the response to the last research question from Section 1.2. The method is
capable of adjusting in near real-time in relation to the entropy measure of incoming time series batches, and
we show its applicability to all base models on 2 out of 3 datasets. We also combined all our findings together
by selecting one final model for anomaly detection in streaming data and by testing it against state-of-the-art
benchmarks on NAB dataset to show the competitiveness of our method.

Lastly, we discuss possible problems and solutions in evaluating online anomaly detectors via single F1-
score.
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Feature From Method Description
DN_HistogramMode_5 Catch22 Mode of z-scored distribution

(5-bin histogram)
DN_HistogramMode_10 Catch22 Mode of z-scored distribution

(10-bin histogram)
CO_f1ecac Catch22 First 1/e crossing of

autocorrelation function
CO_FirstMin_ac Catch22 First minimum of

autocorrelation function
CO_HistogramAMI_even_2_5 Catch22 Automutual information,

m = 2, τ = 5
CO_trev_1_num Catch22 Time-reversibility statistic,

〈(xt+1 −xt )3〉t
MD_hrv_classic_pnn40 Catch22 Proportion of successive differences

exceeding 0.04σ []
SB_BinaryStats_mean_longstretch1 Catch22 Longest period

of consecutive values above the mean
SB_TransitionMatrix_3ac_sumdiagcov Catch22 Trace of

covariance of transition matrix between symbols
in 3-letter alphabet

PD_PeriodicityWang_th0_01 Catch22 Periodicity measure of [92]
CO_Embed2_Dist_tau_d_expfit_meandiff Catch22 Exponential fit

to successive distances in 2-d embedding space
IN_AutoMutualInfoStats_40_gaussian_fmmi Catch22 First minimum

of the automutual information function
FC_LocalSimple_mean1_tauresrat Catch22 Change in correlation length

after iterative differencing
DN_OutlierInclude_p_001_mdrmd Catch22 Time intervals

between successive extreme events above the mean
DN_OutlierInclude_n_001_mdrmd Catch22 Time intervals

between successive extreme events below the mean
SP_Summaries_welch_rect_area_5_1 Catch22 Total power in lowest fifth

of frequencies in the Fourier power spectrum
SB_BinaryStats_diff_longstretch0 Catch22 Longest period of successive

incremental decreases
SB_MotifThree_quantile_hh Catch22 Shannon entropy of two successive

letters in equiprobable 3-letter symbolization
SC_FluctAnal_2_rsrangefit_50_1_logi_prop_r1 Catch22 Proportion of slower timescale

fluctuations that scale with linearly rescaled range fits
SC_FluctAnal_2_dfa_50_1_2_logi_prop_r1 Catch22 Proportion of slower

timescale fluctuations that scale with DFA (50% sampling)
SP_Summaries_welch_rect_centroid Catch22 Proportion of slower timescale

fluctuations that scale with linearly
rescaled range fits

FC_LocalSimple_mean3_stderr Catch22 Mean error from a rolling 3-sample
mean forecasting

hurst FFORMA Hurst exponent
seasonality FFORMA strength of seasonality

series_length FFORMA length of time series
unitroot_pp FFORMA test statistic based on Phillips-Perron test

unitroot_kpss FFORMA test statistic based on KPSS test
stability FFORMA stability
nperiods FFORMA number of seasonal periods in the series

seasonal_period FFORMA length of seasonal pertiod
trend FFORMA strength of trend
spike FFORMA spikiness

linearity FFORMA linearity
curvature FFORMA curvature

e_acf1 FFORMA first ACF value of remainder series
e_acf10 FFORMA sum of squares of first 10 ACF values of remainder series
x_pacf5 FFORMA sum of squares of first 5 PACF values of original series

diff1x_pacf5 FFORMA sum of squares of first 5 PACF values of differenced series
diff2x_pacf5 FFORMA sum of squares of first 5 PACF values

of twice-differenced series
nonlinearity FFORMA nonlinearity
lumpiness FFORMA lumpiness

alpha FFORMA ETS(A,A,N) α̂
beta FFORMA ETS(A,A,N) β̂

flat_spots FFORMA number of flat spots, calculated by discretizing the series
into 10 equal sized intervals and counting the maximum

run length within any single interval
entropy FFORMA spectral entropy

crossing_points FFORMA number of times the time series crosses the median
arch_lm FFORMA ARCH LM statistic
x_acf1 FFORMA first ACF value of the original series

x_acf10 FFORMA sum of squares of first 10 ACF values of original series
diff1_acf1 FFORMA first ACF value of the differenced series

diff1_acf10 FFORMA sum of squares of first 10 ACF values of differenced series
diff2_acf1 FFORMA first ACF value of the twice-differenced series

diff2_acf10 FFORMA sum of squares of first 10 ACF
values of twice-differenced series

hwalpha FFORMA ETS(A,A,A) α̂
hwbeta FFORMA ETS(A,A,A) β̂

hwgamma FFORMA ETS(A,A,A) γ̂
peak FFORMA strength of peak

through FFORMA strangth of through
arch_acf FFORMA sum of squares of the first 12 autocorrelations of z2

garch_acf FFORMA sum of squares of the first 12 autocorrelations of r 2

arch_r2 FFORMA R2 value of an AR model applied to z2

garch_r2 FFORMA R2 value of an AR model applied to r 2

seas_pacf FFORMA partial autocorrelation coefficient at first seasonal lag
sediff_acf1 FFORMA first ACF value of seasonally differenced series

Table 18: Full set of time series features used for correlation analysis.
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