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Abstract

The main objective of this master’s thesis report is to experimentally investigate the effects of dynamic

inflow conditions on the wake of an actuator disc. Dynamic inflow is the unsteady wake in momentum

theory. Dynamic inflow can experimentally be generated by a gust generator. During the experiments, in

which Particle Image Velocimetry (PIV) was used as a flow measurement technique, the gust generator

produced different gust frequencies and gust amplitudes. The oscillating gust results in the oscillating

wake of the actuator disc. The oscillations of the wake cause wake expansion and compression. The

expansion and compression of the wake is mainly dependent on the gust frequency. The higher the

gust frequency is, the more oscillations the wake will see.
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Summary

The actuator disc model is a simplified method to calculate flow effects of a wind turbine. The method

assumes incompressible, steady, one-dimensional flow. Dynamic inflow describes the unsteady wake-

induced velocity. For dynamic inflow simulations, there are several options to simulate it. For numerical

analysis, engineering models of Stig Øye; Pitt-Peters, and the ECN model can be used to simulate

dynamic inflow conditions. Several analyses have been done in the past into these models. Besides

numerical analysis, experiments in wind tunnels have also been done on dynamic inflow conditions.

Dynamic inflow conditions in a wind tunnel are simulated by so-called active grids.

The main objective of this master’s thesis is to investigate the effect of dynamic inflow conditions on

an actuator disc. The experiments were done in the W-Tunnel of Delft’s University of Technology. A

specially designed gust generator can be mounted to the exit of the open wind tunnel. Three actuator

discs with different porosities have been manufactured.

The wind tunnel data is collected by two cameras in a Particle Image Velocimetry (PIV) set-up. The

captured images are analysed with software for intelligent imaging. Several test cases were done during

the experiments. In the test cases, there are three variables:

• Porosity, or change of actuator disc. In total four different settings, namely the three different

actuator discs, and one case without disc.

• The gust vane amplitude.

• The gust vane frequency

After several trials, the set-up was changed. The second camera was shifted downstream to also have

a view of the area further downstream. Due to time limitations in the wind tunnel, only some tests were

repeated to extend the captured flow field.

The flow field shows the wake of the gust vanes together with the wake of the actuator discs. The wake

of the actuator disc is expanding and compressing due to the oscillating wakes of the gust vanes. The

main difference between the change in gust frequency is the behavior of the wake of the actuator disc.

The wake is expanding, and compressing for both low and high gust frequencies. In high frequency

cases, the wake is compressed exactly at opposite gust vane angles in comparison to low gust frequency

cases. This is the result of the faster oscillating gusts in high frequency cases. The gust amplitude

shows a change in the induction upstream of the actuator disc. The induction is dependent on the gust

phase in combination with the gust amplitude. The induction for high gust amplitudes is much further

upstream than for lower gust amplitudes.

The thrust coefficients are calculated from the velocity field using a linear interpolation method. The

thrust coefficients of the two actuator discs with the lowest porosity are closest to literature data. The

third actuator disc shows a slightly different behavior to the steady case. However, if a gust is introduced

to the flow field, it increases or decreases the thrust coefficient. The results of the actuator discs with

the lowest porosities are still close to literature data. The third actuator disc shows similar behavior as

the other two discs, except for one case which is close to the steady case of the third disc. During the

experiments, the actuator discs were changed by hand, which added small errors, even with a mark on

the actuator disc.
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1
Introduction

On December 19, 2019, Frans Timmermans, vice-president of the European Commission, launched the

European Green Deal [11]. In the next decades, Europe should reduce its emissions to stop climate

change. Sustainable energy sources are required to replace fossil fuels. An example of a sustainable

energy source is wind energy. Wind is a very old energy source. The first usage of wind energy was for

the propulsion of boats along the river Nile [2]. Nowadays, wind energy could be used to reduce fossil

fuels.

Wind turbines convert kinetic energy of the wind into electricity. The extraction of energy from the flow

results in a lower velocity in the wake of the actuator disc. Wind turbines operate alone or in groups. If

the wind turbines are in groups, the spatial distance between the wind turbines can result in different

power extraction processes of the downstream wind turbine, due to the influence of wake losses caused

by the upstream wind turbine.

Dynamic inflow conditions are the unsteady effects of wind turbine wake-induced velocity. Simulating

dynamic inflow conditions in an experimental case is rather difficult. The gust may not be too strong,

because then the dynamic inflow conditions could be so dominant that no measurements can be per-

formed on the object itself. If the gust is too soft, the measurement results will be the same as for uniform

inflow conditions. In the Aerospace Structures & Computational Mechanics department of the faculty of

Aerospace Engineering of Delft’s University of Technology, there is a possible solution. Dynamic inflow

conditions can be simulated in a wind tunnel using a so-called gust vane generator. The gust vane

generator consists of two symmetrical airfoils. The gust vane generator can be mounted in the faculty’s

so-called W-Tunnel wind tunnel.

1.1. Project overview
Actuator discs are commonly used to simulate wind turbines. Therefore, the actuator disc simplifies

the numerical implementation of the flow field behind a so-called horizontal axis wind turbine. The

momentum theory on which the actuator disc model based was first proposed by Froude in 1889 [14].

The method assumes an infinitely thin disc with uniform loading in a steady, inviscid, incompressible flow.

In reality, wind turbines operate in highly unsteady flows caused by many reasons such as turbulence,

gusts, wind shear, etc. One option is to use dynamic inflow conditions in numerical simulations. Other

models use unsteady load conditions. In experimental work, a so-called active grid can be used. With

an active grid, the flow in a wind turbine can be repeatedly disturbed in a controlled environment.

1.2. Project objective
In this master’s thesis project, steps are taken to further extend the knowledge of dynamic inflow condi-

tions on actuator discs. The main objective is to study the behavior of the wake behind the actuator disc

1



2 Chapter 1. Introduction

under dynamic inflow conditions. Only a small number of studies have been dedicated to experimental

work on wind turbines under dynamic inflow conditions. In order to extend the knowledge of this topic,

an experimental approach is taken. Particle Image Velociymetry (PIV) is used as a flow measurement

technique in order to study the flow field behind the actuator disc. Hereby, the actuator disc is modeled

as a porous disc. The porosity of the actuator disc is used to compare the effect on the wake of the disc.

The dynamic inflow conditions are generated by a gust generator with two symmetrical NACA airfoils.

The gust is simulated in a sinusoidal way.

The following steps have been taken to realize this objective:

1. The first step is to review previous work related to the topic of interest. Work related to actuator disc

theory, experimental work on dynamic inflow conditions, engineering models, etc. are reviewed.

2. The second step is experimental work to study the influence of dynamic inflow on the wake of

the actuator disc. Hereby, several actuator discs with different porosities are used. The gusts are

varied during the experiments.

3. The third step is post-processing of the captured images using DaVis software to estimate flow

field characteristics. Besides the DaVis software, Matlab is used to compare various data sets.

4. The fourth step is to report all the results. Results from both steady and unsteady cases are

discussed.

1.3. Report overview
The report is structured in five parts.

• Background information: Chapter 2 and chapter 3 introduce the theory behind the actuator disc

model, and aerodynamics of the wind turbine wake. Besides some state-of-the-art models are

presented.

• Methodology: In chapter 4, the experimental set-up is explained.

• Results: The steady state cases are analysed in chapter 5. Chapter 6 is about the analysis of the

unsteady cases..

• Uncertainty: An uncertainty estimation of the results is given in chapter 7.

• Conclusion and recommendations: Finnaly, the report ends with conclusion from all the results

and recommendations for further research. The conclusion can be read in chapter 8

• Appendices: Appendix A gives an overview of the non-dimensional velocity versus y for several

x-locations in the domain. In appendix B, the gusts of the steady cases are shown. Appendix C

shows the velocity fluctuations of the steady cases, and the convergence of the steady cases.

Appendix D analyses the velocity profile and turbulent intensity at specific planes in the wake, and

compares it to the steady cases.



2
Background

This chapter describes the analysis methods for wind turbines. The main analysis method in this report

is the actuator disc theory (see section 2.1). For unsteady conditions, dynamic inflow conditions could

be used (see section 2.2). The wake of the wind turbine is discussed in section 2.3. The fourth section

(section 2.4) is about some flow phenomena around actuator discs. The last section is about Particle

Image Velocimetry (see section 2.5).

2.1. Actuator Disc model
This section describes the actuator disc model. The Actuator Disc (AD) model is a well-known and often

used model to analyze a wind turbine. The model avoids scaling issues and simplifies the simulation.

The model has been studied in numerous cases for steady loading. In this subsection the theory and

the assumptions of relevance are discussed in sections 2.1.1 and 2.1.2.

2.1.1. Actuator disc model
In the Actuator Disc model, the wind turbine rotor is modeled as a disc. The disc is assumed to be ideal,

which means that the disc is frictionless. Therefore, there is no rotational velocity in the wake of the

disc. Furthermore, the disc is assumed to be a wind turbine with an infinite number of blades where the

loads act uniformly on the disc [18].

Further assumptions in the actuator disc model are:

• Incompressibility and frictionless flow with no external forces. Normally, the operating tip speed of

a wind turbine is around 80m/s, which means that the flow can be assumed to be incompressible.

• Another assumption in the actuator disc model is inviscid flow.

• Also, the actuator disc model is a 1D model. However, in reality, wind turbines operate in yawed

conditions due to various wind directions and/or upstream wind turbines.

• The last assumption for the actuator disc model is stationary flow. The flow in the wake changes

immediately if the inflow condition is changed.

A wind turbine extracts energy from the air flow. This means that the velocity far upstream of the rotor

is higher than the velocity at the rotor itself, and the velocity far downstream is again lower than the

velocity at the rotor. The velocities at the specific location are defined by the following symbols: U∞ is

the velocity far upstream; u is the velocity at the disc, and u1 is the velocity far downstream.

The mass flow rate is defined as:

ṁ = ρAU∞ (2.1)

3



4 Chapter 2. Background

where ρ is the density, A is the area, and U∞ is the velocity. The density is assumed to be constant.

From this assumption, the mass flow rate should also be constant. The area far upstream is smaller

than the area at the disc. Also, the area far downstream is larger than the area on the disc. Thus, the

streamlines must diverge as shown in figure 2.1.

The drag of the disk model is also obtained by a pressure drop over the rotor. Far upstream, the pressure

is at atmospheric conditions indicated by the symbol po. Closer to the disk, the pressure rises to a higher
pressure. A discontinuous pressure drop of ∆p over the disk occurs before the pressure recovers to at-
mospheric level downstream of the disk. A force in the streamwise direction, the thrust, can be defined as:

T = ∆pA (2.2)

where A is the area of the disc and defined as:

A = πR2 (2.3)

As already mentioned, the flow is assumed to be stationary, incompressible, frictionless, and experiences

no external forces on the fluid. Therefore, Bernoulli’s equation is valid from far upstream to just in front

of the disk and from just behind the disk to far downstream.

po +
1

2
ρU2

∞ = p+
1

2
ρu2 (2.4)

po +
1

2
ρu2

1 = p−∆p+
1

2
ρu2 (2.5)

Combining the two equations (2.4 and 2.5) yields:

∆p =
1

2
ρ
(
U2
∞ − u2

1

)
(2.6)

Figure 2.1: Streamlines, axial velocity and pressure [18]

Using the control volume in figure 2.2, the axial momentum equation could be written as:

δ

δt

∫∫∫
cv

ρu (x, y, z) dx dy dy +

∫∫
cv

u (x, y, z) ρV ḋA = Fext + Fpres (2.7)
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The first term is equal to zero, because the assumption is made of a stationary flow. The last term is

zero, because the pressure is equal on both end plates and the area is equal. The force on the lateral

boundary has no lateral component. Using the assumption for an ideal rotor, the equation (2.7) becomes:

−T = ρu2
1A1 + ρU2

∞ (ACV,in −A1)− ρU2
∞ACV,in + ṁsideU∞ (2.8)

Figure 2.2: Rectangular control volume [18]

Both mside and the relation between A1 and A can be found from the conservation of mass:

ρu1A1 + ρU∞ (ACV,in −A1)− ρU∞ACV,in + ṁside = 0 → ṁside = ρA1 (U∞ − u1) (2.9)

ṁ = ρu1A1 = ρuA (2.10)

Combining the equations:

T = ρuA (U∞ − u1) = ṁ (U∞ − u1)A (2.11)

Using equations (2.6, 2.10 and 2.11) leads to:

U =
1

2
(U∞ − u1) (2.12)

The velocity on the disk is the mean of the freestream velocity and the final value of the velocity in the

wake. The shaft power P can be found from the integral energy equation using the control volume

(below) of figure 2.3.

P = ṁ(
1

2
U2
∞) +

po
p

− 1

2
u2
1 −

po
p

(2.13)

Figure 2.3: Alternative control volume [18]

Expressions can be determined by the power (equation 2.18) and thrust (equation 2.19) of a wind turbine

by defining equations 2.14, 2.15, 2.16, and 2.17.

P =
1

2
ρuA

(
U2
∞ − u2

1

)
(2.14)
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u = (1− a)U∞ (2.15)

u1 = (1− 2a)U∞ (2.16)

T = ρuA (U∞ − u1) (2.17)

P = 2ρU3
∞A (1− a)

2
(2.18)

T = 2ρU2
∞A (1− a)

2
(2.19)

The available power in the area of the disc is:

Pavail =
1

2
ρAU3

∞ (2.20)

Both the power and the thrust could be made dimensionless:

CP =
Pavail(
1
2ρAU3

∞
) (2.21)

CT =
T(

1
2ρAU2

∞
) (2.22)

Both coefficients could be rewritten into a relation with the induction factor:

CP = 4a (1− a)
2

(2.23)

CT = 4a (1− a) (2.24)

The maximum CP can be analyzed by differentiating the formula of the pressure coefficient (equation

2.23) with respect to a.

CP

da
= a (1− a) (1− 3a) (2.25)

It can be analysed that the maximum CP is equal to 16
27 for a = 1

3 . This theoretical maximum for an ideal

wind turbine is known as the Betz limit. This limit is visible in figure 2.4.

Figure 2.4: Thrust and power coefficients with respect to axial induction factor [18]
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2.1.2. The assumptions in Momentum theory
Various assumptions were made in the Actuator Disc model.

• A disc with uniform loading is used to model a wind turbine. In reality, the loading is not uniform.

Therefore, the Prandtl’s tip correction factor is applied in Blade Element Momentum Theory (BEM).

• Corrections should be made to compensate for the incompressibility and inviscid flow. The

corrections could be on the airfoil characteristics for the actual Mach number or the Prandtl-Glauert

correction. However, mostly the corrections are neglected, because the tip speed is generally

around 80m/s and therefore the Mach number is below 0.3.

• Another assumption for the Actuator Disc model is stationary. In normal operational conditions, in

the wake, shed vorticity occurs together with trailing vorticity. Shed vorticity is, for example, the

unsteadiness of the bound vortex. Trailing vorticity relates to the spanwise variation of the bound

vortex [47].

• One of the reasons that the power generated by the wind turbine is often less than the Betz limit

is that viscous effects are neglected in momentum theory. The momentum theory is based on a

simplified streamtube concept. Various effects are neglected. Moreover, there is a discontinuity in

the pressure and velocity at the disc edge. From an experiment by J.G. Schepers [47], it is known

that near the wake, the streamtube concept is almost right.

2.2. Dynamic inflow
Dynamic inflow describes the unsteady effect of wind turbine wake-induced velocity. The wake-induced

velocity is influenced by variations in wind turbine rotor load. These variations in wind turbine load come

from changes in blade pitch angle or wind gusts. The flow requires a response, which indicates that the

flow is not always in equilibrium. An example is a sudden change in blade pitch angle; this causes an

overshoot in angle of attack which results in an overshoot in loading on the blade. This means a steady

state is reached after a short-time delay [51].

H. Snel [51] and J.G. Schepers [47] state that the dynamic inflow phenomenon can also be explained

using the change in vorticity. A trailing vortex is formed at the blade and moves downstream with the

flow. A change in pitch angle changes the bound vortex. The trailed vortex is moving at a finite velocity;

the “new” and “old” vortices are mixed. Consequently, the induced velocity was influenced by both

vortices (see figure 2.5).

Figure 2.5: Wake mixing [47]

As stated above, the assumption of stationary conditions and instantaneous responses in momentum

theory is not entirely true. It takes some time before a new equilibrium state is reached. Investigations

have been done into dynamic inflow conditions, such as the research of H. Snel [51] and J.G. Schepers

and H. Snel [17]. Several models have been investigated to simulate dynamic inflow [51]. In the

experiments, the effects of changes in blade root flapping movement, root shaft torque, and blade pitch
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angle were analyzed. The first effect is that a change in blade pitch angle results in a change in angle

of attack which results in a change in torque. This effect is due to unsteady airfoil aerodynamics. The

second effect is the change in torque due to the new equilibrium state of the induced velocity. If the

induced velocity is larger than the axial velocity, the torque decreases, and the first effect also decreases.

2.2.1. Modelling dynamic inflow
Several models have been developed for dynamic inflow conditions behind an unsteady actuator disc.

Blade Element Momentum (BEM) theory gives good results in uniform load conditions; it assumes the

equilibrium assumptions of the momentum theory. Two of these models are the Stig Øye dynamic inflow

model and the Pit-Peters-type dynamic inflow model. These two models were analyzed in a study by J.

De Vaal [53]. In this simulation, the effect of wind turbine surge motion is investigated on rotor thrust and

induced velocity. The conclusion is that all methods are close on thrust, but that the induced velocity

has large differences between the models.

A third dynamic inflow model is the ECN model. The ECN model is developed by Energieonder-

zoek Centrum Nederland (ECN), nowadays part of the Nederlandse Organisatie voor toegepast-

natuurwetenschappelijk onderzoek (TNO).

2.2.2. Stig Øye dynamic inflow model
The Stig Øye model calculates the induced velocity using a quasi-steady induced velocity in two first-

order linear differential equations [35]. The induced velocity is given by the following formula:

Vint + τ1
dVint

dt
= Vqs + kτ1

dVqs

dt
(2.26)

V + τ2
dVint

dt
= Vint (2.27)

where Vqs is the quasi-steady velocity, Vint is the intermediate value of the induced velocity and V is the

induced velocity. For vortex rings, k = 0.6. τ1 and τ2 are determined by the following two formulas in
which r is the radial distance and R is the rotor radius:

τ1 =
1.1

1− 1.3a

R

Vo
(2.28)

τ2 =

[
0.39− 0.26

( r

R

)2
]
τ1 (2.29)

As the formulas for the induced velocities are first-order ordinary differential equations, they could be

solved using a central, forward or backward differentiation method. For the forward and central differen-

tiation methods, information of the next time step is required and, therefore, it is more time-consuming

than the backward differentiation method.

The time derivatives using backward difference method are shown below:

dVqs

dt
=

V 1
qs − V i−1

qs

∆t
(2.30)

dVint

dt
=

V 1
int − V i−1

int

∆t
(2.31)

dV

dt
=

V i − V i−1

∆t
(2.32)

Substituting these into the equations gives:

V i
int + τ1

V 1
int − V i−1

int

∆t
= V i

qs + kτ1
V 1
qs − V i−1

qs

∆t
(2.33)



2.3. The wake of the wind turbine 9

V i + τ2
V 1
int − V i−1

int

∆t
= Vint (2.34)

Both equations above can be rewritten into

V i
int =

V i
qs + kτ1

V 1
qs−V i−1

qs

∆t +
V i−1
int

∆t

1 + τ1
∆t

(2.35)

V i =
Vint +

V i−1

∆t

1 + τ2
∆t

(2.36)

2.2.3. Pitt-Peters dynamic inflow model
The model was developed by Pitt and Peters and introduced at the Ninth European Rotorcraft forum

[41]. The model was also presented in a research of H. Snel and J.G. Schepers [17]. The model is

based on the actuator disc model. The Pitt-Peters model allows for radial variations of the force and

induced velocity and is therefore considered to be more realistic. J. de Vall [53] describes the thrust of

the rotor with the following formula:

T =
8

3π
ρAkrk

dVi,k

dt
+ 2ρAkVi,kVz,k (2.37)

Where the rotor is divided into k independent annular rings, Vi,k is the induced velocity, Vz,k is the axial

velocity in annulus ring k which is located at radius r with an area Ak. Also, this model can be evaluated

using a backward difference method.

T = Dynamic term+ Steady term =
8

3π
ρAr

W i −W i−1

∆t
+ 2ρAW iV i

∞ (2.38)

Rewriting this equation leads to the following expression:

W i =
1

2

Vo +
4r

3π∆t
−

√(
4r

3π∆t
+ Vo

)2

− 16r

eπ∆t
W i−1 − CT,qsV 2

o

 (2.39)

2.2.4. ECN dynamic inflow model
The engineering model for dynamic inflow, which was developed by ECN, is used in the PHATAS pro-

gram [17]. PHATAS, which stands for Program for Horizontal Axis wind Turbine Analysis and Simulation,

is an aero-elastic code developed by ECN. The model is based on Blade Element Momentum Theory.

The model has a structural model and has various generator and control models. The wind field can

be prescribed by a constant and/or uniform wind speed with or without yaw misalignment and wind shear.

The engineering dynamic inflow model is derived from an integral relationship. The relationship is

extracted from the simplified cylindrical vortex wake sheet model. If the situation is not in equilibrium, a

time-dependent integral relation is used. The wind speed is constant and can be written as a first order

differential equation in time:

R

Vw
fa

da

dt
+ a (1− a) =

Ctj

4
(2.40)

Where Ctj is the axial force coefficient on the rotor annulus j. The term fa is a function of the radial
position.

fa =
2π∫ 2π

0
[1−(r/R) cos (Φr)][

1+(r/R)2−2(r/R) cos (Φr)
]3

/2
dΦr

(2.41)

2.3. The wake of the wind turbine
The wake of a wind turbine is highly complex. The area is influenced by various factors, such as

operating conditions and the number of blades. The wind turbine extracts energy from the incoming air

flow, which indicates that the wake downstream of it has a lower momentum and velocity. After a certain
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point, the wakes start to recover back to freestream conditions. This process depends on turbulent

eddies and shear layers in the wake. The wake of the wind turbine can be divided into two parts, a

near wake region and a far wake region [46] [23]. Figure 2.6 gives an indication of the near and far

wake behind the rotor. The near wake is discussed in subsection 2.3.1 and the far wake is discussed in

subsection 2.3.2.

Figure 2.6: Wake of wind turbine [46]

2.3.1. Near wake
The near wake region is the region just behind the wind turbine. The length of the near wake region

depends on various parameters such as the blade geometry, and the operating conditions. However,

the standard definition for the length of the near wake is the point where the shear layer expansion

touches the turbine axis.

Normally, the near wake length is 1-2 rotor diameters [3], but it can extend up to 10 rotor diameters

[36]. According to C. Ferreira et al. [13] the wake has expanded over 90% of its expansion at one rotor

diameter. Besides shear layer expansion, the tip vortex is the second phenomenon in the near wake

region. Like 3D wing aerodynamics, a bound and tip vorticity formation exists due to the difference in

loading along the span and the difference in pressure on both sides. The pressure on the pressure side

of the airfoil is higher than the pressure on the suction side of the airfoil. However, in the wake of a wind

turbine it is even more complex due to rotational effects. Due to blade rotation, a helical structured tip

vortex occurs.

At the boundary of the wake, high velocity gradients occur due to the large velocity difference inside and

outside the wake. The velocity inside the wake is reduced by energy extraction from the rotor. The wake

is receiving energy to return to its original, freestream, state. This re-energization is through mixing.

The mixing happens in two ways; mixing due to atmospheric turbulence and wake-induced mixing (see

figure 2.7). The wake-induced mixing has hereby a certain interest because the tip vorticity, its instability

and its breakdown play a major role in this process. The atmospheric conditions play a large role in

onshore wind farms and less in offshore wind farms [26].

Wake-induced mixing is due to the helical structure of the tip, its instability, and its breakdown. As

already mentioned, a bound and tip vortex is formed due to higher pressure on the pressure side and a

lower pressure on the suction side of the airfoil. Due to rotation, a helical structure downstream of the

rotor occurs. The tip vortices decrease in size as there is vortex shedding. As the wake expands, the

tip vortices are pushed outwards in a radial direction. After this, the vortices increased due to viscous

effects before they, in the end, broke down.
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At different azimuthal angles, the tip vortices are shed. A so-called tubular vortex sheet is formed when

the rotational speed of the wind turbine is increased, because the tip vortices are formed closer together.

The same effect occurs if the number of blades is increased [23].

Wind turbines operate in ambient turbulence and wind shear due to the ground effect. According to V.

Hong [21], for lower ambient turbulence the shear layer would be almost stable over a longer distance.

This means that there are larger velocity deficits in the wake and, therefore, there is less turbulence in

the flow to induce momentum mixing.

Figure 2.7: Wake of wind turbine [26]

The term momentum mixing stands for the following. A study of the vorticity of a wind turbine wake was

made by L. Lignarolo [31] using Stereoscopic Particle Image Velocimetry. Vortex pairing or leap-frogging

phenomena were the result of this investigation. The phenomenon, where the vortex catches up with the

others. This shows that instabilities play an important role in the diffusion of the shear layer. According

to Task 30 of the International Energy Agency [1] the vortex pairing happens due to flow perturbations.

These perturbations are caused by ambient turbulence and different blade pitch settings. Depending on

the rotor velocity, vortex pairing occurs earlier or later.

2.3.2. Far wake
In the far wake, the flow starts recovering back towards freestream conditions. The far wake is assumed

to be fully developed and therefore, there are no more velocity deficits. The exact length is hard to

define, but C. Ferreira et al. [13] defines the far wake at five rotor diameters. This length accounts for

99% of the induction on the actuator disc.

The shear layer is diffused due to momentum mixing and leapfrogging; the velocity field starts recovering.

This happens mainly by atmospheric turbulence and wake-induced mixing. The pressure and velocity

gradients are less important [46] and the focus is more on the velocity profiles. The wake is generally

assumed to be axisymmetric, i.e. dp
dx and d2u2

dx2 = 0. Furthermore, it can be assumed that the velocity
profile and turbulence intensities are self-similar. A note should be made, because it is not exactly true,

as there is still the presence of ambient shear due to the ground effect.

2.4. Flow phenomena
This section introduces some flow phenomena of actuator discs and/or wind turbines. In subsection

2.4.1, the so-called vortex ring system is discussed. Subsection 2.4.2 is about wake meandering.
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2.4.1. Vortex ring system
A special flow phenomenon in the wake of a wind turbine or actuator disc is the so-called vortex ring

system.

At every azimuthal angle, the blade tip produces a vortex. Due to wind turbine rotation, the position

of the vortex production travels along with the rotating blade. Besides the wind turbine rotation, the

downstream movement of the flow ensures that the tip vortex is rotating and moving downstream. A

so-called helical vortex ring arises. An example of a helical vortex structure is visible in figure 2.8.

Figure 2.8: Side view of a vortex ring [4]

2.4.2. Wake meandering
This subsection describes another flow phenomenon in the wake of actuator discs, namely wake mean-

dering.

Wake meandering is the oscillation of the wake behind the actuator disc. This phenomenon can happen

due to a yawed inflow condition. The yawed inflow condition leads to a periodic variation of angle

of attack on the wind turbine blade. This variation leads to load fluctuations [21]. In figure 2.9 wake

meandering is visible in the top part of the figure.

Figure 2.9: Wake of a wind turbine [9]
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Zhoabin Li et al. [30] investigated both uniform inflow conditions and full turbulent inflow conditions. In

figure 2.10, the result of the full turbulent inflow is visible. Wake meandering is visible. In the figure, the

wake first moves a bit down before it moves a bit up.

Figure 2.10: Turbulent inflow: contours of the instantaneous velocity field behind the wind turbine on the horizontal plane at hub

height. (a) streamwise velocity using AD; (b) streamwise velocity using AS; The solid black line at x = 0 illustrates the location and

the diameter of the wind turbine; (c) streamwise velocity of the turbulent inflow without wind turbine [30]

2.5. Particle Image Velocimetry
In this section, Particle Image Velocimetry is introduced. Particle Image Velocimetry (PIV) is an optical

method of flow visualization. The method is used both for education and research. Two advantages of

PIV are:

• PIV is a non-intrusive method; in other words, the method does not immerse itself in the flow.

• The other advantage is that a whole flow field is captured. Besides, depending on the type of

PIV, the flow field could be captured both two-dimensional and three-dimensional. In this report, a

two-dimensional analysis is used in combination with the assumption of axisymmetric flow.

PIV also has some disadvantages.

• It is difficult to setup due to complexity.

• The particle size is important such that the particles only follow the flow and not change the flow.

• The amount of particles is important, because for a very low number of particles the flow field is

not captured correctly. If there are too many particles, the flow field can not be analysed due to

overlapping particles.

• Post-processing is time-consuming.

PIV determines the velocity field using particles carried by the fluid over a short time interval. Hereby, it

is assumed that the particles follow the flow dynamics. However, the particles should be small enough

to not disturb the flow and the particles should be able to scatter light. This scattered light is captured by

a camera. The camera is placed perpendicular to the measurement plane [44]. Figure 2.11 shows an
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example of an PIV set-up.

As already mentioned, the particles should be able to scatter light. Therefore, a light source is required.

In Particle Image Velocimetry, lasers are the most commonly used light sources. Lasers are able to

omit high intensity monochromatic light. The laser sheets should be thin so that only the particles in the

measurement field are captured by the cameras. For the optimal thickness of the laser sheet, optics is

used. Besides, the pulse time, or in other words, the duration of the illumination should be such that the

particles are dots in the images and not lines. The light source should be able to illuminate the flow field

twice by separation in a short time, the separation time.

Figure 2.11: Experimental arrangement of PIV in a wind tunnel [44]

Cross-correlation is the similarities between two separate measurements. The cross-correlation value

is found and placed where the average displacement of the particles in a specific window. This process

is done for every interrogated window. Ideally, the windows should overlap, because the particles at the

edges might have moved out of the window in two different frames.



3
Experimental and numerical work on

Actuator Discs

Chapter 2 was about the Actuator Disc model; Dynamic inflow conditions, and the description of the

wake of an actuator disc. This chapter introduces state-of-the-art numerical (see section 3.1) and

experimental (see section 3.2) work. The last section is about actuator disc design for experimental

work (see section 3.3).

3.1. Numerical work dynamic inflow conditions
This section describes numerical work of actuator discs under dynamic inflow conditions.

C. Ferreira et al. [13] tried to derive and apply dynamic inflow conditions as a correction for the effect

of surge motion on the estimation of the induction on the actuator disc. Therefore, the Blade Element

Momentum theory should not break down. The vorticity-velocity system uses a linear superposition of a

previously released wake and a newly released wake, related to a reduced timestep.

W. Yu et al [59] derived a new dynamic inflow model for the time scale of dynamic induction using vortex

models. A model for both a linear actuator disc vortex model and a nonlinear actuator disc vortex model

have been proposed. The linear model predicts results close to the Øye dynamic inflow model. The

nonlinear model predicts results better than all engineering models (Øye, Pitt-Peters, and the ECN

model (see section 2.2). Especially at higher thrust, the results for phase delay and amplitude are better.

W. Yu et al. [58] compared the well-known dynamic inflow models of Øye, Pitt-Peters and the ECN

model to numerical and experimental methods. The dynamic inflow models of Øye, Pitt-Peters and

the ECN model have a much faster decay of induction. The decay of induction is also much faster

than in the experiments. Therefore, a more advanced engineering inflow model is required for flow

prediction. From this, the following can be concluded. If new models are proposed, a model should not

only be compared to engineeringmodels of Øye, Pitt-Peters, and the ECNmodel, but also to experiments.

In another experimental analysis into the dynamic wake of an actuator disc, W. Yu et al. [57] concluded

that both the local turbulence intensity and the convection velocity of the wake are key factors to

determine the total transient time from one steady state to another steady state.

A simple vortex model is compared to the unsteady NADA Ames Phase VI experiments and corre-

sponding high-fidelity simulations. The main research question of G. Raimund Pirrung and H. Aagaard

Madsen [43] is why both methods (the simple vortex model and the unsteady NADAAmes Phase VI

experiments) do not show the expected radial dependence of the dynamic inflow time constant.

15
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Initially, the results showed strong radial dependence, but a short time step after, the time constants

for the different stations became similar. This suggests that the two time constants are necessary for

accurate modelling of dynamic inflow effects. The time constants can only be analysed shortly after the

pitch step when the forces are decaying. However, this delays the analysis of fast induction development,

which can lead to decreased or reversed radial dependence. Thus, it is difficult to obtain time constants

for dynamic inflow models based only on force time series.

Huilan Ren et al. [45] did a CFD simulation of the wind turbine wake. The k-ε-model was used. The
main observation in the simulation is the necessity of the source term in the k-ε-model. If the source
term is added to the model, the coordination of the generation and dissipation of turbulent kinetic energy

is better. Therefore, the prediction of the wake distribution is better.

3.2. Experimental work dynamic inflow conditions
In comparison to the previous section (section 3.1), this section is about experimental work on actuator

discs under dynamic inflow conditions. First, an active grid is discussed (see subsection 3.2.1). Subsec-

tion 3.2.2 is about experimental work done with an active grid.

3.2.1. Active grid
Since wind tunnels are designed to have uniform flow in the test section, a so-called active grid was

designed to have repeatable dynamic inflow conditions in a wind tunnel.

The design of active grids started in 1991 by H. Makita [33]. An active grid manufactured from fifteen

vertically and horizontally oscillating rods with many attached wings. Each rod is independently driven

by a stepping motor. The stepping motors are mounted outside the wind tunnel test section (see figure

3.1).

Figure 3.1: Experimental set up, units in mm. [33]

In comparison to H. Makita [33]., P. Knebel et al. [24] used a slightly different grid. The active grid

of P. Knebel et al. consists of nine vertically and seven horizontally rotatable axes with 10 x 10 cm

square-shaped aluminum vanes. Each axis can be rotated independently. This active grid is rather

popular. Similar grids were used byQing’an Li et al. [28]; L. Neuhaus et al.[39], and R. J. Hearst et al. [19].
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Figure 3.2: Active grid [24]

In comparison to the grid of H. Makita [33], T. T. B. Wester used only vertically placed rods in the two

designed active grids. The two active grids are different in size and were used for the experimental

analysis of an airfoil. The two active grids have several configurations. The first configuration consists

of 9 vertical shafts, which were Sshaft = 800mm and gshaft = 110mm (see figure 3.3). The shafts are

controlled by their own stepper motor. In the analysis of the best 2D active grid, three different shaft

types were analysed. The first shaft type is a flat plate with a chord length of 90mm and a thickness

of 5mm. The other two types are symmetrical NACA airfoils. The second shaft type is a NACA0018

airfoil with a chord length of 71mm, while the third shaft type is a NACA0009 airfoil with a chord length

of 180mm. In figure 3.5, the three different shafts are shown.

Figure 3.3: Technical drawing of the 2D active grid containing the stepper motors (1–9), the gauge of the shafts gshaft, the span

of the shafts sshaft and the chord length of the shafts cshaft. At the right side, the definition of shaft angle γ is shown (top view

onto the shaft) [25]

Besides, the analysis of different shaft types, also the number of shafts in the wind tunnel was analysed.

The first configuration has all nine shafts in use; the second configuration has the three middle shafts

removed. In this second configuration, only the NACA0018 shafts were used. The final configuration is

with only two shaft positions, where the shaft type of the NACA0009 airfoil is used. In figure 3.4, the

different active grids are shown.
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As already mentioned, two different 2D active grids were used. The second active grid is a smaller

replica of the first active grid. The second active grid fits into a 0.25m x 0.25m wind tunnel. In comparison

to the previous grid, this grid has only five shafts. The following dimensions are used: gshaft = 50mm
and sshaft = 245mm.

Figure 3.4: Shafts for the 2D active grid. I: Flat plates with a chord length of 90 mm. II: NACA0018 airfoils with a chord length of

71 mm. III: NACA0009 with a chord length of 180 mm. The red mark indicates the pivot point. [25]

Figure 3.5: Shaft setups of the 2D active grid as top view on the shafts. i shows a setup with nine shafts, ii uses six shafts and in

iii only two shafts of type NACA0009 are installed. [25]

The main conclusion of the analysis of the best active grid is that for longitudinal gusts, only the blockage

is decisive for the gust amplitude. Regarding the transversal gusts, various conclusions can be drawn.

The position of the shafts is crucial for the transversal gust amplitude. For large amplitude, the shafts

should be distributed over the entire domain. The more shafts used, the higher the blockage effect,

and therefore the variations in longitudinal velocity component. The flow quality is improved using

aerodynamically shaped shafts. The lowest longitudinal fluctuations are when there is no shaft in the

wind tunnel center line.

For the so-called W-Tunnel wind tunnel at Delft’s University of Technology, a special gust generator

was developed during a Master’s thesis of Mechanical Engineering at the Institute of Fluid Dynamics at

ETH Zürich. The development was done by J. Geertsen [16]. This gust generator uses only two shaft

positions, just like the third configuration of T. T. B. Wester et al. The gust generator designed for the

W-Tunnel consists of two NACA0018 airfoils. These are thicker airfoils than the NACA0009 airfoils used

by T. T. B. Wester et al.
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Figure 3.6: Gust generator with laser light [16]

The gust is generated by rotating the two symmetrical airfoil profiles. Since the airfoils are symmetrical,

the disturbance is equal in each direction. The two NACA0018 profiles have a chord length of 80mm,

which is much smaller than the 180mm chord of T. T. B. Wester et al. However, the cross-section of the

wind tunnel of T. T. B. Wester et al. is much larger. The dimensions are 1.0 x 0.8m, while the W-Tunnel

cross-section for the gust generator is 0.4 x 0.4m.

The gust generator is a wooden box which can be mounted to the 40 x 40cm W-Tunnel exit. Inside the

wooden box, the two vertical vanes are located. The wooden box contracts a little. Therefore, the width

of the gust generator contracts from 40cm to 36cm, while the height is maintained at 40cm. The two

NACA0018 shaped gust vanes are mounted 16cm from each other. The maximum deflection angle of

the gust vanes is 15◦, and the maximum frequency at which the gust vanes can move is 12.5Hz.

3.2.2. Experimental work with active grids
The previous subsection (subsection 3.2.1) describes what an active grid is. This subsection introduces

experimental work with active grids.

S. Gambuzza [15] used various inflow models to analyse wake recovery. The various inflow models

were done using a grid designed by H. Makita. M. Gambuzza experienced that wake recovery is linearly

dependent on freestream turbulence intensity.

The same idea of an active grid is visible in the experiments of F. Berger et al.[8]. His experimental

set-up is visible in figure 3.7. F. Berger et al. did an experimental analysis of the dynamic inflow effect

due to coherent gusts. The active grid was attached to the wind tunnel nozzle. The grid consists of 80

individual controllable shafts with rectangular flaps. The flaps can be controlled to increase or decrease

the wind tunnel nozzle area.
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Figure 3.7: Experimental set-up (a) and Schematic set-up (b) [8]

Several conditions were tested in the experiments of F. Berger et al. In comparison to the standard

dynamic inflow conditions (see section 2.2), the experiments show that the amplification of induced veloc-

ities has not such a high effect on the fatigue loads as the models are predicting. A change in the filter of

the Stig-Øye model was made. This change reduces load amplitudes without changing the pitch perfor-

mance of the blades. However, more work has to be done to validate dynamic inflow conditions for gusts.

Just as F. Berger et al., Zhenlong Wu et al. [55] used an active grid for the analysis of an airfoil. The

active grid is able to generate an unsteady periodic inflow condition. The active grid has, in comparison

to the active grid of T. T. B. Wester et al., only six independent vanes. All six vanes have an NACA0016

profile with a chord length of 0.071m.

An active grid was also used in the analysis of wind turbine blade torque [7]. The most important thing

mentioned about the active grid is that the active grid is able to reproduce a turbulent pattern in a

controlled manner.

Also, Qing’an Li et al. used an active grid to investigate the boundary layer of a horizontal axis wind

turbine. The set-up of Qing’an Li et al. is shown in figure 3.8.

Figure 3.8: Set-up [29]

S. E. Smith et al. [50] used a passive grid in a closed loop wind tunnel to analyse a 12cm large wind

turbine. In front of the passive grid, a water droplet spray generator. The wake width and velocity profile

have a significant dependence on inflow velocity. Besides, the inflow velocity, also, the particles have

an influence on the behavior of the flow. High inflow velocities show a greater dependence on injection
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flow rates. This results in diverging wakes with larger low-velocity regions.

In comparison to the previously mentioned active grids of T.T.B. Wester et al. [25]; Zhenlong Wu et

al.[55]; Qing’an Li et al. [29], and S. E. Smith et al.[50], F. Campagnolo et al.[10] had a different approach

to have dynamic inflow conditions in a wind tunnel. Three wind turbine rotors were placed at a large

table. This table is able to rotate. In comparison to an active grid, which destabilizes the incoming flow,

the large turn table rotates during the experiment and therefore creates an unstable airflow at the three

wind turbine rotors. The large turn table is visible in figure 3.9.

Figure 3.9: Experimental setup, showing the three model turbines mounted on the wind tunnel turntable. The x–y–z frame is

fixed with respect to the tunnel and does not rotate with the turntable. [10]

3.3. Actuator disc design for experimental work
The previous section was about experimental work with dynamic inflow conditions. In this section, the

design of an actuator disc for experimental work is discussed.

In the past, some experimental work has been done on actuator disc models. The design of an actuator

disc has three main design drivers; the structural stiffness, the porosity, and the wake flow uniformity.

Structural stiffness is important to avoid vibrations on the disc’s edge. The porosity is the ratio between

the open area of the actuator disc and the total area of the same actuator disc. The wake flow uniformity

is important to make assumptions; for example, axisymmetric flow.

M. Huang et al. [22] have designed various porous actuator discs. The porosity of the three discs is at

44.44%. The first disc is a round disc with a diameter of 200 mm. The second disc measures 200 x 200

mm. The last disc is also rectangular and measures 100 x 300 mm. All three porous plates are made from

2 millimeter thick porous metal plates with square holes of 8 x 8 mm, while the pitch is 12 mm. In another

piece of research, M. Huang et al. used a 3D-printer to print a 300 x 300 mm square plate with a thick-

ness of 4 mm. The aperture of the plate was 4 mm; the pitch was 5mm, which results in a porosity of 64%.

An important figure is the graph of the CT versus the porosity. In figure 3.10, the results of various

experiments are found in the wind energy literature [22]. The graph makes clear that a more porous

disc generates less thrust than a solid disc.
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Figure 3.10: CT versus porosity [22]

The described design of the actuator disc was used in an experiment where the flow field was analysed.

The velocity field in streamwise direction of M. Huang (see figure 3.11) takes quit some time before it

starts recovering. M. Huang [22] used the W-Tunnel wind tunnel at Delft’s University of Technology

to analyse actuator disc wake scaling for different aspect ratios. Therefore, M. Huang designed three

different discs. All discs have the same porosity of 44%. The first disc has a circular shape with a

diameter of 200 mm; the second disk has a square shape with dimensions of 200 x 200 mm, and the last

disc has a rectangular shape with dimensions 300 x 100 mm. M. Huang used Particle Image Velocimetry

(PIV) to analyse the wake of the actuator discs. The normalised freestream velocity is shown in figure

3.11. It is visible that the shape of the actuator discs influences the wake of the actuator discs.

Figure 3.11: Normalised streamwise velocity. Circular (top), square (middle), rectangular (bottom) actuator. The white contour

line represents the location where the wake attains 50% of the free-stream-value. The white patch is placed in an area with high

uncertainty, due to an accidently increased background reflection. [22]
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Experimental set-up and test cases

This chapter details the actuator disc model used in the experimental set-up used to capture the velocity

field upstream and downstream of the actuator disc under both uniform and dynamic inflow conditions

(see section 4.1). Furthermore, the same section (section 4.1), explains the used wind tunnel and gust

generator. In the second section, the experimental test cases are explained (see section 4.2). The third

section (section 4.3) is about the image processing of PIV images. The last section defines the positive

and negative gust vane angles (see section 4.4).

4.1. Experimental set-up
The experimental set-up is introduced in this section. The set-up includes various parts, such as the

wind tunnel (introduced in section 4.1.1), the PIV system (see section 4.1.3), and the gust generator

(see section 4.1.2). In section 4.1.4, the actuator disc design is explained. The mounting of the actuator

disc is described in section 4.1.5. An overview of the final set-up is given in section 4.1.6.

4.1.1. Wind tunnel
The W-Tunnel at the Technical University of Delft was used for the experiments of dynamic inflow

conditions on an actuator disc. The W-Tunnel is an open jet wind tunnel at the TU Delft high speed lab.

The W-Tunnel has three test sections. The test sections have a size of 0.4m x 0.4m; 0.5m x 0.5m, or

0.6m x 0.6m. The revolution per minute of the centrifugal fan is variable, whereby the maximum velocity

in the tunnel is 35m/s. The minimum achievable turbulence level can be 0.5 percent, but it depends on

flow velocity [12].

The W-tunnel has a simple set-up. Behind the plenum and the fan, the air flow passes through a diffuser.

Then the air flow enters the settling chamber and the contraction before a small tunnel nozzle and tunnel

exit are passed. Particles could be used in the tunnel and therefore an external ventilation system could

be used to filter the added particles.

From the three available test sections, the smallest test section is selected for the experiments. The

gust generator can only be connected to the smallest test section. The W-Tunnel with the smallest

tunnel exit is visible in figure 4.1.

23
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Figure 4.1: W-Tunnel

4.1.2. Gust generator
The gust generator was already introduced in section 3.2.1. The gust generator is used to generate

gusts in the test section of the W-Tunnel. In the results of this report, the gust generator is used to

simulate dynamic inflow conditions.

Especially for this experiment, two new scripts were written by the owner of the gust generator. The

original scripts for the 1− cosine-script and the sine-script were changed with respect to the deflection
angle. In the original files, the gust vanes would move in the same direction; in the new scripts, the

gust vanes operate in opposite directions. An idea of the movement of the two gust vanes is visible in

figure 4.2. In this figure, the black gust vane is the vane in the rest position. The red vanes show the

maximum angles of the gust vanes in both scripts. Note that in the 1− cosine-script only one red vane
is visible. The vane in this script can be at any position between the black and red vane. In figures 4.4

and 4.5, the movement of the blades is visible. The angle for the cosine (figure 4.4) is clearly visible; the

amplitude of the sine a bit less, due to the smaller angle (see figure 4.5). Figure 4.3 gives an indication

of the movement of the gust vane for both scripts.

Figure 4.2: Gust vane generator
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Figure 4.3: Indication of the movement of the gust vanes

Figure 4.4: Gust generator cosine Figure 4.5: Gust generator sine

4.1.3. Particle Image Velocimetry
For flow analysis, Particle Image Velocimetry was used. This method is already discussed in section

2.5. In this section, the PIV set-up of the experiment is introduced. Two cameras were used during the

experiments. Both cameras are Photron SA1.1 cameras. These cameras have various settings to take

photos. An example of these settings is the number of frames which should be captured per second.

The number of frames per second is dependent on the photo resolution. The higher the resolution, the

lower the framerate will be, and vice versa [52]. An example of the camera is shown in figure 4.6. As a

light source, a laser was used. This laser was a Quantronix Darwin Duo 527-80-M. This laser has a

wavelength of 527nm, whereby the pulse repetition rate is 0.1-10kHz. The beam diameter is 3.0mm,

but lenses can be used to have a different laser beam diameter. For the experiments, the laser beam

will be around 3.5 disc diameters in width. Hereby, the flow field is captured from one disc diameter

upstream to 2.5 disc diameters downstream.
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There are in total four parts required for the PIV set-up. These four parts are: the cameras; the laser;

the acquisition PC, and the PTU. The cameras and the laser are already discussed. The acquisition

PC is a LaVision PTU X-2015 Serial: VX15-0294. On this computer, the DaVis program is installed.

DaVis is software for intelligent imaging, as described on the website of the producer [27]. The DaVis

program is able to analyse the photos of the flow field. The program analyses the particles in the flow

and calculates various things from it, such as the velocity or the vorticity. The calculations are done

using two images with a known time between them. The small particles in the flow have moved a certain

distance between the two captured images. The velocity is then calculated by dividing the distance by

the time step, which gives the velocity.

The last part of the PIV system is the PTU. The PTU or High Speed Controller is used to synchronize

the camera system with the laser light. In this case, the gust vane generator was also connected to the

PTU. Therefore, the gust generator was able to give a trigger input signal to the camera and laser. An

example of the High Speed Controller is visible in figure 4.7.

In figure 4.8, a schematic drawing of the complete set-up is visible. Figure 4.9 also shows a complete

drawing of the set-up, but now including the shifted camera. The shifted camera extends the flow field

in some cases, from x = 2.5D downstream up to x = 4.7D downstream.

Figure 4.6: PIV Camera [38] Figure 4.7: PTU [38]
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Figure 4.8: Schematic set-up with camera two in original position

Figure 4.9: Schematic set-up with camera two in shifted position

4.1.4. Actuator disc design
The actuator discs are made of a 1mm thick aluminum sheet from the Dutch construction market, Gamma.

Two different aluminum sheets were brought in. The first sheet has a mesh with 5x5 millimeter square
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holes. The material between the holes is 2 mm wide. The second aluminum sheet has three-millimeter

round holes.

The actuator discs were made by drawing a cylinder on the aluminum sheet with black marker. Amanual

angle shear was used to cut the discs out of the aluminum sheet. For one set of discs, additional work

was done. The 5x5 millimeter holes were enlarged using a manual punching machine. The holes were

increased to 12x12 millimeters. The three designed discs to be used in the experiments are shown in

figure 4.10. Hereby has Disc 3 a porosity of 73.47%; Disc 2 a porosity of 51.02%, and Disc 1 a porosity

of 32.52%.

The decision that was made to use three separate actuator discs with different porosities is that it is

less complex than using an actuator disc with a variable porosity. Besides, the discs are small, which

increases the complexity of a variable porous disc. The distance for changing the porosity becomes

very small.

Figure 4.10: Designed actuator discs. From left to right: Disc 3; Disc 2, and Disc 1.

4.1.5. Actuator disc mounting
In the previous section, the design of the actuator discs was explained. This section is about the

mounting of the actuator disc.

The actuator discs are mounted on a tower. This tower is 3D-printed. The tower was designed according

to an earlier used example. The designed tower (see figure 4.11) has four holes at the bottom. With

screws, washers and bolts, the tower can be mounted to an existing tool. The tower was printed in a gray

color, and mounted to the tool. At the end, the tower was sprayed black to reduce the effect of reflections.
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Figure 4.11: Tower

4.1.6. Final set-up
The experimental set-up is shown in figure 4.12. This set-up is called the original set-up. In this set-up,

the first camera captures the bottom part of the vanes plus the three rotor diameters between the vanes

and the actuator disc. Additionally, the first camera also captures up to one rotor diameter downstream.

The second camera is positioned next to the first camera (see the camera on top of figure 4.12). The

second camera captures the flow field from the actuator disc up to two disc diameters downstream.

In the description above, the word original is mentioned. The original set-up was used for the first

round of experiments. After the first round of experiments, the second camera together with the laser

were shifted around 2.5 actuator disc diameters downstream. The first camera is still in its original

position (see figure 4.13). Therefore, downstream visibility was extended for certain experiments by

approximately 2.25 actuator disc diameters. The shifted camera view still has some overlap with the

original captured view of the second camera.
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Figure 4.12: Original set-up Figure 4.13: Set-up with shifted camera and laser

4.2. Test cases
In the previous section, the experimental set-up was introduced. This section is about the test cases.

Before the actual experiments started, the workings of the gust generator were checked. The first idea

was to operate the two gust vanes in the opposite direction and only outboard. This should be the

1− cosine-script (see section 4.1.2). However, there was a small time delay between the cycles. The
two vanes start at the selected frequency and move towards their maximum selected amplitude before

turning back to the zero-degree deflection angle. Before the new cycle started, the vanes had a time

delay of a minimum of 500ms. This time delay results in a not preferable dynamic inflow condition. The

sine-script did not have a time delay between the cycles. Therefore, the sine-script was used for the

experiments. However, the gust vane frequency and the gust vane amplitude are still required to be set

at a certain value.

In total, there were three variables during the experiments. Two variables were obtained from the gust

vane generator, namely the vane frequency and the vane amplitude. The last variable was the porosity
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of the actuator disc. The actuator discs were changed between the various test cases. It was most

useful to keep the same disc at the test location or to use the same settings for the gust generator. The

first cases made are the steady cases. An overview of the steady cases is given in table 4.1.

The tests started without a disc, because the wake of the gust vanes required some analysis. The gust

should not be too strong, because then the actuator disc is in the wake of the gust vanes. However, if

the gust is too weak, then there is no influence on the actuator disc.

Some tests with the gust generator led to the conclusion that a gust amplitude of 5 degrees is good for

the first unsteady cases. At a 5 degree gust amplitude, the wake of the vanes seems not to merge with

each other. Besides, the wake seems to be strong enough to withstand the wake of an actuator disc.

Therefore, the first tests were all done with a gust amplitude of 5 degrees. During these tests, the gust

frequency was changed from 12Hz at the start to 6Hz later on.

Several tests were done with the three actuator discs and without the actuator disc at a gust amplitude

of 5 degrees. Although the gust frequency is expected to have a larger effect on the wake of the actuator

disc, the gust amplitude was changed. The gust frequency is expected to have a large effect, because

the gust frequency is a variable in the reduced frequency:

k =
ωD

U∞
(4.1)

In this formula, k is the reduced frequency; ω is the gust frequency in [rad/s]; D is the diameter of the ac-

tuator disc, and U∞ is the freestream velocity. Table 4.1 shows the cases with a 5 degree gust amplitude.

Several tests were done to find a combination of gust vane amplitude in combination with gust vane

frequency. The main issue is that the wake of the gust vane should not merge with the wake of the

actuator disc. If this happens, the analysis is very hard, because it is unknown what wake is responsible

for downstream flow. Two selections were made, a 6.5 degree amplitude with a 12Hz frequency. This

selection was done for the three actuator discs and the case without the actuator disc. Besides, Disc

2 and the case without an actuator disc were also tested with the same gust amplitude, but at 6Hz

gust frequency. These two last tests were selected to see the effect of a lower frequency. Disc 2 was

selected, because it seemed to be a good compromise between the two other discs.

The second selection was a gust amplitude of 10 degrees with a gust frequency of 6Hz. These gust

generator settings were tested with the three actuator discs and the case without an actuator disc. In

table 4.1, an overview of these cases is visible.

Finally, the second camera was shifted (see section 4.1.6). At that moment, there was not much wind

tunnel time left. Therefore, a critical selection has been made to see the effect more downstream. Four

tests were done without gust. These four tests were for the three actuator discs and a test without the

actuator disc. The last tests were done for a 5-degree gust amplitude and gust frequency of both 6 and

12Hz. These tests with shifted second camera and gust amplitude were only done for the case without a

disc and for the case with Disc 2. Disc 2 was chosen, because it seemed to be a compromise between

the two other discs. Table 4.1 shows the cases with the second camera in a downwind position; in other

words, the shifted camera.

For the experiments, the wind tunnel was set at 420rpm, which corresponds to 4.0 m/s. However, the

gust generator contracts a bit. The contraction ratio is about 1.1. So, the freestream velocity on the

actuator disc is slightly above 4.0 m/s. The freestream velocity was set at 4.0 m/s, because the reduced

frequency, k, is around 1 for a gust vane frequency of 12Hz.

Figure 4.14 shows the overlap of the first and second camera for the original set-up. Afterwards, the

second camera was shifted in a downstream direction. The overlap of this additional area in combination

with the original flow field is shown in figure 4.15.
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DaVis Steady / Shifted
Disc

Gust vane Gust vane Images Image capture

Case Unsteady camera frequency [Hz] amplitude [°] taken frequency [Hz]

12

Steady
Yes

none

0 0 432 432
13 1

15 2

17 3

11

Unsteady

none

12 5

2728

432
14 No 1

16 Yes 2

18 No 3

19 Yes none

6 5 216
20 No 1

21 Yes 2

22

No

3

32 2

12 6.5 432
33 3

34 1

35 none

36 2

6 10 216
37 3

38 1

39 none

Table 4.1: Test cases

Figure 4.14: Flow field camera two in upwind position Figure 4.15: Flow field camera two in downstream position

4.3. Image processing
In the previous subsections, the experimental set-up and the test cases were introduced. This section

is about image processing.

During the experiments, all images were captured by the two cameras, and saved on the acquisition

PC. After the experiments, the post-processing started. DaVis 10.0.5 was used to analyse the captured

images. Table 4.2 shows the parameters used for the PIV analysis. Several steps have to be taken for

post-processing.
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Parameters Value

Field of View 161× 205mm2 (camera 1); 170× 180mm2 (camera 2)

Ensemble size (images) 2728

Digital resolution 5.44 pixel/mm

Type of image processing Sequential cross-correlation

Overlap 50%

Interrogation window size (pixels) 16 x 16

Table 4.2: PIV parameters

4.4. Gust vane amplitude
This section is about the gust amplitude and the gust frequency. The gust vane amplitude is the maximum

angle, both in the positive and negative direction, to which gust vanes are moving during one cycle. The

camera image capture frequency was set such that in most cases there were 36 images per cycle. A

positive gust vane angle is defined as the leading edges of the two gust vanes are closer together than

the trailing edges. This is visible in figure 4.16.

Figure 4.16: Gust vane positive and negative angle





5
Results and discussion of steady cases

In the previous chapter, the experimental set-up, and the experimental test cases were introduced.

The chapter also introduced the definition of the positive, and negative gust vane angles. This chapter

introduces the investigation of the experiments for steady cases.

The steady cases have been done with the second camera in upstream and in downstream position.

Thus, the flow field is extended from x = 2.5D up to x = 4.7D downstream. In total, there are four

steady cases. Namely, the three different actuator discs (see section 4.1.4), and a case without an

actuator disc. Despite a large number of fluctuations in the flow field (see appendix C), the results

converge to a single value (see appendix C).

Since the velocity is converged to a single value, the flow field can be analysed for steady cases. Figure

5.1 shows the non-dimensional velocity field for the four different cases. At the top left of figure 5.1, it is

visible that the velocity in the wake of the gust vanes is lower than the velocity in the freestream. In the

flow field of this no actuator disc case, a blue area is visible at x = 0D. This is at the location of the
tower (see section 4.1.5). The higher velocity can be explained as follows: The tower is below the laser

sheet, and the camera is focused around 2 centimeters above the tower. However, due to the fact that

the tower is in freestream, the airflow is blocked by the tower. So, the flow should go around it and there

are two options for the flow. The first option is to go around the tower, but this is a little difficult, due to

the blocking effects of the wake of the gust vanes. Besides, this option cannot be checked, because the

tower is below the camera focus. The other option is to go over the tower. Due to a decrease in flow

area, the velocity can only increase to have the same mass flow. The velocity of the flow increases, and

moves partly over the tower.

At the top right of figure 5.1, the non-dimensional velocity field is visible with actuator disc 1 mounted

on the tower. In comparison to the case without an actuator disc, the velocity in the wake of the gust

vanes is the same. The actuator disc shows a high velocity at the start of the domain. Then the velocity

is decreased towards the actuator disc. Behind the actuator disc, the velocity is reduced even further.

Due to the reduced velocity upstream of the actuator disc, the velocity in the region between the wake

of the actuator disc and the wake of the gust vanes is increased. At the boundary of the wake, large

velocity gradients exist due to the large velocity difference between the inside and outside of the wake.

The wake of the actuator disc expands up to one disc diameter downstream. From one-diameter

downstream, the wake seems to be compressed. However, the wake seems not to recover to its original

freestream conditions. The recovery starts only at x = 2.5D downstream. The flow receives energy due

to mixing. There are two reasons for the mixing. The first one is atmospheric turbulence . The second

one is wake-induced mixing due to the instabilities and breakdown of the tip vortices.

Actuator disc 2 shows similar behavior as disc 1. The porosity of the second actuator disc is higher than

the first disc. This results in a slightly less expanded wake of the actuator disc. As a result, the velocity

is increased less in the region between the wake of the actuator disc, and the wake of the gust vane

35
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(see figure 5.1 bottom left). From x = 2.5D to x = 4.7D, an additional wake is visible in between the
wake of the actuator disc and the wake of the bottom gust vane. A reason could be an almost empty

smoke machine. This was discovered after the shift of the second camera (see section 4.1.6). The

smoke machine is responsible for adding particles to the airflow. An empty or almost empty smoke

machine does not spread the particles properly over the flow.

Disc 3 shows a different behavior (see figure 5.1 bottom right). Immediately behind the actuator discs,the

effect of the large holes in the disc is visible. In comparison to the other two actuator discs, two large

areas with increased velocity are visible. The velocity is increased in this region due to a smaller area in

combination with an equal mass flow. So, the velocity has to increase.

Two notes should be made about figure 5.1: The shadow region of the actuator disc is visible. The other

note is the black area at the top of the image. In this area, the velocity field is not calculated correctly

due to too high illumination. Another option could be that the number of particles is not set at the right

setting.

Figure 5.1: Combined non-dimensional velocity field steady cases; top left no disc; top right disc 1; bottom left disc 2; bottom

right disc 3

The non-dimensional vorticity plot (see figure 5.2 top left) shows the vorticity in the wake of the gust

vanes. This seems logic, because the air should move around the gust vanes, and thereby, the gust

vanes are creating vorticity in the wake of the vanes. At the top left of figure 5.2, a lot of vorticity is

visible at the lower part of the figure, from x = 2.5D to the downstream boundary of the domain. This is

due to the fact that the smoke machine for the creation of particles was empty.

Vortices are created at the gust vanes and detach from the body to move downstream in the flow. This

process is called vortex shedding. The periodic detachment of these vortices results in a so-called Von

Kármän vortex street. This Von Kármán vortex street is visible in figure 5.2 top left.

The non-dimensional vorticity field for the three cases with an actuator disc (see figure 5.2 top right;

bottom left, and bottom right) shows large vorticity at the disc’s wake boundary. This vorticity is created

by the disc edge. Depending on the actuator disc, the vortex street on the wake boundaries diffuses

into a broader region from x = 0.3D (disc 1); x = 0.5D (disc 2). For disc 3, the diffusion is harder to

see. Besides, vorticity is also visible immediately behind the actuator disc. In the wake of the actuator

disc, the vorticity dissipates quickly for disc 1. For the two other actuator discs (2 and 3), it takes longer

before the vorticity behind the disc dissipates.

In comparison to the recovery in the non-dimensional velocity field (see figure 5.1), the vorticity field

shows no recovery. And just like the non-dimensional velocity field of disc 2 (see figure 5.1 bottom left),
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the non-dimensional vorticity field of disc 2 (see figure 5.2 bottom left) shows the same wake in between

the actuator disc’s wake and the wake of the bottom gust vane. As already mentioned, this additional

wake could come from the empty smoke machine.

Figure 5.2: Combined non-dimensional vorticity field steady cases; top left no disc; top right disc 1; bottom left disc 2; bottom

right disc 3
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Results and discussion of unsteady

cases

The previous chapter described the investigation of the steady cases. This chapter investigates unsteady

cases. As already mentioned before, some unsteady cases have been done with a shifted second

camera. The cases with a shifted second camera in the unsteady cases are for 5 degree gust amplitude,

with 6Hz or 12Hz gust frequency. These cases are done for both actuator disc 2, and a case without an

actuator disc.

Section 6.1 is about the gust. In section 6.2, the flow field is investigated. In section 6.3, the Pearson

correlation coefficient is analysed. A Proper Orthogonal Decomposition analysis is given in section 6.4.

The wake expansion and compression is discussed in section 6.5. The induction field upstream of the

actuator disc is analysed in section 6.6. The thrust coefficients are calculated and compared to the

literature in section 6.7.

6.1. Gust
This section is about the gust of the gust vanes, and its influence on the flow field.

The velocity at several locations is compared between a case without gust and a case with gust (see

figure 6.1). It is visible that the velocity is fluctuating around a steady velocity. However, in some cases

the velocity of the steady non-moving gust vane is higher or lower at a certain location. The velocity

fields are captured most of the time, around fifteen to twenty minutes apart, due to the long saving time

of the images. During this saving time, the wind tunnel is turned off. For a new measurement, the wind

tunnel is turned on again, but small changes in wind tunnel settings, or measurements could be the

case.

If the velocity of the case with a disc is compared to a case without a disc, it is rather difficult to draw a

conclusion (see figure 6.2). Outside the wake of the actuator disc, the velocity of the case with disc is

sometimes higher than the case without an actuator disc. The velocity in the wake of the actuator disc

is always lower than the velocity of the case without an actuator disc.

39
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Figure 6.1: Comparison gust of steady case versus unsteady case; disc 1; 5 degree amplitude; 6Hz

Figure 6.2: Comparison gust of case with disc versus case without disc; disc 1; 5 degree amplitude; 6Hz

An increase in gust vane frequency shows almost no changes in cases with lower gust frequency. If the

steady case is compared to the unsteady case, there is almost no difference between a high and low

gust frequency (compare figures 6.1 and 6.3). If a case with an actuator disc is compared to a case

without an actuator disc, it is visible that upstream of the disc, the influence of the actuator disc is quite

low. On the disc, or further downstream, it shows a much lower velocity in the wake of the actuator disc

due to the extraction of energy by the actuator disc (see figures 6.2 and 6.4).
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Figure 6.3: Comparison gust of steady case versus unsteady case; disc 1; 5 degree amplitude; 12Hz

Figure 6.4: Comparison gust of case with disc versus case without disc; disc 1; 5 degree amplitude; 12Hz

A gust vane amplitude change does not show a large influence on the velocity profile in comparison to

previous cases at lower gust amplitudes (compare figures 6.3 and 6.5 or figures 6.4 and 6.6).
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Figure 6.5: Comparison gust of steady case versus unsteady case; disc 1; 6.5 degree amplitude, 12Hz

Figure 6.6: Comparison gust of case with disc versus case without disc; disc 1; 6.5 degree amplitude, 12Hz

6.2. Flow field
The previous section was about the gust; this section is about the analysis of the flow field itself.

In comparison to the cases without gusts (see chapter 5), the wake of the gust vanes moves closer

together for the case without a disc. Between the two wakes of the two gust vanes, the velocity increases

or decreases depending on the gust vane angle and, thereby, the area between the two gust vanes

becomes smaller or wider. If the velocity is decreased between the two gust vanes, the velocity at the

outside of the domain is increased and vice versa (see figures 6.7).
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Figure 6.7: No disc; non-dimensional velocity field; 5 degree amplitude; 6Hz; left positive gust vane angle; right negative gust

vane angle

The behavior of the non-dimensional velocity of cases with low frequency is the same as the steady

cases. The velocity is increased or decreased due to the gust phase angle. Since there is a wake of

the actuator discs, the velocity increases in between the wake of the actuator disc and the wake of the

gust vanes (see figure 6.8). Also, in figure 6.8 the wake expansion and compression is visible. The

wake is expanded more for negative gust vane angles, while for positive gust vane angles, the wake is

compressed at x = 2.5D downstream (see figure 6.8 and 6.9). The total wake expansion is dependent

on the porosity of the actuator disc. The wake is expanded the most for the least porous disc, while the

most porous disc has the lowest wake expansion (see figure 6.10). For wake compression, the same

phenomenon is visible as for wake expansion.

Figure 6.8: Disc 1; non-dimensional velocity field; 5 degree amplitude; 6Hz; left positive gust vane angle; right negative gust

vane angle

If actuator disc 2 is mounted to the tower, a strange phenomenon happens in the far wake (x > 2.5D)
(see figure 6.9). For positive gust vane angles, the wake in the third camera shows the wake meandering

because the wake is closer to the bottom of the domain at x = 2.5D and x = 4.7D, while at x = 3.5D
the wake is closer to the top of the domain. This is in contrast to the negative angles where the wake

continues without movement. Since the gust vanes seem to operate normally. That means both gust

vanes are moving at the same frequency and amplitude.

Figure 6.9: Disc 2; non-dimensional velocity field; 5 degree amplitude; 6Hz; left positive gust vane angle; right negative gust

vane angle
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Figure 6.10: Disc 3; non-dimensional velocity field; 5 degree amplitude; 6Hz; left positive gust vane angle; right negative gust

vane angle

The non-dimensional vorticity plot shows negative and positive vorticity “dots” in the wake of the gust

vanes. These positive and negative ”dots” are due to the fact that the gust vanes are fluctuating. The

flow starts to oscillate. Vortices are created at the gust vanes and detach periodically from the gust

vanes to form a so-called Von Kárman vortex street. This phenomenon of creating vortices and the

detachment of these vortices is called vortex shedding (see figure 6.11).

Figure 6.11: No disc; non-dimensional vorticity field; 5 degree amplitude; 6Hz; left positive gust vane angle; right negative gust

vane angle

The non-dimensional vorticity is a slightly different story for cases with actuator discs. It seems that in

the case of disc 1, the gust touches the wake of the actuator disc. The case with actuator disc 1 has the

disc with the lowest porosity, which results in the largest wake expansion. Therefore, it is easier for the

gust vane wake to touch the wake of the actuator disc. Both wakes are strong enough to withstand

each other, while the wake of the gust vanes ensures a wake meandering of the actuator disc’ wake

(see figures 6.12; 6.13, and 6.14).

Figure 6.12: Disc 1 non-dimensional vorticity field; 5 degree amplitude; 6Hz; left positive gust vane angle; right negative gust

vane angle
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Figure 6.13: Disc 2; non-dimensional vorticity field; 5 degree amplitude; 6Hz; left positive gust vane angle; right negative gust

vane angle

Figure 6.14: Disc 3 non-dimensional vorticity field; 5 degree amplitude; 6Hz; left positive gust vane angle; right negative gust

vane angle

If the gust frequency is increased to 12Hz, the two wakes of the two gust vanes come closer together.

Besides, the high velocity region appears for both negative and positive gust vane angles (see figure

6.15). From the negative gust vane angles, it can seem that the velocity in the region between the two

gust vane wakes is fluctuating due to the gust vane movement. If the trailing edges of the gust vanes

are closer together, the velocity increases. If the angle of the gust vane turns to a positive angle, the

velocity decreases in the area between the two gust vane wakes. Due to the high gust frequency, two

higher velocity regions can be seen for negative gust vane angles (see figure 6.15 right side) because

the vanes are oscillating at a higher frequency. In combination with the relative low freestream velocity,

the increased velocity area moves slowly downstream. Therefore, two increased velocity areas are

visible for negative gust vane angles.

Figure 6.15: No disc; non-dimensional velocity field; 5 degree amplitude; 12Hz; left positive gust vane angle; right negative gust

vane angle

In comparison to the lower gust frequency, the wake of the actuators is expanded and compressed to

opposite gust phase angles (see figures 6.8 and 6.16). So, for positive gust vane angles in cases with

high frequency, the wake expands, while for negative gust vane angles the wake is compressed. For

cases with low frequency, it is exactly the opposite. For the other two actuator discs (disc 2, and disc 3;

see figures 6.17 and 6.18), the wake expands less in these cases. As already mentioned before, the

wake expansion is dependent on the actuator disc’s porosity. The wake compression is stronger for

higher gust frequency (compare figures 6.8 and 6.16).
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Figure 6.16: Disc 1 non-dimensional velocity field; 5 degree amplitude; 12Hz; left positive gust vane angle; right negative gust

vane angle

Figure 6.17: Disc 2; non-dimensional velocity field; 5 degree amplitude; 12Hz; left positive gust vane angle; right negative gust

vane angle

Figure 6.18: Disc 3 non-dimensional velocity field; 5 degree amplitude; 12Hz; left positive gust vane angle; right negative gust

vane angle

In the vorticity plot, the sinusoidal form of the wake of the gust vane is visible. The sinusoidal form of

the wake comes from the sinusoidal movement of the gust vanes. As already mentioned, this is an

oscillating Von Kármán vortex street.

Figure 6.19: No disc; non-dimensional vorticity field; 5 degree amplitude; 12Hz; left positive gust vane angle; right negative gust

vane angle

In the non-dimensional vorticity plots (see figures 6.20; 6.21, and 6.22) of the cases with double gust

frequency, the wake of the gust vanes seems to touch the wake of the actuator discs. This is in compari-

son to lower frequency cases, where only the wake of the gust vanes of a case with actuator disc 1 is

touching the wake of the actuator disc. So, a higher frequency has an influence on wake expansion and



6.2. Flow field 47

compression. At higher frequencies, the wake is expanded for positive gust vane angles. Besides, the

gust frequency has an influence on the wake of the gust vanes. For higher frequnecies, the wake of the

gust vane touches the wake of the actuator discs.

Figure 6.20: Disc 1 non-dimensional vorticity field; 5 degree amplitude; 12Hz; left positive gust vane angle; right negative gust

vane angle

Figure 6.21: Disc 2; non-dimensional vorticity field; 5 degree amplitude; 12Hz; left positive gust vane angle; right negative gust

vane angle

Figure 6.22: Disc 3 non-dimensional vorticity field; 5 degree amplitude; 12Hz; left positive gust vane angle; right negative gust

vane angle

An increase in gust frequency, or gust amplitude, does show a similar flow in the flow field (see figures

6.23; 6.24; 6.25, and 6.26). In comparison to previous cases with lower gust vane amplitudes, the area

with higher velocity seems a little larger than for the lower gust vane amplitude cases (compare figures

6.15 and 6.23).

Figure 6.23: No disc; non-dimensional velocity field; 6.5 degree amplitude; 12Hz; left positive gust vane angle; right negative

gust vane angle
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Figure 6.24: Disc 1; non-dimensional velocity field; 6.5 degree amplitude 12Hz; left positive gust vane angle; right negative gust

vane angle

Figure 6.25: Disc 2; non-dimensional velocity field; 6.5 degree amplitude; 12Hz; left positive gust vane angle; right negative gust

vane angle

Figure 6.26: Disc 3; non-dimensional velocity field; 6.5 degree amplitude 12Hz; left positive gust vane angle; right negative gust

vane angle

The wake of the gust vane seems to come closer together for the 6.5 degree amplitude case in compari-

son to the 5 degree amplitude case (compare figure 6.27 with figure 6.19).

Figure 6.27: No disc; non-dimensional vorticity field; 6.5 degree amplitude; 12Hz; left positive gust vane angle; right negative

gust vane angle

The non-dimensional vorticity cases with an actuator disc are similar to the cases with a slighly lower

gust amplitude (compare figures 6.20 and 6.28; 6.21 and 6.29; 6.22 and 6.30)
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Figure 6.28: Disc 1; non-dimensional vorticity field; 6.5 degree amplitude; 12Hz; left positive gust vane angle; right negative gust

vane angle

Figure 6.29: Disc 2; non-dimensional vorticity field; 6.5 degree amplitude; 12Hz; left positive gust vane angle; right negative gust

vane angle

Figure 6.30: Disc 3; non-dimensional vorticity field; 6.5 degree amplitude; 12Hz; left positive gust vane angle; right negative gust

vane angle

If the reduced frequency is halved, the high velocity area between the two gust vane wakes becomes

very large (see figure 6.31). Next to the larger area, this area also appears at the opposite gust vane

angle for the lower frequency. The case with the actuator disc shows the same opposite behavior in

comparison to the high gust frequency case (see figure 6.32).

Figure 6.31: No disc; non-dimensional velocity field; 6.5 degree amplitude; 6Hz; left positive gust vane angle; right negative gust

vane angle
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Figure 6.32: Disc 2; non-dimensional velocity field; 6.5 degree amplitude; 6Hz; left positive gust vane angle; right negative gust

vane angle

The non-dimensional vorticity field shows similar changes as the velocity field (see figures 6.27 and

6.33). Also, in the case of an added actuator disc, the wake expansion and compression at opposite

gust vane angles is visible in the figures 6.29 and 6.34.

Figure 6.33: No disc; non-dimensional vorticity field; 6.5 degree amplitude; 6Hz; left positive gust vane angle; right negative gust

vane angle

Figure 6.34: Disc 2; non-dimensional vorticity field; 6.5 degree amplitude; 6Hz; left positive gust vane angle; right negative gust

vane angle

An even larger gust amplitude increases the area of higher velocity even further (see figure 6.35). The

area between the wake of the actuator disc and the wake of the gust vane is small in comparison to

other cases. Therefore, the velocity in this area between the wakes is increased for a larger distance

than for cases with a lower gust amplitude.

Figure 6.35: No disc; non-dimensional velocity field; 10 degree amplitude; 6Hz; left positive gust vane angle; right negative gust

vane angle
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The velocity increase in between the wake of the gust vanes and the wake of the actuator disc is quite

high. Besides the area of this increased velocity is large in comparison to the smaller gust amplitude

cases (compare figures 6.8 and 6.36; 6.9 and 6.37; 6.10 and 6.38).

Figure 6.36: Disc 1; non-dimensional velocity field; 10 degree amplitude; 6Hz; left positive gust vane angle; right negative gust

vane angle

Figure 6.37: Disc 2; non-dimensional velocity field; 10 degree amplitude; 6Hz; left positive gust vane angle; right negative gust

vane angle

Figure 6.38: Disc 3; non-dimensional velocity field; 10 degree amplitude; 6Hz; left positive gust vane angle; right negative gust

vane angle

The non-dimensional vorticity field is similar to the lower gust amplitude cases (see figures 6.11 and

6.39; 6.12 and 6.40; 6.13 and 6.41; 6.14 and 6.42).

Figure 6.39: No disc; non-dimensional vorticity field; 10 degree amplitude; 6Hz; left positive gust vane angle; right negative gust

vane angle
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Figure 6.40: Disc 1; non-dimensional vorticity field; 10 degree amplitude; 6Hz; left positive gust vane angle; right negative gust

vane angle

Figure 6.41: Disc 2; non-dimensional vorticity field; 10 degree amplitude; 6Hz; left positive gust vane angle; right negative gust

vane angle

Figure 6.42: Disc 3; non-dimensional vorticity field; 10 degree amplitude; 6Hz; left positive gust vane angle; right negative gust

vane angle

6.3. Pearson correlation coefficient
The Pearson correlation coefficient describes the linear correlation between two data sets. In this

correlation analysis, the correlation of the velocity at the start of the flow field is checked with the velocity

in x-direction in the flow field itself. The incoming velocity is taken and not the velocity given by the wind

tunnel. The freestream velocity of the wind tunnel would give a zero real part in combination with a

complex part. The following formula is used to calculate the Pearson correlation coefficient in the flow

field:

rxy =
nΣxiyi − ΣxiΣyi√

nΣx2
i − (Σxi)2 ∗

√
nΣy2i − (Σyi)2

(6.1)

The correlation is strong in the region between the wake of the two gust vanes, and between x = −1.3D
to around x = −0.8D (see figure 6.43). Afterwards, the correlation decreases. This may have to do

with the increased velocity region moving downstream in the domain (see figure 6.7). The velocity

is increased due to the airflow passing the gust vanes. For some angles, the area in between the

two gust vanes is smaller and, therefore, the velocity is increased, while for other angles, the area

between the gust vanes is larger and, therefore, the velocity is lower. However, a strong correlation

is still visible around the wake of the gust vanes up to x = 1D. Further downstream, the correlation
becomes negative, which indicates that there is no correlation.
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At the outside of the domain (both on top and bottom), there is a negative value for the correlation

coefficient. This means that the flow field here is not correlated with the flow field at the center of the

domain. At the corners of the far end of the domain, at x = 4.5D, the correlation is strong between this

region and the inflow condition. The correlation is strong here, because the gust has oscillated upwards,

such that the freestream is able to move into this region.

If an actuator disc is added, the correlation is different (see figure 6.45). The boundary of the wake of

the actuator discs has a large negative correlation with the incoming flow. The center of the wake of

the actuator disc shows a partly positive and a partly negative correlation with the incoming flow. For

actuator disc 1, the largest negative correlation is reached at x = 1.2D, After this point, the flow is slowly

correlating more with the incoming flow.

For the other two actuator discs, those with higher porosity than disc 1, have a slightly different result.

The largest negative point is reached further downstream in the wake, before the flow starts correlating

with the incoming flow. Actuator disc 2 also shows the large correlating part further downstream in the

shifted second camera region: x > 2.5D (see figure 6.44). Disc 3 does only show a negative correlating

part from x > 1D (see figure 6.46).

Figure 6.43: Pearson correlation coefficient; no disc; 5 degree

amplitude; 6Hz

Figure 6.44: Pearson correlation coefficient; disc 2; 5 degree

amplitude; 6Hz

Figure 6.45: Pearson correlation coefficient; disc 1; 5 degree

amplitude; 6Hz

Figure 6.46: Pearson correlation coefficient; disc 3; 5 degree

amplitude; 6Hz

If the gust vane frequency is doubled from 6Hz to 12Hz, or in other words, the reduced frequency is

increased to 1.1, the Pearson Correlation coefficient changes slightly (see figures 6.47; 6.48; 6.49, and

6.50). The negative correlation is reached more upstream in the domain. That also means that the

strong correlation further downstream in the domain happens earlier. In the case of actuator disc 2, the

flow is oscillating and the wake of the disc is first correlated with the incoming flow. Then the flow is

negatively correlated before it correlates at the end of the domain. Afterwards, the flow is not correlated,

before it correlates again.

The faster (more upstream in the domain) correlation is also visible at the lower and upper boundaries of

the domain. The flow is correlated earlier (more upstream in the domain) than for low frequency cases.
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Thereafter, the flow is not correlated anymore. This is also due to the oscillating gust.

Figure 6.47: Pearson correlation coefficient; no disc; 5 degree

amplitude; 12Hz
Figure 6.48: Pearson correlation coefficient; disc 2; 5 degree

amplitude; 12Hz

Figure 6.49: Pearson correlation coefficient; disc 1; 5 degree

amplitude; 12Hz

Figure 6.50: Pearson correlation coefficient; disc 3; 5 degree

amplitude; 12Hz

Another gust vane amplitude does not change the correlation of the flow field. That there is no change

is visible in figures 6.51; 6.52, and 6.53.

Figure 6.51: Pearson correlation coefficient; 6.5 degree amplitude; 12Hz; top left no disc; top right disc 1; bottom left disc 2;

bottom right disc 3
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Figure 6.52: Pearson correlation coefficient; 6.5 degree amplitude; 6Hz; left no disc; right disc 2

Figure 6.53: Pearson correlation coefficient; 10 degree amplitude; 6Hz; top left no disc; top right disc 1; bottom left disc 2; bottom

right disc 3

6.4. Proper Orthogonal Decomposition
This subsection analyses Proper Orthogonal Decomposition (POD). POD is a numerical method that

reduces the complexity of simulations. The method is typically used for fluid dynamics and turbulence

analysis. The idea was that a limited number of deterministic functions could give some idea about the

flow field. These deterministic functions are called POD modes.

For a POD analysis in this report, a so-called snapshot POD is used. In comparison to an n-dimensional

example, the snapshot POD allows interchanging the temporal modes and spatial coefficients in the

algorithm. The correlation matrix is set-up using the same m × n velocity matrix U. However, the

correlation matrix for the snapshot POD is set-up as follows:

Cs =
1

m− 1
∗ U ∗ UT (6.2)

In this formula, m = Nt, which is the total number of velocity fields acquired by the PIV set-up during

the experiments. n = Nx ×Ny, which is the number of spatial velocity points in the flow domain. Thus,

Cs is built by averaging in space instead of time [54].

In figure 6.54, the eigenvalues are plotted for the disc 1 case. It is clearly visible that the first modes

have the highest eigenvalues.
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Figure 6.54: POD eigenvalues; disc 1; ; 5 degree amplitude; 6Hz

For the complexity of the flow, more snapshots are required to come to converged results [20]. That

is also what is visible in these cases. The first two modes (see figures 6.55 and 6.56) have the same

structure. However, the POD is not converted. The POD results are converged from the third mode. In

the POD modes, the highest kinetic energy is in the wake of the gust vanes (see figure 6.57 and 6.58).

These POD modes could represent the Von Karman Vortex street. The Von Karman vortex street is

the result of vortex shedding. The gust vanes are creating vortices which detach from the body and

move downstream to form this so-called Von Karman vortex street. In comparison to the flow field (see

section 6.2), the POD shows no changes.

Figure 6.55: No disc, POD mode 1; 5 degree amplitude; 6Hz Figure 6.56: No disc, POD mode 2; 5 degree amplitude; 6Hz

Figure 6.57: No disc, POD mode 3; 5 degree amplitude; 6Hz Figure 6.58: No disc, POD mode 4; 5 degree amplitude; 6Hz
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Adding an actuator disc also shows the energy in the wake of the actuator disc (see figures 6.59 and 6.60).

Figure 6.59: Disc 2, POD mode 3; 5 degree amplitude; 6Hz Figure 6.60: Disc 2, POD mode 4; 5 degree amplitude; 6Hz

In comparison to the low frequency cases, the POD shows nothing more in the flow field in comparison

to the flow field analysis. In comparison to the lower frequency case (see figure 6.57), the ’dots’ are now

smaller (see figure 6.61, and 6.62), and a higher number is visible. This is due to the higher frequency.

The gust is oscillating faster.

The increase of high energy regions is also visible in figures 6.63, and 6.64. The high enegry regions in

the wake of the actuator disc could represent the tip vortes created by the disc edges (see figures 6.61

and 6.62).

Figure 6.61: No disc, POD mode 3; 5 degree amplitude; 12Hz Figure 6.62: No disc, POD mode 4; 5 degree amplitude; 12Hz

Figure 6.63: Disc 2, POD mode 3; 5 degree amplitude; 12Hz Figure 6.64: Disc 2, POD mode 4; 5 degree amplitude; 12Hz

An increase in gust amplitude increases the number of high kinetic energy regions (compare figures

6.61 and 6.65). If an actuator disc is added, the highest energy in the wake of the actuator disc is now at

the wake’s boundary. In the lower amplitude case, the energy was more spread over the wake (compare

figures 6.63 and 6.67).
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Figure 6.65: No disc, POD mode 3; 6.5 degree amplitude;

12Hz

Figure 6.66: No disc, POD mode 4; 6.5 degree amplitude;

12Hz

Figure 6.67: Disc 2, POD mode 3; 6.5 degree amplitude; 12Hz Figure 6.68: Disc 2, POD mode 4; 6.5 degree amplitude; 12Hz

A decrease in gust frequency shows similar large energy peaks in the domain as the smaller gust

amplitude case with low frequency (compare figures 6.57 and 6.69). In the case of actuator disc 2, the

highest kinetic energy is at the actuator disc’s wake boundary (see figure 6.71).

Figure 6.69: No disc, POD mode 3; 6.5 degree amplitude; 6Hz Figure 6.70: No disc, POD mode 4; 6.5 degree amplitude; 6Hz

Figure 6.71: Disc 2, POD mode 3; 6.5 degree amplitude; 6Hz Figure 6.72: Disc 2, POD mode 4; 6.5 degree amplitude; 6Hz

An increase in gust amplitude does not show many changes in comparison to the smaller amplitude

cases (compare figures 6.69 and 6.73). The same can be said about the POD with actuator disc 2 (see
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figures 6.71 and 6.75).

Figure 6.73: No disc, POD mode 3; 10 degree amplitude;6Hz Figure 6.74: No disc, POD mode 4; 10 degree amplitude; 6Hz

Figure 6.75: Disc 2, POD mode 3; 10 degree amplitude; 6Hz Figure 6.76: Disc 2, POD mode 4; 10 degree amplitude; 6Hz

6.5. Wake expansion and compression
The previous section was about proper orthogonal decomposition. The section investigates the already

mentioned wake expansion and compression.

The wake of the actuator disc is expanded and compressed due to the oscillating wakes of the two gust

vanes. The expansion and compression of the wake of the actuator disc is only visible on actuator disc

1, and actuator disc 2. The wake expansion and compression is determined at an induction factor of

a = 0.5. The induction factor is calculated in the wake of the actuator disc. Linear interpolation was
used to determine the exact locations with a = 0.5. These locations are plotted in figure 6.77.

Figure 6.77 shows the wake expansion and compression of the actuator discs 1 and 2 for small gust

vane amplitude, and for both high and low gust frequency. As already mentioned in section 6.2, the wake

expansion and compression are at opposite gust vane angles for high gust frequency in comparison to

low gust frequency. This is visible if the top left and top right figures of figure 6.77 are compared. In

the case of high gust frequency, wake oscillations are visible. The wake is first expanding, before it

compresses, and expands again. Thus, the gust frequency has not only an effect on wake expansion at

certain gust vane angles, but it also has an influence on wake oscillation. Note that the wake oscillations

for low gust frequency are not visible in figure 6.77 because the domain is not large enough. In a much

larger domain, wake oscillations for both gust frequencies should be visible.

In comparison to actuator disc 1, actuator disc 2 has a smaller wake expansion (compare figure 6.77

top and bottom). Despite a lower wake expansion, the wake compression is more than the case with

actuator disc 1. It is hard to define, but the wake of actuator disc 2 seems to be still being compressed

at two-and-a-half disc diameters downstream.
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Figure 6.77: Top left disc 1, 5 degree amplitude, 6Hz; top right: disc 1, 5 degree amplitude, 12Hz; bottom left disc 2, 5 degree

amplitude, 6Hz; bottom right: disc 2, 5 degree amplitude, 12Hz

The difference in wake expansion is better visible in figures 6.78 and 6.79. The wake expands more for

a disc with low porosity.

Figure 6.78: Wake expansion comparison between disc 1 and disc 2; 5 degree amplitude, 6Hz
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Figure 6.79: Wake expansion comparison between disc 1 and disc 2; 5 degree amplitude, 12Hz

6.6. Upstream induction field
The previous subsection investigated wake expansion and compression. This section investigates the

induction field upstream of the actuator disc. As already mentioned before, the induction field upstream

of the actuator is fluctuating for Disc 1. The other two discs do not show this behavior. The same

procedure has been followed as for wake expansion and compression.

In contrast to wake expansion, where the gust frequency is dominant for wake expansion, the gust

amplitude influences the induction field upstream of the actuator disc a lot. This is in contrast to the gust

frequency, which seems to have no influence on the induction field upstream of the actuator disc. Both

for the 6Hz and the 12Hz cases, the induction field upstream of the actuator disc moves around 0.05

disc diameters in the case of a 5-degree amplitude. This is visible in figure 6.80, where the location

change of a = 0.5 is plotted in the domain. For the 6.5 degree gust vane amplitude, the induction field
moved around .065 disc diameters, while for the 10-degree amplitude, the induction field moved around

0.09 disc diameters.
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Figure 6.80: Induction changes upstream of the disc; top left: 5 degree amplitude, 6Hz; top right: 5 degree amplitude, 12Hz;

bottom left: 6.5 degree amplitude, 12Hz; bottom right: 10 degree amplitude, 6Hz

6.7. Actuator disc thrust
The wake expansion and compression were investigated in the previous two sections. This section

is about the calculation of the thrust coefficient. Besides, the calculated values are compared to the

literature.

The thrust is calculated using a 1D actuator disc momentum model, used by Lignarolo et al. [32]. The

following formulas are used:

A = π(R2
tip −R2

root) (6.3)

a =
π

A

∫ Rtip

Rroot

(1− u(x)

u∞
)rdr (6.4)

CT = 4a(1− a) (6.5)

The data at x/D = 0 is not available due to reflections in the images. Therefore, a linear interpolation
is used to calculate the velocity at the location of the actuator disc. Figure 6.81 shows the CT data in

comparison to literature data. It is visible that, in steady cases, the thrust coefficients of disc 1 and

disc 2 are quite close to literature data. Disc 3 is a different story. The calculated thrust coefficient is

much higher than the literature data. One of the reasons could be that the actuator disc was placed

differently in the tower. The discs were placed by hand, which increased the uncertainty for comparison.

A very small angle can lead to more or less blockage of the actuator disc. Also, a small angle change is

possible in comparison to the lower porosity discs.
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Figure 6.81: Thrust coefficient of the steady cases in comparison to literature [6] [5] [31] [37] [42] [49] [56] [22]

If the CT -values of the unsteady cases are added, it is visible that the results of disc 1 and disc 2 are

still close to the data from literature (see figure 6.82). There is some offset, but that could be due to the

gust vane movement. The gust influences the flow, and therefore thrust. The influence of the gust vane

movement was also visible in the previous section. Another point is that the thrust coefficient of two

cases with disc 3 is relatively high in comparison to the literature, and in comparison to other cases

with the same actuator disc. A reason could be the shift of the actuator disc in comparison to the other

cases. As already mentioned in 4.2, the actuator disc was removed and placed back in the tower during

the experiments. Although the disc was marked, small changes in rotation and/or position could lead to

a different velocity field. Since the thrust coefficient depends on the velocity, a different velocity field

could lead to a different thrust coefficient.

It should be noted, that the thrust is calculated with a one-dimensional actuator disc model. This model

assumes incompressible, steady, one-directional inviscid flow and uniform loading on the disc. In reality,

this is not true. The results of this method are not accurate enough to draw strong conclusions.
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Figure 6.82: The mean thrust coefficients of the unsteady cases in comparison to literature data [6] [5] [31] [37] [42] [49] [56] [22]

In figures 6.83; 6.84, and 6.85 the thrust coefficient is visible including the area in which the thrust could

be according to the standard deviation. It should be noted that the standard deviation is high, which

results in large differences in calculated thrust coefficients.

Figure 6.83: Thrust coefficient incudling standard deviation; Disc 1
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Figure 6.84: Thrust coefficient incudling standard deviation; Disc 2

Figure 6.85: Thrust coefficient incudling standard deviation; Disc 3





7
Uncertainty estimation

The results analysed in the previous sections were influenced by experimental errors. The experimental

errors were both random and systematic. It is difficult to quantify the errors; a rough estimation of the

uncertainties is made in this chapter.

7.1. Uncertainties
One of the largest uncertainties is the placement of the actuator discs. Every time a new actuator disc

was placed on the tower, a small uncertainty was added. To reduce the uncertainty, a mark was placed

at the disc. However, small shifts of the actuator disc are possible, due to the fact that it was done by hand.

Another uncertainty is the wind tunnel operation. The W-Tunnel motor was set at 420rpm, and runs at

that setting. However, changes in air temperature or air pressure have some influence on the velocity

measured by the wind tunnel. Between the various runs, the measured density, and measured velocity

by the W-Tunnel itself are not constant. However, the measured velocity was probably not equal during

every measurement. Adifferent velocity could explain that when the reduced frequency is calculated, four

values appear in comparison to the three gust frequencies. Namely, 0; 0.5; 0.6, and 1.1 in comparison

to the three gust frequencies of 0Hz; 6Hz, and 12Hz.

During the experiments, the smoke generator was almost empty. An empty smoke machine results in

less smoke. Besides, the smoke is not spreading anymore in the tunnel, which results in bad results.

The empty smoke machine was noted just after the downstream shift of the second camera.

Besides, the fuel of the smoke machine, the settings of the smoke machine are also an uncertainty in

the experiments. The amount of particles in the fluid should be enough to have good results. If there

are too many or a too low number of particles, the camera captures too many particles such that DaVis

is unable to analyse the results, because the flow field is full of particles. The other option is that there

are not enough particles, which results also in that DaVis is unable to calculate the flow field.

Despite the camera shift being measured, and the camera was not touched, except for the movement,

the combined cases do not have good results. The flow field has some strange, and not explicable

behavior. The idea of using a shifted camera seems nice, but the reality is different. Due to the already

mentioned empty smoke machine, the flow was not captured right, which resulted in the flow fields

not being combined. Besides the empty smoke machine, also, the already mentioned placement of

the actuator discs was done by hand after every actuator disc changed. This also makes it hard to

combine the different cases, because the gust vanes are in the same position, but the actuator disc can

be shifted a small bit to the left or right.

The wind tunnel is able to measure various parameters, under which the pressure and the temperature.

Besides the wind tunnel measurements, the contraction ratio of the gust generator should increase

the velocity to a value of 1.1 ∗ UW−Tunnel. Hereby, UW−Tunnel is the velocity given by the W-tunnel.
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However, it seems that this is not entirely true. The non-dimensional velocity is sometimes too often

below one, which indicates that the velocity measured by the PIV-system is lower than the velocity

should be. However, it is hard to tell what could be the reason for this lower non-dimensional velocity

in the flow field. There are several factors of uncertainty here: the measurements of the W-Tunnel; a

wrong contraction ratio, or a not well calibrated PIV-system.

7.2. Uncertainty in PIV
Errors in the velocity field are both random and bias errors. Random errors are primarily due to

cross-correlation uncertainty. The errors are due to flow velocity fluctuations and variability. Random

errors decreased by square root of the number of samples. Uncertainty due to cross-correlation is

assumed to be 0.1 pixels. This results in the following formula for the random errors for cross-correlation:

random error =
εu√
N

(7.1)

In this formula, εu is equal the uncertainty of the cross-correlation, 0.1 pixel. N is the number of samples.

For steady load cases, the number of samples was 216 or 432 images. For unsteady load cases, the

number of samples was 75 or 76 images. This results in an uncertainty of the mean velocity of 0.48% or

0.68% for steady loading, and 1.15% for unsteady loading.

Another PIV error is peak locking. Peak locking is when the particles are larger than the pixel size. The

displacement is then rounded to the nearest integer value. Due to this, errors in velocity measurements

occur. A typical displacement uncertainty is between 0.05-0.1 pixels [40]. The second uncertainty is

spatial resolution. The spatial resolution is defined as the ratio of window size to spatial wavelength [48].

The value of the spatial wavelength is unknown. Therefore, this uncertainty cannot be estimated. Image

matching is typically 0.1 pixel, which gives the same error as the uncertainty of the cross-correlation.

The two cameras were positioned such that there was an overlapped area. In this overlap area, data

from the first and second cameras were combined. The manipulation of the data was done in Matlab.

There is some uncertainty, because the cameras were not entirely aligned. The second camera was

at a small angle. This can also be seen in figure 4.12. Besides, the small camera angle, the lenses

were due to the angle not focused in the same way. This results in a slightly different domain size for

both cameras. The different domain sizes result in not overlapping points given in the output files of DaVis.
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Conclusion and recommendations

8.1. Conclusion
The gust is dependent on the frequency and amplitude of the gust generator. Static gust vanes at

zero angle of attack yield Von Kárman vortex street. In a steady state, the wake of the actuator disc

expandes. The expansion is dependent on the porosity. Consistent with lower porosity, the higher

the wake expansion is. At a certain distance downstream, the wake starts to recover to its freestream

conditions. The vorticity in the wake of the actuator disc is the strongest, just behind the actuator disc

and at the edge of the wake. The edge of the wake is the region with the strongest velocity gradients.

Various gust frequencies and amplitudes were tested. In the wake of the gust vanes, a Von Kárman

vortex street is created. This vortex street is oscillating due to the moving gust vanes. In between the

wake of the gust vanes, the velocity is increased or decreased depending on the gust vane angle. The

area between the two gust vanes is decreased, which increases the velocity between the wakes, while

the velocity at the outside of the domain is decreased and vice versa. The gust frequency and amplitude

are responsible for the region the velocity increased. The larger the gust amplitude or the higher the

gust frequency, the higher the velocity becomes in between the wakes.

The unsteady cases with an actuator disc show that the porosity has an influence on the wake expansion

and on the velocity in the wake of the actuator disc. The wake is expanded more for lower porosity,

while the wake compression is less dependent on porosity. The gust frequency has a higher influence

on the wake of the actuator disc than the gust amplitude. For higher gust frequencies, the wake shows

sinusoidal oscillations in the captured area of the experiments. For lower gust frequency, this is not visible.

The Pearson correlation coefficient shows the correlation between the incoming velocity and the velocity

in the flow field. The gust increases or decreases the velocity between the gust vane wakes. The

correlation between the incoming flow with the flow field shows similarities between the various gust fre-

quencies and gust amplitudes. The flow field for a no-disc case shows strong correlation, no correlation

and strong correlation. For higher frequencies, these correlated and non-correlated areas are smaller.

Moreover, for higher gust frequency, more correlated and non-correlated regions are shown in the cap-

tured flow field. Thus, the Pearson correlation coefficient shows the change in velocity in the domain due

to the gust. For actuator discs, the wake shows similar behavior of correlated and non-correlated regions.

The Proper Orthogonal Decomposition shows high energy in the wake of the gust vanes. This en-

ergy could represent the Von Kárman vortex street. In the wake of the actuator disc, the strongest

energy is visible at the edges of the wake. Therefore, these high energy regions represent the tip vortices.

The thrust coefficient of the steady cases is close to literature data. The thrust coefficients for the

unsteady cases are fluctuating around the thrust coefficient of the steady cases.

The uncertainty effect is increased, which leads to a high standard deviation of the data. A large standard
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deviation could lead to larger errors. An uncertainty analysis of the velocity data showed that the data

converge very fast.

8.2. Recommendations
The first limitation was a large standard deviation of the velocity. A larger standard deviation can result

in large fluctuations between the results. The second limitation is the PIV set-up. Despite the flow field

being visible from one disc diameter upstream up to two-and-a-half disc diameters downstream, the

laser beam was at its limits.

The first recommendation is to do the experiment with a larger flow field. Hereby, it is recommended to

use lenses with a large capture area to reduce the negative influences of the overlapping regions of

the cameras. In a larger downstream area, the sinusoidal oscillations of the wake of the actuator disc

become visible at lower frequencies.

The second recommendation is that in the next experiment, the actuator disc is only removed after

all trials are done. That means that the mounted actuator disc is tested for various gust frequencies

and gust amplitudes before the actuator disc is replaced by another. This reduces the effect of small

changes in actuator disc positions, and/or actuator disc rotations.

The third recommendation is to see if a low-speed laser and low-speed camera system can be used in

further experiments. The low-speed laser is able to a much wider laser beam, which increases the flow

field length. A larger flow field reduces the requirement for a shifted camera.

The fourth recommendation is to use a balance to measure the forces in the flow direction. If the balance

was used, the thrust coefficients calculated could be verified with the measurements of the balance

system.

The number of images captured by the cameras could be increased to decrease the uncertainty of the

mean. The standard deviation is large, which means that the data is now wildly spread around the mean.

With more images, the mean value becomes stronger, and the convergence of the data becomes better.
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In this appendix, some graphs of the non-dimensional velocity versus y are visible. The main part of this

appendix is to show that the velocity is changing not only due to the movement of the gust vanes, but

the actuator disc also has an influence on the velocity field upstream and downstream of the actuator disc.

A.1. Steady cases
For the steady cases, in which there is no gust, the graphs look to be the same. The velocity in the

wake of the actuator disc seems to be constant, while the velocity in the wake of the actuator disc is

much smaller. For the cases with a disc, the wake of the actuator disc is visible. The velocity in the

wake is much smaller than the freestream velocity. Another thing which is visible is the influence of the

three different actuator discs. Disc 1, which has the lowest porosity, has a much stronger influence on

velocity than discs with higher porosity. In case of actuator disc 1, the velocity in the wake of the actuator

disc reduces to zero or becomes negative. For disc 2, the velocity in the wake of the actuator disc also

becomes small, but the velocity stays positive. Disc 3 has a slightly different profile, due to the larger

holes in the disc. Therefore, the velocity in the wake of the actuator disc has a kind of sinusoidal form.

Figure A.1: No disc; Dimensionless velocity versus y [D] Figure A.2: No disc; Dimensionless velocity versus y [D]

Figure A.3: Disc 1; Dimensionless velocity versus y [D] Figure A.4: Disc 1; Dimensionless velocity versus y [D]
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Figure A.5: Disc 2; Dimensionless velocity versus y [D] Figure A.6: Disc 2; Dimensionless velocity versus y [D]

Figure A.7: Disc 3; Dimensionless velocity versus y [D] Figure A.8: Disc 3; Dimensionless velocity versus y [D]

A.2. Unsteady cases
In cases where the gust vane is moving, the wake of the gust vanes is still visible in the graphs. However,

due to the moving gust vanes, the velocity distribution on the gust vane is changing. Therefore, the

velocity in the wake of the gust vanes is also changing. Moreover, the wake of the gust vane is fluctuating

towards the actuator disc before moving back. Another thing which is visible is that the velocity between

the gust vane is also changing with respect to the freestream velocity. If the velocity is increased

between the two gust vanes, the velocity outside of the gust vanes is lower and vice versa. In cases of

an actuator disc, the velocity is only increased in the area between the wake of the actuator disc and

the wake of the gust vanes.

Figure A.9: No disc; 5 degree amplitude, 6Hz; Dimensionless

velocity versus y [D]

Figure A.10: No disc; 5 degree amplitude, 6Hz; Dimensionless

velocity versus y [D]
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Figure A.11: Disc 1; 5 degree amplitude, 6Hz; Dimensionless

velocity versus y [D]

Figure A.12: Disc 1; 5 degree amplitude, 6Hz; Dimensionless

velocity versus y [D]

Figure A.13: Disc 2; 5 degree amplitude, 6Hz; Dimensionless

velocity versus y [D]

Figure A.14: Disc 2; 5 degree amplitude, 6Hz; Dimensionless

velocity versus y [D]

Figure A.15: Disc 3; 5 degree amplitude, 6Hz; Dimensionless

velocity versus y [D]

Figure A.16: Disc 3; 5 degree amplitude, 6Hz; Dimensionless

velocity versus y [D]

Changing the gust amplitude or the gust frequency changes the velocity profile too. Due to the stronger

wake of the gust vanes, the expansion and compression of the wake of the actuator disc is changed.

Therefore, the velocity profile also changes.

Figure A.17: No disc; 5 degree amplitude, 12Hz;

Dimensionless velocity versus y [D]

Figure A.18: No disc; 5 degree amplitude, 12Hz;

Dimensionless velocity versus y [D]
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Figure A.19: Disc 1; 5 degree amplitude, 12Hz; Dimensionless

velocity versus y [D]

Figure A.20: Disc 1; 5 degree amplitude, 12Hz; Dimensionless

velocity versus y [D]

Figure A.21: Disc 2; 5 degree amplitude, 12Hz; Dimensionless

velocity versus y [D]

Figure A.22: Disc 2; 5 degree amplitude, 12Hz; Dimensionless

velocity versus y [D]

Figure A.23: Disc 3; 5 degree amplitude, 12Hz; Dimensionless

velocity versus y [D]

Figure A.24: Disc 3; 5 degree amplitude, 12Hz; Dimensionless

velocity versus y [D]

Figure A.25: No disc; 10 degree amplitude, 6Hz;

Dimensionless velocity versus y [D]

Figure A.26: No disc; 10 degree amplitude, 6Hz;

Dimensionless velocity versus y [D]
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Figure A.27: Disc 1; 10 degree amplitude, 6Hz; Dimensionless

velocity versus y [D]

Figure A.28: Disc 1; 10 degree amplitude, 6Hz; Dimensionless

velocity versus y [D]

Figure A.29: Disc 2; 10 degree amplitude, 6Hz; Dimensionless

velocity versus y [D]

Figure A.30: Disc 2; 10 degree amplitude, 6Hz; Dimensionless

velocity versus y [D]

Figure A.31: Disc 3; 10 degree amplitude, 6Hz; Dimensionless

velocity versus y [D]

Figure A.32: Disc 3; 10 degree amplitude, 6Hz; Dimensionless

velocity versus y [D]
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In this appendix, the steady gust vane flow field is shown in detail. At nine different locations in the

captured area of the first camera and at nine locations in the captured area of the second camera, the

velocity field is shown versus y. The nine locations were randomly selected by Matlab, using the randi

function.

It is visible that the flow field does not change in the case without a disc. The velocity in between the

two gust vane wakes is almost constant. Also, the velocity in the gust vane wake is much smaller than

the freestream velocity, but it does not change much. When an actuator disc is added, the velocity field

changes. In the wake of the actuator disc, the velocity is much lower than in the freestream, due to the

extraction of energy by the actuator disc.

Figure B.1: No disc; Dimensionless velocity versus y [D] Figure B.2: No disc; Dimensionless velocity versus y [D]

Figure B.3: Disc 1; Dimensionless velocity versus y [D] Figure B.4: Disc 1; Dimensionless velocity versus y [D]
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Figure B.5: Disc 2; Dimensionless velocity versus y [D] Figure B.6: Disc 2; Dimensionless velocity versus y [D]

Figure B.7: Disc 3; Dimensionless velocity versus y [D] Figure B.8: Disc 3; Dimensionless velocity versus y [D]
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This appendix shows the fluctuations in the velocity field of the steady cases. Besides the fluctuations

in the flow field, the convergence of the cases is shown.

C.1. Velocity fluctuations steady cases
The figures in this appendix show the large fluctuations in the flow field of the steady cases. The steady

cases are the four cases with the three different actuator discs, and the case without an actuator disc.

Figure C.1: No disc; steady case velocity fluctuations camera

1 part 1

Figure C.2: No disc; steady case velocity fluctuations camera

1 part 2

Figure C.3: No disc; steady case velocity fluctuations camera

1 part 3

Figure C.4: No disc; steady case velocity fluctuations camera

2 part 1
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Figure C.5: No disc; steady case velocity fluctuations camera

2 part 2

Figure C.6: No disc; steady case velocity fluctuations camera

2 part 3

Figure C.7: Disc 1; steady case velocity fluctuations camera 1

part 1

Figure C.8: Disc 1; steady case velocity fluctuations camera 1

part 2

Figure C.9: Disc 1; steady case velocity fluctuations camera 1

part 3

Figure C.10: Disc 1; steady case velocity fluctuations camera

2 part 1

Figure C.11: Disc 1; steady case velocity fluctuations camera

2 part 2

Figure C.12: Disc 1; steady case velocity fluctuations camera

2 part 3
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Figure C.13: Disc 2; steady case velocity fluctuations camera

1 part 1

Figure C.14: Disc 2; steady case velocity fluctuations camera

1 part 2

Figure C.15: Disc 2; steady case velocity fluctuations camera

1 part 3

Figure C.16: Disc 2; steady case velocity fluctuations camera

2 part 1

Figure C.17: Disc 2; steady case velocity fluctuations camera

2 part 2

Figure C.18: Disc 2; steady case velocity fluctuations camera

2 part 3

Figure C.19: Disc 3; steady case velocity fluctuations camera

1 part 1

Figure C.20: Disc 3; steady case velocity fluctuations camera

1 part 2
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Figure C.21: Disc 3; steady case velocity fluctuations camera

1 part 3

Figure C.22: Disc 3; steady case velocity fluctuations camera

2 part 1

Figure C.23: Disc 3; steady case velocity fluctuations camera

2 part 2

Figure C.24: Disc 3; steady case velocity fluctuations camera

2 part 3

C.2. Convergence steady cases
In the previous section of this appendix, velocity fluctuations in steady cases were introduced. This

section shows that the results are converging. All cases are converging pretty fast to an average value.

Figure C.25: No disc; steady case convergence camera 1 Figure C.26: No disc; steady case convergence camera 2

Figure C.27: Disc 1; steady case convergence camera 1 Figure C.28: Disc 1; steady case convergence camera 2
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Figure C.29: Disc 2; steady case convergence camera 1 Figure C.30: Disc 2; steady case convergence camera 2

Figure C.31: Disc 3; steady case convergence camera 1 Figure C.32: Disc 3; steady case convergence camera 2
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This appendix analyses the velocity profile and turbulent intensity of specific x-locations. The velocity

and turbulent intensity are compared to the comparable steady state case. That means a steady state

case with the same actuator disc.

The velocity at the ’inlet’ of the flow field does not have a straight profile. The velocity in the area between

the gust vane wakes is much higher than the velocity in the wake of the gust vanes. This was also

something which was already visible in flow field analysis (see chapters 5, and 6). Another thing in the

flow field here is the velocity inside and outside of the gust vane wake. At the bottom of the figure, it is

visible that the velocity at the outside of the gust vane is higher for low gust vane phases. If the phase

angle is changed, the velocity will be reduced. This is in comparison to the area between the two gust

vane wakes, where the velocity is exactly the opposite. At negative gust vane angles, the velocity is

lower than for positive gust vane angles. This is the result of the position of the two gust vanes. The

incoming flow will move around the two gust vanes. For low gust vane phases, the airflow has a large

gap to pass through. However, if the gust vane phase is increased, the gap between the two gust vanes

in combination with the moving wake of the gust vanes, the velocity is increased due to a smaller area

in between the wake of the gust vanes.

Next to the gust, the tubulence intensity is shown. The turbulence intensity is defined as:

I =
u′

U
(D.1)

In this formula, u′ is the root mean square value of the velocity in x-direction, and U is the average

velocity in x-direction [34].

At x = −1D, the velocity profile shows the fluctuations around the steady case velocity. For low phases,

the velocity between the two gust vanes is lower than the steady case velocity, while for larger phases

the velocity is higher than the steady case. Outside the gust vane wake, the absolute value of the

velocity is the opposite of what happens between the two gust vanes.

The turbulence intensity is the lowest between the two gust vane wakes. In the gust vane wake, the

turbulence intensity is high. The turbulence intensity is high here, because the airflow wants to recover

to its original freestream state; but the wake of the two gust vanes is such strong that the velocity is

lower (see figures D.1, and D.2).
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Figure D.1: No disc; Dimensionless velocity versus y [D] at

x = −1D; 5 degree amplitude; 6Hz

Figure D.2: No disc; Dimensionless turbulence intensity

versus y [D] at x = −1D; 5 degree amplitude; 6Hz

If the gust vane frequency is changed, or the amplitude of the gust vanes is changed, the velocity profile

looks the same as for the small amplitude and low frequency cases.

Figure D.3: No disc; Dimensionless velocity versus y [D] at

x = −1D; 5 degree amplitude; 12Hz

Figure D.4: No disc; Dimensionless turbulence intensity

versus y [D] at x = −1D; 5 degree amplitude; 12Hz

Figure D.5: No disc; Dimensionless velocity versus y [D] at

x = −1D; 10 degree amplitude; 6Hz

Figure D.6: No disc; Dimensionless turbulence intensity

versus y [D] at x = −1D; 10 degree amplitude; 6Hz

If an actuator disc is added, neither the velocity profile, nor the turbulence intensity is changed. This

seems reasonable, because the location was set at x = −1D upstream of the location of the actuator

disc. If the x-location is shifted to the location of the actuator disc (x = 0D), the profile of the turbulence

intensity seems not to change. However, the velocity profile is different. Since the actuator disc is

extracting energy from the flowfield, the velocity of the disc is reduced to almost zero. The zero velocity

component has to do with the mask placed in the Davis software for analyzing reasons.

A better location is a little bit further downstream, for example x = 0.2D. Without an actuator disc, the

situation does not change in comparison to the x = −1D location (see figures D.7; D.8; D.9; D.10; D.11,

and D.12).
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Figure D.7: No disc; Dimensionless velocity versus y [D] at

x = 0.2D; 5 degree amplitude; 6Hz

Figure D.8: No disc; Dimensionless turbulence intensity

versus y [D] at x = −0.2D; 5 degree amplitude; 6Hz

Figure D.9: No disc; Dimensionless velocity versus y [D] at

x = 0.2D; 5 degree amplitude; 12Hz

Figure D.10: No disc; Dimensionless turbulence intensity

versus y [D] at x = 0.2D; 5 degree amplitude; 12Hz

Figure D.11: No disc; Dimensionless velocity versus y [D] at

x = 0.2D; 10 degree amplitude; 6Hz

Figure D.12: No disc; Dimensionless turbulence intensity

versus y [D] at x = 0.2D; 10 degree amplitude; 6Hz
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