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Abstract
A homomorphism from a graph G to a graph H is an edge-preserving mapping from V (G) to V (H).
In the graph homomorphism problem, denoted by Hom(H), the graph H is fixed and we need to
determine if there exists a homomorphism from an instance graph G to H. We study the complexity
of the problem parameterized by the cutwidth of G, i.e., we assume that G is given along with a
linear ordering v1, . . . , vn of V (G) such that, for each i ∈ {1, . . . , n − 1}, the number of edges with
one endpoint in {v1, . . . , vi} and the other in {vi+1, . . . , vn} is at most k.

We aim, for each H, for algorithms for Hom(H) running in time ck
HnO(1) and matching lower

bounds that exclude c
k·o(1)
H nO(1) or c

k(1−Ω(1))
H nO(1) time algorithms under the (Strong) Exponential

Time Hypothesis. In the paper we introduce a new parameter that we call mimsup(H). Our main
contribution is strong evidence of a close connection between cH and mimsup(H):

an information-theoretic argument that the number of states needed in a natural dynamic
programming algorithm is at most mimsup(H)k,
lower bounds that show that for almost all graphs H indeed we have cH ≥ mimsup(H), assuming
the (Strong) Exponential-Time Hypothesis, and
an algorithm with running time exp(O(mimsup(H) · k log k))nO(1).

In the last result we do not need to assume that H is a fixed graph. Thus, as a consequence, we
obtain that the problem of deciding whether G admits a homomorphism to H is fixed-parameter
tractable, when parameterized by cutwidth of G and mimsup(H).

The parameter mimsup(H) can be thought of as the p-th root of the maximum induced matching
number in the graph obtained by multiplying p copies of H via a certain graph product, where p

tends to infinity. It can also be defined as an asymptotic rank parameter of the adjacency matrix of
H. Such parameters play a central role in, among others, algebraic complexity theory and additive
combinatorics. Our results tightly link the parameterized complexity of a problem to such an
asymptotic matrix parameter for the first time.
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1 Introduction

The study of the fine-grained complexity of NP-hard problems parameterized by width
parameters has recently received an explosive amount of attention. In this study one aims
to determine, for a given computational problem, a function f such that (1) the problem
can be solved in f(k)nO(1) time on given instances formed by an n-vertex graph along with
an appropriate decomposition with width k, and (2) any improvement to f(k)o(1)nO(1) or
even f(k)1−Ω(1)nO(1) time would violate a standard hypothesis, typically being respectively
the Exponential Time Hypothesis (ETH) and the Strong Exponential Time Hypothesis
(SETH). Characterizing this complexity tightly often gives a deep insight in the combinatorial
structure of the problem at hand, in particular about the relation that indicates when two
“subsolutions” (for some definition of “subsolutions”) combine into a global solution. An
example where such insights had major consequences is Hamiltonian Cycle and the
Traveling Salesperson Problem [4, 17,50].

In contrast to the study of such fine-grained complexity, on the other side of the spectrum,
a celebrated meta-theorem by Courcelle [13] shows that every graph property definable in
the monadic second-order logic can be decided in time f(k) · n on n-vertex graphs given
with a tree decomposition of width k. While this is extremely general, it is not precise at
all in the sense that the functions f(k) given by Courcelle’s theorem are typically doubly-
exponential or more, while more tailored algorithms with single-exponential functions exist.
This begs the question: Could there be such a meta-theorem that gives a more fine-grained
upper bound akin to the ones sought after above? Unfortunately, such a fine-grained meta-
theorem still seems out of reach, and many recent works apply some highly non-trivial
problem-specific insights to actually get the combination of tight algorithms and lower
bounds [4, 5, 15,16,37,38,43,46,57,60].

An intermediate step towards more general results such as Courcelle’s theorem is to
consider general problems that capture many natural well-studied problems as special
cases. Such a step was already taken for certain locally checkable vertex subset problems,
which capture natural problems including Independent Set and Dominating Set [25]. A
particularly rich and elegant family of such problems can be defined via graph homomorphisms.
A homomorphism from G to H is a mapping φ : V (G)→ V (H) such that for every uv ∈ E(G)
we have φ(u)φ(v) ∈ E(H). If H is the complete graph on k vertices, such mappings φ

are exactly proper k-colorings, and this is why these mappings are often referred to as a
H-colorings of G. For a fixed graph H, by Hom(H) we denote the computational problem in
which one needs to determine whether there is a homomorphism to H from an input graph
G. The complexity dichotomy for Hom(H) was provided by Hell and Nešetřil [34]: Hom(H)
is polynomial-time solvable if H is bipartite, and NP-hard otherwise. So the cases relevant
to our work are when H is non-bipartite.

There has been impressive work on the complexity of Hom(H) in various settings [7,
9, 11, 12, 14, 19, 20, 29, 58]. From the fine-grained perspective, a lot of attention was put in
the parameterization by treewidth of the instance graph [21, 23, 26, 53, 54]. In particular,
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for Hom(H) and some of its close relatives we exactly understand the fastest possible (up
to the SETH) running time of algorithms parameterized by treewidth. Perhaps even more
interestingly, the techniques developed in this line of research led to a deep understanding of
combinatorial properties of Hom(H) and its variants, and the results obtained on the way
can be used far beyond the bounded-treewidth case.

Typically, the lower bounds for (a variant of) Hom(H) are shown by a reduction from
(a variant of) q-Coloring, where the choice of q depends on H. In particular, Marx,
Lokshtanov, and Saurabh [44] showed that for any q ≥ 3, the q-Coloring problem on every
instance G cannot be solved in time (q− ε)tw(G) · |V (G)|O(1) for any ε > 0, unless the SETH
fails (here tw(G) is the treewidth of G). Similar lower bounds for q-Coloring are also
known for other parameters, like cliquewidth [40], feedback vertex set number [44], vertex
cover number [35], or component-order-connectivity [23]. A common element in all these
results is that the constant in the base of the exponential factor in the complexity bound is
an increasing function of the number q of colors.

However, it appears that this is not the case for all natural width parameters. For a linear
ordering v1, v2, . . . , vn of vertices of a graph G, its width is the maximum number of edges
between the sets {v1, . . . , vi} and {vi+1, . . . , vn}, over all i ∈ {1, . . . , n− 1}. The cutwidth of
G, denoted by ctw(G), is the minimum width of a linear ordering of V (G).

In stark contrast to the results listed above, Jansen and Nederlof [36] showed that for
every q, the q-Coloring problem on instances G given with a linear ordering of width k

can be solved in randomized1 time 2k · |V (G)|O(1). In particular, the base of the exponential
factor does not depend on q.

This phenomenon appears to be very fragile, e.g., it no longer occurs for the counting
variant of q-Coloring [32]. In the context of the discussion above, it is very natural to ask
about the situation for Hom(H), i.e., whether the natural dynamic programming approach
that works in time |V (H)|k · |V (G)|O(1) can be improved. In particular, whether there exists
an absolute constant cH , such that for every graph H, the Hom(H) problem on n-vertex
instances of cutwidth k can be solved in time ck

H · nO(1). This question was answered in the
negative by Piecyk and Rzążewski [56], who showed that the base cH of the exponential
factor in the complexity bound (seen as a function of H) grows to infinity even if we restrict
ourselves to cycles. More specifically, they show that cH is lower-bounded by the number of
edges in a maximum induced matching2 in H, multiplied by 2.

Note that a maximum induced matching of a clique has only one edge, so this lower
bound matches the running time of the randomized algorithm for q-Coloring [36].

However, Piecyk and Rzążewski [56] failed to provide an algorithm matching this lower
bound, even functionally, i.e., an algorithm with running time f(p, k) · nO(1), where f is any
function of the size p of a maximum matching in H and the cutwidth k of the instance. Thus,
while the size of a maximum induced matching in H certainly plays some important role
in the complexity of Hom(H) parameterized by the cutwidth, it is far from clear whether
it indeed determines the base of the exponential factor. The discussion above leads to the
following.

▶ Open Problem 1. Describe, for any fixed non-bipartite graph H, a constant cH such that:
1. There is an algorithm that, for all k, n ∈ N, given an n-vertex graph G with linear ordering

of width k, solves Hom(H) in time ck
H · nO(1), and

2. Assuming the SETH, for any ε > 0, there is no algorithm that, for all k, n ∈ N, given an
n-vertex graph G with linear ordering of width k, solves Hom(H) in time (cH−ε)k ·nO(1).

1 A slightly slower deterministic algorithm was also given.
2 An induced matching of a graph is a set M of edges such that the graph induced by the endpoints of M

is a matching.

ICALP 2024
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Recall that when H is bipartite, Hom(H) is already known to be solvable in polynomial
time. Therefore, we restrict ourselves to non-bipartite graphs.

Moreover, for each graph H we have cH ≤ |V (H)|, as a straightforward dynamic pro-
gramming algorithm works in time |V (H)|k · nO(1).

Our contribution. We make significant progress towards Open Problem 1. In particular, for
each non-bipartite graph H we define a constant cH which we conjecture to have the desired
properties. We prove, for almost all graphs, that Hom(H) in n-vertex instances given with a
linear ordering of width k cannot be solved in time (cH − ε)k · nO(1) for any ε > 0, assuming
the SETH. Moreover, we give a dynamic programming approach of which we show the table
sizes can be compressed to ck

H · nO(1) (see the paragraph on representative sets below for
more details). This can be interpreted as an upper bound, for each i ∈ {1, . . . , n− 1} on the
amount of information of the graph G[{v1, . . . , vi}] needed to decide Hom(H) based on only
G−G[{v1, . . . , vi}]. Unfortunately, this is an existential result and we do not yet know how
to efficiently perform this compression. We give partial progress towards such a computation,
yielding an algorithm with running time exp(2cHk log k)nO(1).

For a 0/1-matrix A, we define mim(A) as the largest r for which A has an r×r permutation
submatrix.3 The aforementioned work [56] shows that cH needs to be at least mim(AH), if
AH is the adjacency matrix of H. However, one of our main insights is that, as the cutwidth
k increases, the accurate parameter for measuring the aforementioned amount of needed
information on G[{v1, . . . , vi}] is actually mim(A⊗k

H ), where A⊗k
H denotes the result of taking

the Kronecker product of k copies of AH . Specifically, we introduce a new asymptotic rank
parameter, called mimsup, defined by

mimsup(A) = lim sup
k→∞

mim(A⊗k)1/k.

For a graph H, we define mimsup(H) to be mimsup(AH), where AH is the adjacency matrix
of H. We remark that mimsup(H) can be also defined in a purely graph-theoretic way, in
terms of the size of a maximum matching in a certain graph product. See Section 2 for more
thorough definitions and details. We prove the results above for cH equal to mimsup(H)
(modulo some standard preprocessing of H).

The parameter becomes especially clean and elegant if H is a projective core; such graphs
play a prominent role in the study of graph homomorphisms [29, 42, 54]. Their definition
is somewhat complicated, we refer the interested reader to the full version of the paper (in
Appendix). Let us just mention that this class captures almost all graphs [33, 45]. Formally,
let pn denote the probability that an n-vertex graph, chosen uniformly at random, is a
non-bipartite projective core. Then pn tends to 1 as n tends to infinity. Furthermore, up to
some conjectures from algebraic graph theory from the early 2000s [41,42], every graph H

that cannot be simplified by the above-mentioned preprocessing is actually a projective core.
We refer the interested reader to [54] for more information.

Going back to our setting, if H is a non-bipartite projective core, then we simply have
cH = mimsup(H). The first evidence that cH is indeed the “right” choice of the parameter
is the following lower bound4.

3 It is easily seen that mim(A) equals the maximum size of an induced matching in the bipartite graph
that has A as biadjacency matrix. If A is symmetric, it is the adjacency matrix of a graph H and
mim(A) equals twice the maximum size of an induced matching in H.

4 Full proofs of statements marked with (♠) can be found in the full version of the paper [31]
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▶ Theorem 1 (♠).
1. There exists δ > 0, such that for every non-bipartite projective core H, there is no

algorithm solving every instance G of Hom(H) in time mimsup(H)δ·ctw(G) · nO(1), unless
the ETH fails.

2. Let H be a connected non-bipartite projective core. There is no algorithm solving every
instance G of Hom(H) in time (mimsup(H)− ε)ctw(G) · |V (G)|O(1) for any ε > 0, unless
the SETH fails.

We next elaborate on the mentioned dynamic programming approach along with the
table size compression via which we aim to match these lower bounds.

Representative Sets. A crucial technique in our arguments is that of representative sets.
This is a method that allows us to considerably speed up dynamic programming algorithms
by sparsifying the associated tables. Specifically, dynamic programming algorithms generally
define a space of possible partial solutions S, and a dynamic programming table stores a
subset A of partial solutions that are valid in the given instance. A binary compatibility
matrix M with rows and columns indexed by S indicates whether two partial solutions
combine into a global solution. Generally speaking, a representative set of a set A ⊆ S is a
subset A′ such that for each j ∈ S we have that there exists i ∈ A with M [i, j] = 1 if and
only if there exists i′ ∈ A′ with M [i′, j] = 1; see Section 3.1 for details more specific to the
setting of our paper.

The power of representative sets lies in that (i) by definition, in any dynamic programming
algorithm we can replace the set A with the smaller set A′ without missing solutions, and
(ii) for many matrices M , surprisingly small representative sets are guaranteed to exist. This
underlies, for example, fast algorithms for the k-Path problem [48] or connectivity problems
parameterized by treewidth [4,27]. However, a serious bottleneck in these algorithm is the
computation of such representative sets: It withholds us, for example, for getting faster
algorithms for connectivity problems such as Traveling Salesperson (both parameterized
by treewidth [4,17] and the classic parameterization by the number of cities [50, Theorem 3]),
and polynomial kernelization algorithms for Odd Cycle Transversal [39].

This already led some researchers to design faster algorithms for finding representative sets
in special settings. A natural setting that comes up, for example for connectivity problems
parameterized by treewidth, is to find representative sets for sets of partial solutions with a
certain product structure. In [28], the authors show that representative sets for such families
can be found faster than known for general families.

In this paper, the computation of representative sets is also a major bottleneck; in fact,
modulo the standard conjectures discussed above, it is the only issue that withholds us from
solving Open Problem 1 completely. Specifically, we show:

▶ Theorem 2 (Informal statement of Theorem 6). In the context of the natural dynamic
programming algorithm for Hom(H) parameterized by cutwidth k, there exist representative
sets of size at most mimsup(H)k.

Thus, by the definition of representative sets, any algorithm that computes these repres-
entative sets fast enough would imply a mimsup(H)ctw(G)nO(1) time algorithm for Hom(H)
and thus solve Open Problem 1. We view this as strong evidence that our lower bounds
cannot be improved. Indeed, state-of-the-art hardness reduction techniques (like [44]) for
problems parameterized by width parameters encode assignments to decision variables as
states of dynamic programming tables and gradually check constraints on global consistency
of these assignments throughout the graph. Our proof of existence of small representative

ICALP 2024
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0 0 0 0 1 1 0 1 1
0 0 0 1 0 1 1 0 1
0 0 0 1 1 0 1 1 0
0 1 1 0 0 0 0 1 1
1 0 1 0 0 0 1 0 1
1 1 0 0 0 0 1 1 0
0 1 1 0 1 1 0 0 0
1 0 1 1 0 1 0 0 0
1 1 0 1 1 0 0 0 0

Figure 1 Illustration of a maximum induced matching (or equivalently, induced permutation
submatrix) of size mim(A⊗2

H ) shown in red, where AH =
(

0 1 1
1 0 1
1 1 0

)
and H = K3. More generally,

the proof from [36] for determining the chromatic number of a graph shows that whenever H is a
complete graph, mim(A⊗k

H ) = 2k and thus mimsup(H) = 2.

sets means the number of assignments that need to be considered in order to find a global
solution is also small, which means that this kind of approach to design lower bounds hits a
natural barrier at our lower bound.

Coping Algorithmically with the Mimsup Parameter. Matrix or graph parameters that
are defined in terms of large powers are sometimes called asymptotic rank parameters, and
they are notoriously hard to compute. For example, the value of the asymptotic rank of the
matrix multiplication tensor [8] (also known as ω) or the Shannon capacity of the cycle on 7
vertices [30] remain elusive. Unfortunately, mimsup(H) seems no exception. Similarly to the
Shannon capacity [1, Question 6], it is even not clear whether its computation is decidable.
For mimsup(H), even for simple graphs such as H = Kq, determining its value is non-trivial
as well. As an illustration we depict the maximum induced matching in the second Kronecker
power of the adjacency matrix of K3 in Figure 1. One of the main insights of the 2ctw(G)nO(1)

time algorithm for the chromatic number from [36] shows that mimsup(Kq) in fact equals 2.
Even when the existence of small representative sets is guaranteed because mimsup(H) is

small, it is still challenging to find them quickly. Since mimsup is about products of graphs,
one may expect that this product structure can be used algorithmically. Indeed, product
structure has been exploited to compute representative sets in previous work [28], but there
the family that needs to be represented has some (Cartesian) product structure. In our
setting, this is not guaranteed and it is much less obvious how to proceed.

Nevertheless we show that, with some loss in precision (and hence, running time), we can
work with graphs with small mimsup, by approximating it with another (easier to compute)
value that we call the maximum half induced matching number him(H). For a matrix A, we
define him(A) as the largest r for which A has an r × r triangular submatrix with ones on
its diagonal.5 For a graph H, we define him(H) to be him(AH), where AH is the adjacency
matrix of H. We show that him(AH) approximates mimsup(AH) in the following sense:

▶ Theorem 3. For every non-bipartite graph H with adjacency matrix AH and k ∈ N,

him(AH) ≤ mimsup(AH) = lim sup
k→∞

mim(A⊗k
H )1/k and mim(A⊗k

H ) ≤ k(him(AH )+1)k.

5 A submatrix of a matrix A is any matrix that can be obtained from A by removing and reordering any
of its rows and columns.
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The parameter him(AH) is easily computable in time 2O(|V (H)|). While the lower bound
on mimsup(A⊗k

H ) is relatively easy, the upper bound uses an argument similar to the
“neighborhood chasing” argument for the upper bounds on multi-colored Ramsey numbers [22].
This argument can in fact be made algorithmic in the sense that it can be used to compute
representative sets for Hom(H) of size at most O(khim(H)k) in time O(k2him(H)k). Combining
this result with the dynamic programming algorithm for Hom(H) for graphs of small cutwidth
yields the following.

▶ Theorem 4. For any graphs G and H, where G is given with a linear ordering of width k,
in time O(k2k·mimsup(H) · |V (H)|4|V (G)|) one can decide whether G admits a homomorphism
to H.

Let us compare the running time in Theorem 4 with the naive approach; recall that its
complexity is |V (H)|k · |V (G)|O(1). If we treat H as a constant and k as a parameter, then
the latter one is faster. However, we emphasize here that in Theorem 4 we do not assume
that H is a constant, so these two algorithms are incomparable. In particular, Theorem 4
shows that the homomorphism problem, where the input consists of both G and H, is
fixed-parameter-tractable when parameterized by the cutwidth of G and mimsup(H).

It should be noted that a similar notion of half-induced matching of a compatibility
matrix was already introduced in previous work in the context of representative sets of the
AntiFactor problem [47] parameterized by treewidth and list size. However, in that setting,
the authors were only able to provide a lower bound for their problem, and they did not
manage to make the connection with half-induced matchings algorithmic. Additionally, their
compatibility matrix has a very specific structure: it is indexed with integers and the value
of an entry only depends on the sum of the values associated with the row and column.

Comparison of Mimsup With Other Rank Parameters. One of our main conceptual
contributions is the introduction of the mimsup parameter in the context of parameterized
algorithms. It is actually the first asymptotic rank parameter shown to be relevant in this
context. Our mimsup parameter is very similar to the asymptotic induced matching number
studied by Arunachalam et al. [2] which was introduced for k-partite, k-uniform hypergraphs
(and so, in the graph setting, only for bipartite graphs). Various asymptotic variants of
rank parameters have been studied for tensors. For example, this has been done for rank
parameters such as subrank, tensor rank and slice rank. However, for matrices (2-tensors)
these are equal to the “standard” rank for matrices and so have no interesting asymptotic
aspects.

That being said, it is only natural to compare the mimsup parameter with different
related rank parameters from the literature. We will discuss this now, and provide proofs
that formally support this discussion in the Appendix. The approach from [36] naturally
extends to solve Hom(H) quickly for all graphs H where the so-called support-rank [18, 49]
of the adjacency matrix of H is small. The following sequence of inequalities holds for every
matrix A:

mim(A) ≤ him(A) ≤ mimsup(A) ≤ support-rank(A) ≤ rank(A).

We believe all of the inequalities can be strict. When A is the (r × r)-matrix with ones
on and above the diagonal and zeros below the diagonal, then mim(A) = 1 < r = him(A)
for r ≥ 2. This means that mim is not functionally equivalent to him nor mimsup. We
use random matrices to show that him and mimsup may take very different values (see
Theorem 13 for a formal statement). In the Appendix we find a connection of support-rank
to a parameter called graph dimension (or Prague dimension) [51,52]. We also show there

ICALP 2024
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that him is not functionally equivalent to support-rank. This shows that our algorithm
from Theorem 4 can be significantly faster than the discussed natural generalization of [36].
We leave it as an interesting open problem if mimsup is functionally equivalent to him or
support-rank.

The aforementioned (well studied) Shannon capacity has a definition that is very similar
to the mimsup parameter: It is defined in terms of the maximum size of an independent set
(also called the independence number) in an appropriate graph product, and the size of a
maximum induced matching of a graph equals the independence number of the square of
its line graph. Unfortunately, because the definitions of mimsup and Shannon capacity use
different graph products, the relation between the two is somewhat loose; see Appendix for
details. Nevertheless, based on their similarity, one may expect that Shannon capacity shares
some of its peculiarities with mimsup, such as an unpredictable behaviour of the value in
graph powers [1].

2 Preliminaries

For an integer n, by [n] we denote the set {1, 2, . . . , n} and for integers a, b we write
[a, b] = {a, a + 1, . . . , b}. For a set X, by 2X we denote the family of all subsets of X. For
i, s ∈ N, the multinomial coefficient(

is

s, . . . , s

)
= (is)!

s!, . . . , s! = i(1+o(1))is

is the number of partitions of [as] into a parts of size s.
For a graph G and V ′ ⊆ V (G) (resp. E′ ⊆ E(G)), by G[V ′] (resp. G[E′]) we denote

the subgraph of G induced by V ′ (resp. E′). We say two graph parameters p and q are
functionally equivalent if there are functions f, g : R → R such that p(G) ≤ f(q(G)) and
q(G) ≤ g(p(G)) for all graphs G.

Homomorphisms. For graphs G and H, a homomorphism from G to H is a mapping
φ : V (G) → V (H) such that for every uv ∈ E(G) we have φ(u)φ(v) ∈ E(H). If φ is
a homomorphism from G to H, we denote it by writing φ : G → H. If G admits a
homomorphism to H, we denote is shortly by G→ H.

In the Hom problem we are given a pair (G, H) of graphs, and we ask whether G→ H.
In the Hom(H) the graph H is considered to be fixed and we ask whether a graph G given
as an input admits a homomorpshism to H.

We will always assume that H is a connected graph. Indeed, each component of G must
map to a single component of H, so the problem can be solved component-wise.

Cutwidth. Let G be a graph and consider a linear ordering σ = (v1, . . . , vn) of its vertices.
For i ∈ [n− 1], the i-th cut is the partition of V (G) into sets {v1, . . . , vi} and {vi+1, . . . , vn}.
The width of such a cut is the number of edges with one endvertex in {v1, . . . , vi} and the
other in {vi+1, . . . , vn}. The width of σ is the maximum width of a cut of σ. Finally, the
cutwidth of G, denoted by ctw(G), is the minimum width of a linear ordering of the vertices
of G.
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Associated bipartite graphs. In order to define the main parameters of our paper, we will
use a notion of associated bipartite graphs. For a graph G, the graph G∗ is defined as follows.

V (G∗) = {u′, u′′ | u ∈ V (G)},
E(G∗) = {u′w′′, u′′w′ | uw ∈ E(G)}.

Induced matchings and half-induced matchings. A set M ⊆ E of edges of a graph
H = (V, E) forms an induced matching if the edges in M are vertex disjoint and no edge in
E is incident with two edges from M . We may also view this as two sequences of distinct
vertices v1, . . . , vm and u1, . . . , um where viuj ∈ E if and only if i = j. For a bipartite graph
H, by mim(H) we denote the size of a maximum induced matching in H. For non-bipartite
H, we define mim(H) := mim(H∗).

A half-induced matching of a graph H consists of two sequences v1, . . . , vm and u1, . . . , um

of distinct vertices where viui ∈ E for i ∈ [m] and uivj ̸∈ E if 1 ≤ i < j ≤ m. For a bipartite
graph H, we denote the size of the largest half-induced matching in H by him(H). We
extend the definition to graphs H that are non-bipartite via him(H) = him(H∗). This notion
has been studied under the name constrained matching (a subset with a unique matching,
see e.g. [10, 55, 59]), but we decided to use the name which appeared more recently in a
similar setting to ours [47], since the word “constrained matching” has also been used for
various other purposes in the algorithmic community.

Mim and him for matrices. Let A ∈ {0, 1}n×n be a matrix. Given a sequence r ∈ [n]a of
distinct row indices and c ∈ [n]b of distinct columns indices, for some integers a, b ∈ [n], we
write A[r, c] for the a × b matrix with entries A[r, c]i,j = Ari,cj

for i ∈ [a] and j ∈ [b]. We
refer to any matrix which arises in such a manner as a submatrix after permutation of A.

We write mim(A) for the maximum r for which A has the r × r identity matrix as
submatrix after permutation (equivalently, the largest permutation submatrix). We write
him(A) for the largest r for which A has an r × r triangular matrix with 1’s on the diagonal
as submatrix after permutation. We will also refer to such a submatrix as half induced
matching. (A matrix is called triangular if either all entries below the diagonal, or all entries
above the diagonal are 0.)

For bipartite graphs H = (U, V, E), the bi-adjacency matrix B is indexed by rows from U

and columns from V where B[u, v] = 1 if uv ∈ E and B[u, v] = 0 otherwise. For a bipartite
graph H, there is a one-to-one correspondence between induced matchings of H of size m

and m×m permutation submatrices of the bi-adjancency matrix of H. In particular, for a
bi-adjacency matrix B of H, mim(B) = mim(H). Similarly, him(B) = him(H).

For a non-bipartite graph G, if AG is its adjacency matrix, then AG is also the bi-
adjacency matrix of G∗. This means that for non-bipartite H with adjacency matrix AH ,
mim(H) = mim(AH) and him(H) = him(AH).

Mimsup. For a matrix A, we define

mimsup(A) = lim sup
k→∞

mim(A⊗k)1/k.

Here ⊗ denotes the Kronecker product of the matrix. Given an n × m matrix A =
(ai,j)i∈[n],j∈[m] and a matrix B, the Kronecker product is given by

A⊗B =


a1,1B a1,2B . . . a1,mB

a2,1B a2,2B . . . a2,mB

. . .

an,1B an,2B . . . an,mB

 .
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Since mim(A⊗B) ≥ mim(A) mim(B), Fekete’s lemma [24] applies to show that (♠)

lim sup
k→∞

mim(A⊗k)1/k = lim
k→∞

mim(A⊗k)1/k = sup
k∈N

mim(A⊗k)1/k.

For a non-bipartite graph H, with adjacency matrix A, we set

mimsup(H) = mimsup(A).

When H is bipartite with bi-adjancency matrix6 B, mimsup(H) = mimsup(B). The para-
meters can also be defined in purely graph theoretical terms, as we now explain.

For a bipartite graph H with bipartition classes X, Y , and for k ∈ N, we define H⊗k to
be the graph on vertex set Xk ∪ Y k where there is an edge (x1, . . . , xk)(y1, . . . , yk) in H⊗k if
and only if xiyi ∈ E(H) for every i ∈ [k]. With this definition of graph product ⊗, we define

mimsup(H) =
{

lim supk→∞ mim(H⊗k)1/k if H is bipartite,
mimsup(H∗) otherwise.

The following property of mimsup is straightforward.

▶ Observation 5. If H is an induced subgraph of G, then mimsup(H) ≤ mimsup(G).

For bipartite graphs, mimsup coincides with the parameter asymptotic induced matching
number studied by [2]. Although asymptotic rank parameters (e.g. asymptotic subrank,
asymptotic tensor rank and asymptotic slice rank) have been widely studied for tensors, the
“non-asymptotic” parameters are usually equal to the matrix rank for matrices, which has no
interesting asymptotic behaviour since rank(A⊗n) = rank(A)n. In particular, the subrank in
some sense looks for the largest “identity subtensor”, similar to our mim, but since it allows
row operations to be applied (instead of merely permutations), this notion is the same as the
usual rank for matrices and the same holds for the asymptotic subrank.

3 Solving Hom with representative sets

In this section we discuss how we can use representative sets to create fast algorithms for
Hom. We start by giving a definition of a representative set in our setting. Intuitively we
want a representative set A′ of A to carry all the important information from A, while being
smaller in size. In practice, being able to find small representative sets corresponds to having
to compute less entries in a dynamic programming algorithm. So this gives the following
natural extremal problem: how small of a representative set are we always guaranteed to
find, that is, what is the largest size of a set which has no smaller representative set? After
giving the definition, we explain why mimsup exactly determines the answer to this question
in our setting.

Finally, we give a general framework for solving Hom instances; it consists of an algorithm
that takes as input some reduction algorithm R that produces small representative sets and
uses it to solve Hom on input graphs G and H. In Section 4 we give examples of such
reduction algorithms.

6 Note that mimsup is invariant under row and column permutations. This means that the choice of
bi-adjacency matrix does not affect the mimsup and thus mimsup on bipartite graphs is well-defined.
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3.1 Definition of Representative Set
Given a 0/1 matrix M , with rows indexed by a set R and A ⊆ R, we are interested in
knowing whether for a column c, there is a row r ∈ A with M [r, c] = 1. In our case,

each row represents a coloring of the left-hand side of the cut;
all the colorings that can be extended to the left-hand side of the (input) graph are
contained in A;
each column represents a coloring of the right-hand side of the cut;
M [r, c] = 1 if and only if the colorings represented by row r and column c are compatible.

This makes the following definition very natural. We say that a subset A′ ⊆ A M -represents
A, if for any column j we have that if there is a row index i ∈ A such that M [i, j] = 1, then
there is also i′ ∈ A′ such that M [i′, j] = 1. Intuitively, this means that we do not “lose any
solutions” by restricting to A′.

We will also refer to A′ as an M-representative set of A. We may omit M if it is clear
from context.

We remark that representing is transitive: if A′′ represents A′ and A′ represents A, then
A′′ represents A.

Suppose we aim to solve Hom for input graphs G and H, where H is non-bipartite. We
will be interested in representative sets with respect to M = A⊗k

H for integers k, where AH

is the adjacency matrix of H. We assume that G is given with a linear order v1, . . . , vn of
width at most w. For an integer i ∈ [n], then G[{v1, . . . , vi}] is the “left-hand side of the
graph” with respect to the ith cut and

Xi := {v ∈ {v1, . . . , vi} | ∃v′ ∈ {vi+1, . . . , vn}, vv′ ∈ E(G)} .

is “the left-hand side of the i-th cut.” Suppose there are k edges crossing the ith cut:
{a1, b1}, . . . , {ak, bk} ∈ E(G) with a1, . . . , ak ∈ {v1, . . . , vi} and b1, . . . , bk ∈ {vi+1, . . . , vn}.
Let Li = (a1, . . . , ak) and Ri = (b1, . . . , bk). Note that {a1, . . . , ak} = Xi but some elements
may be repeated. A row r (seen as “index”) of the matrix M = A⊗k

H is a k-tuple (r1, . . . , rk) ∈
V (H)k, which corresponds to a coloring Xi → V (H) if rj = rj′ whenever aj = aj′ . If similarly
c ∈ V (H)k represents a coloring of the “right-hand side of the cut”, then M [r, c] = 1 if and
only if rjcj ∈ E(H) for all j ∈ [k], i.e. the colorings are compatible. So indeed we capture
the properties informally claimed above.

Since in our setting M will be the adjacency matrix of some graph H, we may refer to
H-representative sets rather than AH -representative sets.

3.2 Connection to Mimsup
When applied to the adjacency matrix AH of a non-bipartite graph H, the following result
shows that mimsup(H)k approximates how large a set A ⊆ V (H)k without smaller A⊗k

H -
representative set can be. This easily follows from the definitions but is still an important
conceptual contribution.

▶ Theorem 6. Let M ∈ {0, 1}h×h be a matrix with rows indexed by R.
For each integer k ∈ N, for any A ⊆ Rk, there is a subset A′ ⊆ A of size mimsup(M)k

that M⊗k-represents A.
Conversely, for each ε > 0, for each sufficiently large k, there is a A ⊆ Rk, for which no
A′ ⊆ A of size at most (mimsup(M)− ε)k can M⊗k-represent A.

Proof. Let A′ ⊆ A be of minimal size among the subsets that M -represent A. Then no
proper subset of it M -represents A. This means that for each a ∈ A′ it cannot be removed
from A′ to get a set that M -represents A. Thus, for each a ∈ A′ there is some µ(a) ∈ V (H)k
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such that M [a, µ(a)] = 1, but for every a′ ∈ A′ \ {a} we have that M [a′, µ(a)] = 0. This
gives a permutation (|A′| × |A′|)-submatrix of M . This shows that |A′| ≤ mim(M⊗k). By
definition of mimsup, mim(M⊗k) ≤ mimsup(M)k.

Conversely, by definition of limit, for each ε > 0 there is a k0 such that mim(M⊗k) ≥
(mimsup(M)− ε)k for all k ≥ k0. Let k ≥ k0. Let A ⊆ R be the rows of a largest induced
permutation submatrix of M⊗k. Then |A| = mim(M⊗k) ≥ (mimsup(M)− ε)k and none of
the strict subsets of A can M⊗k-represent it. ◀

3.3 Exploiting Representative Sets in Dynamic Programming
The main idea behind the use of representative sets in an algorithmic setting is as follows.
We solve the problem with a standard dynamic programming approach, where the cells are
indexed by the elements of the set A. A representative set then forms a small subset of these
indices, which still carries enough information to solve the problem. By regularly applying
the reduction algorithm, we can effectively run our dynamic programming algorithm on only
a small subset of the cells in the table. We formalize this in the following theorem. Let us
emphasize that H is not assumed to be fixed here but rather given as an input.

▶ Theorem 7. Let H be a non-bipartite graph on h vertices. Let R be a reduction algorithm
that, given an integer k ≥ 2 and a subset A ⊆ V (H)k, outputs a set A′ of size size(H, k)
that A⊗k

H -represents A, running in time time(|A|, H, k). Then there exists an algorithm that,
given a linear ordering of an n-vertex graph G of width w, decides whether G→ H in time

O
((

size(H, w) · h + time (size(H, w) · h, H, w)
)
n

)
.

Proof. Let v1, . . . , vn be a linear ordering of G of width k. For i ∈ [n], by Ei we denote the
set of edges that cross the i-th cut, i.e., those with one endpoint in {v1, . . . , vi} and the other
in {vi+1, . . . , vn}. For i ∈ [n], let Xi be the set that contains all vertices from {v1, . . . , vi}
incident to an edge from Ei, i.e.,

Xi := {v ∈ {v1, . . . , vi} | ∃v′ ∈ {vi+1, . . . , vn}, vv′ ∈ E(G)} .

Note that we have |Xi| ≤ |Ei| ≤ w and X1 = {v1} (since G is connected). For a mapping
c : Xi → V (H), we define the table entry Ti[c] as true if there exists a homomorphism
φ : G[{v1, . . . , vi}]→ V (H), such that for all v ∈ Xi we have φ(v) = c(v). (In other words,
the keys are given by the H-colorings of Xi and the table entry is true if there is an extension
of the coloring of Xi to the left-hand side of the graph.)

This table can be easily computed in time hw+1 · nO(1) by the following naive dynamic
programming procedure. We initiate every entry Ti[c] to be false and every entry T1[c] to be
true. Then, for every i ∈ [2, n], every mapping c′ : Xi−1 → V (H), such that Ti−1[c′] is true,
and every u ∈ V (H), we check whether c : Xi−1 ∪ {vi} → V (H) defined as

c(v) =
{

u if v = vi,

c′(v) v ∈ Xi−1.
(1)

is a homomorphism from G[Xi−1 ∪ {vi}] to H. If so, we set Ti[c|Xi
] to true.

We first outline why this correctly computes the table entries (that is, that at the end
Ti[c] is true if and only if c extends to a coloring of G[{v1, . . . , vi}]) and then explain how
to improve on this naive algorithm. We prove the claim by induction on i. For i = 1, the
coloring only assigns a color to v1 and does not need to be extended (and is automatically
proper). Now suppose that the claim has been shown for i = 1, . . . j and let α : Xj+1 → V (H)
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be a coloring. If this extends to a coloring ϕ of G[{v1, . . . , vj+1}], then Tj [c′] is true for
c′ = ϕ|Xj

(by the induction hypothesis) and we could obtain α as the restriction from c from
(1) with u = ϕ(vj+1) and i = j + 1. So Tj+1[α] is true. Vice versa, if Tj+1[α] has been set
to true, then there is a c′ : Xj → V (H) and u ∈ V (H) such that c (again defined as in (1))
is a homomorphism G[Xj ∪ {vj+1}] → H which restricts to α on Xj+1. By the induction
hypothesis, there exists a proper coloring ϕ′ that extends c′ to G[{v1, . . . , vj}] and we extend
this to a coloring ϕ of G[{v1, . . . , vj+1}] by setting ϕ(vj+1) = u. Then ϕ still restricts to α

and all of the edge constraints have been verified by c and/or ϕ′. In particular, G→ H if
and only if Tn[∅] is true, where ∅ denotes the empty mapping (Xn = ∅).

We will speed up this naive version of the dynamic program by computing a representative
table T ′ as follows. We first set T ′

1 = T1. For i = 1, 2, . . . , n− 1 we proceed as follows. Let
k = |Ei| ≤ w and M = A⊗k

H . Let {a1, b1}, . . . , {ak, bk} ∈ Ei be an enumeration of the edges,
with aj ∈ {v1, . . . , vi} for all j ∈ [k]. For each c : Xi → V (H) such that T ′

i [c] is set to true,
we put the k-tuple (c(a1), . . . , c(ak)) in Ai. When k ≥ 2, we apply the reduction algorithm
R to Ai, resulting in a set A′

i of size at most size(H, k) that A⊗k
H -represents Ai. When k = 1,

we set A′
i = Ai. We then compute the next table entries similarly as in the previous approach.

Each element of A′
i corresponds to a coloring c′ : Xi → V (H). For u ∈ V (H), we check

whether c : Xi ∪ {vi+1} → V (H) with c(vi+1) = u and c|Xi
= c′ is a homomorphism from

G[Xi ∪ {vi+1}] to H. If so, we set T ′
i+1[c|Xi+1 ] to true. We repeat this for all pairs (c′, u).

The procedure above is repeated for i = 1, . . . , n− 1, after which we return T ′
n[∅].

When |A′
i| ≤ size(H, k), we find that |Ai+1| ≤ size(H, k)h (for k = |Ei| ≤ w and

size(H, k) = h for k = 1). We may assume size is a non-decreasing function on each
coordinate. So the total running time is as claimed:

O
((

size(H, w) · h + time (size(H, w) · h, H, w)
)
n

)
.

The fact that the dynamic programming steps preserve representation follows from transitivity
of representation, but let us spell out the details.

Let Yi+1 be the set of endpoints on the right-hand side of the (i + 1)th cut and enumerate
the edges in Ei+1 as {x1, y1}, . . . , {xk, yk}, with xj ∈ Xi+1 and yj ∈ Yi+1. We will show that
for every i ∈ [n − 1], if A′

i represents the set Truei := {(c(x1), . . . , c(xk)) | Ti[c] = True},
then Ai+1 represents the set Truei+1. The same then holds for A′

i+1 since the reduction
algorithm is assumed to work correctly.

We started with setting T ′
1 = T1, so A′

1 indeed represents True1.
Let us first unravel the definitions to see what we need to show. Let i ∈ [n − 1] and

suppose that c : G[Xi+1]→ H extends to a homomorphism ϕ : G[{v1, . . . , vi+1}]→ H (i.e.
Ti[c] = True). For the definition of represents, we will then assume there is a homomorphism
d : G[Yi+1] → H for which c ∪ d respects all edges from the (i + 1)th cut (those in Ei+1),
i.e. this corresponds to a “one-entry in the compatibility matrix”. What needs to be shown
is that this “one-entry” can also be generated via a coloring coming from Ai+1, that is,
there is α : G[Xi+1] → H, such that (α(x1), . . . , α(xk)) ∈ Ai+1 and (α ∪ d)|G[Ei+1] is a
homomorphism.

By assumption, ϕ∪d respects all the edges with at least one endpoint in {v1, . . . , vi+1}, and
in particular those with one endpoint in {v1, . . . , vi}. Since A′

i is a representative set of Truei,
there must be c′ : G[Xi] → H such that (c′(x′

1), . . . , c′(x′
k′)) ∈ A′

i, for {x′
1, . . . , x′

k′} = Xi,
and where c′ ∪ ϕ|{vi+1} ∪ d respects all the edges with at least one endpoint in {v1, . . . , vi}.
We set α = (c′ ∪ ϕ|{vi+1})|Xi+1 . Then (α(x1), . . . , α(xk)) ∈ Ai+1, by definition of how we
obtain Ai+1 from A′

i. Moreover, α ∪ d is a homomorphism G[Ei+1]→ H, as desired. ◀
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4 Computing representative sets via half-induced matchings

In this section we present one of our main technical contributions, i.e., an algorithm to
compute H-representative sets whose size is bounded in terms of him(H). Actually, our
approach is rather general since it finds representative sets non-trivially fast for any large
Kronecker power of a matrix with small him parameter.

We will show how to find a representative set that has one fewer element, by finding some
element that can be safely removed. We then use this intermediate result to find our final
reduction algorithm, which will result in the following lemma.

▶ Lemma 8. Let ℓ ≥ 1 and k ≥ 2 be integers. Let A ∈ {0, 1}h×h be a matrix with him(A) < ℓ,
and let A ⊆ [h]k. Then we can compute A′ ⊆ A that A⊗k-represents A with |A′| ≤ kkℓ in
time O(|A|2h2k2).

We will combine the reduction algorithm from Lemma 8 with Theorem 7 to find the
following result.

▶ Theorem 9. The Hom problem on an instance (G, H), where G is given with a linear
ordering of width k, can be solved in time O(k2k·(him(H)+1) · |V (H)|4|V (G)|).

We emphasize that the algorithm does not need to know the value of him(H).

Proof. Let h = |V (H)| and let AH be the adjacency matrix of H. Recall that him(AH) =
him(H) is always an integer. By Lemma 8 we have a reduction algorithm R that returns
a representative set of size size(H, k) ≤ kk·(him(H)+1) in time time(|A|, H, k) = O(|A|2h2k2).
Then

time(size(H, k) · h, H, k) = O
(

k2 · k2k·(him(H)+1) · h4
)

.

By Theorem 7 we find an algorithm that decides Hom(H) in time

O ((size(H, k) · h + time(size(H, k) · h, H, k))|V (G)|) = O(k2k·(him(H)+1)h4 · |V (G)|).

This completes the proof. ◀

Since him(H) ≤ mimsup(H) (see Lemma 11), we obtain Theorem 4 as a corollary from
Theorem 9. Lemma 8 and Lemma 11 also imply Theorem 3.

In order to prove the lemma, we will perform a recursive algorithm for which we want to
no longer treat all the coordinates symmetrically. We therefore define

gk(ℓ1, . . . , ℓk) =
( ∑

i ℓi

ℓ1, . . . , ℓk

)
.

When ℓ1 = · · · = ℓk = ℓ, we have gk(ℓ, . . . , ℓ) =
(

kℓ
ℓ,...,ℓ

)
≤ kkℓ (= the number of partitions of

kℓ into k parts, which no longer need to have the same size). The lemma will follow easily
from the following more complicated statement.

▶ Lemma 10. Let k ≥ 2, ℓ1, . . . , ℓk ≥ 1 be integers. Let A ∈ {0, 1}h×h be a matrix and
let A ⊆ [h]k with |A| ≥ gk(ℓ1, . . . , ℓk). Suppose that for every i ∈ [k], for the set of rows
Ri = {ri | r ∈ A}, we have him(A[Ri, ·]) < ℓi. Then there exists v ∈ A such that A \ {v}
A⊗k-represents A. Moreover, v can be found in time O(

∑k
i=1 ℓi · |A|hk).
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Proof. Note that |A| ≥ gk(ℓ1, . . . , ℓk) ≥ 1 for ℓ1, . . . , ℓk, k ≥ 1 so A is non-empty.
For i ∈ [k] and u ∈ [h], let

Ai
u = {v = (v1, . . . , vk) ∈ A | A[vi, u] = 0}

be the set of rows which cannot “represent” u in the ith coordinate. We choose v ∈ A
(arbitrarily). We then iterate over u ∈ [h] and i ∈ [k] to find if there is (u, i) for which

A[vi, u] = 1, and
|Ai

u| ≥ gk(ℓ1, . . . , ℓi − 1, . . . , ℓk).
This step can be performed in time O(|A|hk).

If we cannot find such (u, i) pair for v, then we return v as the row to be removed from
A (and the algorithm terminates).

Otherwise, we did find (u, i). If ℓi = 1, then since him(A[Ri, ·]) < ℓi, we know A[Ri, ·]
has all zero-entries and so A[vi, u] = 1 would not have been possible. This means that ℓi ≥ 2.
We apply the same process after updating ℓi ← ℓi − 1 and A ← Ai

u. Note that v /∈ Ai
u and

ℓi − 1 ≥ 1. We will show that
when v is returned, indeed A \ {v} A⊗k-represents A, and
when we recursively apply the algorithm, the conditions of the lemma are again satisfied,
for which it remains to show that him(A[R′

i, ·]) < ℓi − 1 for R′
i = {ri | r ∈ Ai

u}.
Since we reduce

∑k
i=1 ℓi by one in each recursive call, the algorithm will terminate. Moreover,

the number of recursive calls is at most
∑k

i=1 ℓi. This shows that assuming the claims above,
the time complexity is as stated.

Correctness. We first show the first claim: if the algorithm outputs v, indeed it can be
removed. Note that if for some subset A′ ⊆ A, it is the case that A′ \ {v} represents A′, then

A′ \ {v} ∪ (A \ A′) = A \ {v}

will also represent A. This means we only have to check the claims in the “base case”.
Suppose towards a contradiction that we wrongly outputted v ∈ A, so

there exists u ∈ [h]k such that A⊗k[v, u] = 1 yet A⊗k[v′, u] = 0 for all v′ ∈ A \ {v} (since
we “wrongly” outputted v, there needs to be a reason why we could not remove it),
for this u, for all i ∈ [k], |Ai

ui
| < gk(ℓ1, . . . , ℓi − 1, . . . , ℓk) (else the algorithm would have

“recursed” instead of outputting v).
The fact that A⊗k[v′, u] = 0 in the first condition, means that each v′ ∈ A\{v} is an element
of Ai

ui
for some i ∈ [k]. In particular,

|A \ {v}| ≤
k∑

i=1
|Ai

ui
| ≤

k∑
i=1

gk(ℓ1, . . . , ℓi − 1, . . . , ℓk)− k = gk(ℓ1, . . . , ℓk)− k,

which contradicts the assumptions of the lemma since k ≥ 2.
We now prove the second claim: the conditions of the lemma are satisfied when we

“recurse”. By assumption, ℓi ≥ 1 for all i and the new A is sufficiently large. Moreover,
him can also decrease when taking submatrices, so indeed we only need to show that
him(A[R′

i, ·]) < ℓi − 1 for R′
i = {ri | r ∈ Ai

ui
}. If there is a half-induced matching of size

ℓi − 1, induced on rows w1, . . . , wℓi−1 ∈ R′
i and columns z1, . . . , zℓi−1, then there is a half-

induced matching of size ℓi in A[Ri, ·] by considering rows w1, . . . , wℓi−1, vi ∈ Ri and columns
z1, . . . , zℓ−1, u. But by assumption this does not exist, so indeed him(A[R′

i, ·]) < ℓi − 1. ◀
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Proof of Lemma 8. Suppose that |A| ≥ gk(ℓ, . . . , ℓ). For i ∈ [k], set Ri = {ri | r ∈ A}.
Then him(A[Ri, ·]) < ℓ for each i. By Lemma 10 we can find a row v in A such that A \ {v}
A⊗k-represents A in time O(ℓk · |A|hk) = O(|A|h2k2), where we use that ℓ ≤ h.

We repeat this at most |A| − gk(ℓ, . . . , ℓ) times until we find the desired representative
set in time O(|A|2h2k2). ◀

5 Comparing him and mimsup

In this section, we discuss the relation between the considered parameters.

▶ Lemma 11. Let A be a matrix. Then mimsup(A) ≥ him(A) ≥ mim(A).

Proof. The second inequality follows directly since each induced matching is a half-induced
matching. We prove the first inequality.

Let R = {a1, . . . , ai} and C = {b1, . . . , bi} be the rows and columns respectively of a
maximum half-induced matching in A. We may assume that these are ordered such that
A[aj , bj ] = 1 for all j ∈ [i] and A[ak, bj ] = 0 for all k < j. For integers s ≥ 1, we consider the
submatrix of A⊗is induced on the rows consisting of “balanced” sequences, and similarly for
the columns

{(r1, . . . , ris) ∈ Ris | |{ℓ : rℓ = aj}| =s, for every j ∈ [i]},
{(c1, . . . , cis) ∈ Cis | |{ℓ : cℓ = bj}| =s, for every j ∈ [i]}.

We claim this forms an induced matching of size
(

is
s,...,s

)
. By Stirling approximation,

(
is

s,...,s

)
=

i(1+o(1))is and so the claim implies that mimsup(A) ≥ i = him(A). Since the size is clear
from the definition, it only remains to check that it indeed forms an induced matching. To
show this, we explain why the row of

r = (a1, . . . , a1, a2, . . . , a2, . . . , ai, . . . , ai)

has a single one entry in column

c = (b1, . . . , b1, b2, . . . , b2, . . . , bi, . . . , bi).

The other cases follow by symmetry. It is clear that A⊗is[r, c] = 1. Any column c′ with
A⊗is[r, c′] = 1 must have A[a1, c′

j ] = 1 for all j ∈ [s]. But A[a1, bj ] = 0 when j > 1, so this
implies that {j : c′

j = b1} = [s]. Similarly, we require A[a2, c′
j ] = 1 for all j ∈ [s + 1, 2s], but

c′ has already “used” all its b1’s and so {j | c′
j = b2} needs to be [s + 1, 2s]. Continuing

inductively, we find that {j | c′
j = bk} = [(k − 1)s + 1, ks] for all k ∈ [i], that is, c′ = c. ◀

We are now ready to prove previously claimed bounds.

▶ Theorem 3. For every non-bipartite graph H with adjacency matrix AH and k ∈ N,

him(AH) ≤ mimsup(AH) = lim sup
k→∞

mim(A⊗k
H )1/k and mim(A⊗k

H ) ≤ k(him(AH )+1)k.

Proof. Lemma 11 shows the first inequality. The proof of Lemma 10 implies that for any
matrix A, mim(A⊗k) ≤ khim(A)k, since no smaller representative set can be found when the
rows induce an induced matching (with some set of columns). ◀

The following observation implies that sequences such as mim(A⊗2k )1/2k are non-decreasing.
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▶ Lemma 12 (♠). Given two matrices A and B, mim(A ⊗ B) ≥ mim(A) mim(B). In
particular, mimsup(A⊗k) = mimsup(A)k.

The results above also imply that

mimsup(A) = lim sup
k→∞

him(A⊗k)1/k.

At first glance, it may be natural to conjecture that in fact mimsup(A) = him(A) for all
matrices A. This is however not true, as the following result shows.

▶ Theorem 13 (♠). For all sufficiently large integers h, there is a symmetric (2h × 2h)
matrix A with him(A) ≤ 10 log2 h and mimsup(A) ≥

√
h.

6 Conclusion

An obvious open problem is to fully resolve Open Problem 1. As discussed, to achieve this
goal we only lack a fast algorithm that computes representative sets for partial solutions to
Hom(H). A far more ambitious (and probably currently out of reach) goal is to provide
a (more) fine-grained version of the Courcelle’s theorem for deciding any graph property
definable in the monadic second-order logic. While being homomorphic to a given graph
H is of course only a very special sort of such a property, we find our progress on Open
Problem 1 encouraging in this respect and hope that eventually similar connections between
the complexity of more general computational problems and asymptotic rank parameters
can be made as well. In particular, we believe that mimsup (or a similar parameter that
tracks the asymptotic behavior under appropriate products) is likely to determine the limit
of dynamic programming approaches in other settings as well, especially those determined
by various graph width parameters.

Another suggested direction of research is purely combinatorial/algebraic: we expect that
mimsup is an interesting parameter for further study in its own right. We suggest following
questions. (i) What type of values can mimsup(H) take given a matrix H? Can it take
non-integer values? Similar questions have recently been investigated for asymptotic tensor
parameters, see e.g. [3,6]. (ii) What is the value of mimsup for a n×n random matrix, where
each entry of the matrix gets sampled independently to be 1 with probability p and to be 0
with probability 1− p? (iii) We showed that him and the support rank are not functionally
equivalent. Is mimsup functionally equivalent to either him or the support rank?
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