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Summary

Quantum computers promise to be a revolutionary new technology. However, in order

to realise this promise many hurdles must �rst be overcome. In this thesis we investigate

two such hurdles: the presence of noise in quantum computers and limitations on the con-

nectivity and control in large scale quantum computing architectures.

In order to combat noise in quantum devices we must �rst characterize this noise. To do

this several diagnostic tools have been developed over the last two decades. The current

industry standard for such a diagnostic tool is called randomized benchmarking. Random-

ized benchmarking doesn’t give a full characterization of the noise a�icting the quantum

device but rather attempts to give some indication of of the device’s average behavior, cap-

tured in a quantity called the average �delity. Because it does not endeavor to characterize

every small detail of the noise it can be e�ciently applied even to very large quantum de-

vices.

However, with this power also comes increased complexity. Randomized benchmarking

has a lot of moving parts, and some fairly strong assumptions must be made in order to

guarantee its correctness. In this thesis we attempt to justify these assumptions and if

possible remove or weaken them, making randomized benchmarking a more robust and

general tool. In chapter 6 of this thesis we investigate the �nite statistics of randomized

benchmarking. We prove strong bounds on the number of samples needed to perform

rigorous randomized benchmarking. To do this we make use tools from representation

theory. In particular we use a characterization of certain representations of the Cli�ord

group, which we develop in chapter 5. In chapter 7 we re-use these tools to also bound

the number of samples needed to perform rigorous unitarity randomized benchmarking,

a newer variant of randomized benchmarking quickly gaining in popularity. These re-

sults retroactively justify the use of randomized benchmarking in an experimental setting

and also provide guidance on optimal statistical practices cin the context of randomized

benchmarking.

In chapter 8 we expand upon the standard randomized benchmarking protocol and for-

mulate a new class of protocols which we call character randomized benchmarking. This

new class of protocols removes a critical assumption made in standard randomized bench-

marking, making character randomized benchmarking vastly more generally applicable.

To show the advantages of character randomized benchmarking we implement it in an

experiment characterizing the noise in a Si\SiGe quantum dot device. This experiment is

detailed in chapter 9.

Finally we deal with the second main topic of this thesis in chapter 10. Large scale quan-

tum computer will, like classical computers, face limitations in the connectivity between

ix



x Summary

di�erent parts of the computer. This is due to a fundamental law in computer design called

Rent’s rule, which states that the number of wires connecting a (quantum) computer chip

to the outside world is much smaller than the number of components in that chip. This

means the individual components of the chip can not be controlled individually in parallel.

Given that parallelism is absolutely critical for the functioning of quantum computers this

is a serious problem for the development of large scale quantum computers. Luckily it is

possible to organize quantum computing devices in such a way that they can be controlled

using a relatively small amount of input wires. One example of such an organization is

called a crossbar architecture. Recently a proposal was made for a crossbar architecture

quantum computer in quantum dots, and in chapter 10 of this thesis we investigate in

detail the advantages and disadvantages of such an architecture. We focus in particular

on its e�ect on standard quantum error correction procedures, a key part of a functioning

quantum computer, and one where parallel control of all parts of the quantum device is

essential.



Samenvatting

Kwantumcomputers beloven een revolutie teweeg te brengen op technologisch vlak. Voor

het zover is moeten echter vele problemen opgelost worden. Twee van deze problemen

vormen het onderwerp van deze scriptie. Het eerste probleem is de aanwezigheid van

imperfecties in de operaties van de kwantumcomputer, en het tweede probleem wordt

gevormd door de scherpe limieten op de simultane controle van alle onderdelen (kwan-

tumbits) in een grote kwantumcomputer.

Voor we imperfecties in kwantumcomputers kunnen verhelpen, moeten we eerst metho-

des ontwikkelen om deze imperfecties te detecteren. Hiervoor zijn in de laatste jaren

verschillende goede methodes ontstaan. De meest prominente methode op dit moment is

de zogenaamde stochastische-ijk methode (randomized benchmarking). De stochastische-

ijk methode werkt goed omdat ze niet probeert een gedetailleerd beeld te scheppen van

de aanwezige imperfecties maar in plaats daarvan een uitspraak doet over de gemiddelde

grootte van deze imperfecties. Dit zorgt ervoor dat the stochastische-ijk methode op een

e�ciente manier kan gebruikt worden in grootschalige kwantumcomputers.

De kracht van de stochastische-ijk methode komt natuurlijk met een prijskaartje. De wer-

king van de methode is complex en er moeten sterke aannames gemaakt worden op het ge-

drag van de geteste kwantumcomputer om de correctheid van de methode te garanderen.

Een belangrijk onderdeel van deze scriptie is het onderzoeken van deze aannames, met het

doel ze ofwel te rechtvaardigen, ofwel ze te vervangen door minder sterke aannames. In

hoofstukken 6 en 7 onderzoeken we de statistische �uctuaties van de stochastistische-ijk

methode en de unitaire stochastische-ijk methode. We gebruiken wiskundige methoden

uit de representatie theorie, welke we ontwikkelen in hoofdstuk 5, om sterke garanties

te geven over de hoeveelheid data die verzameld moet worden om correcte conclusies te

trekken uit de stochastische-ijk en unitaire stochastische-ijk methodes. We formuleren

ook een aantal richtlijnen voor het correcte gebruik van statistische methodes in de con-

text van de stochastische-ijk methode.

In hoofstuk 8 formuleren we een nieuwe, meer algemene versie van de stochastische-ijk

methode. Deze methode, de karakter-stochastische-ijk methode, laat ons toe een belang-

rijke aanname in de werking van de stochastische-ijk methode te verwijderen. Dit maakt

de karakter-stochastische-ijk methode toepasbaar op een bredere klasse van problemen.

In hoofstuk 9 tonen we aan dat deze nieuwe methode ook werkt in de praktijk door de

imperfecties van een kwantumcomputer bestaande uit twee Si\SiGe kwantumstippen te

analyseren.

In het laatste hoofdstuk van deze scriptie bespreken we het tweede onderwerp van deze

thesis: het gebrek aan simultane controle in grote kwantumcomputers. Dit is in zekere zin

xi



xii Samenvatting

een probleem voor de toekomst, maar het is wel een probleem waar we niet onderuit kun-

nen. Dit is zo omdat het probleem een gevolg is van een fundamentele wet in het ontwerp

van computerchips: de zogenaamde regel van Rent. Deze regel stelt dat voor een grote

(kwantum) chip het aantal connecties tussen de chip en de buitenwereld steeds veel kleiner

is dan het aantal componenten in de chip zelf. Dit betekent dat de componenten in de chip

nooit allemaal apart, simultaan kunnen aangestuurd worden. Gelukkig bestaan er metho-

des om de componenten van een chip collectief aan te sturen. Een standaardmethode in

het ontwerp van klassieke computerchips is de zogenaamde ‘crossbar’-architectuur. Niet

zo lang geleden werd een voorstel voor een versie van deze crossbar-architectuur voor

kwantumcomputers, speci�ek voor kwantumstippen, gelanceerd. In hoofdstuk 10 bestu-

deren we de voor-en nadelen van deze architectuur voor kwantumcomputers, waarbij we

extra aandacht besteden aan methodes voor kwantum-foutencorrectie. Dit laatste is een

centraal puzzelstuk in een werkende kwantumcomputer, en is speciaal gevoelig voor be-

perkingen in de simultane controle van kwantumbits.
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1
�antum computing in the

real world

A spectre is haunting quantum computing – The spectre of decoherism.

Karl Quarks

In this general introductory chapter we talk about the challenges one faces when trying to
build quantum computers in real physical systems, and also about the techniques developed
to meet these challenges. The �rst of these challenges, the presence of noise in real devices, has
been a topic of study for more than two decades, and plenty is known about diagnosing and
mitigating the errors that arise from this noise. The second challenge, dealing with connec-
tivity and classical control limitations in quantum devices, has only recently been garnering
more attention.

1
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2 1. �antum computing in the real world

This thesis is about quantum computing. In particular it is about the challenges faced

when building and operating quantum computers. There are many ways to approach

these challenges. One could focus on one particular platform and try to work out al the

details of operation for this platform, or one could take a wider view and try to develop

tools and ideas that can be applied across platforms and experiments. In this thesis we

mostly focus on this latter category. We will in particular deal with two generic problems

one faces when trying to build and operate quantum computers: how to diagnose noise in

quantum devices and how to deal with limitations in connectivity and control in quantum

devices.

In this short introductory chapter we aim to present a somewhat more personal view on

the ‘state-of-the-�eld’. In particular we would like to outline some thoughts on how to

diagnose noise in quantum computers and in particular formulate some criteria for what

we consider to be a good diagnostic tool for quantum computers. This we will do in sec-

tion 1.1. We would also like to discuss the problems of limited connectivity and limited

classical control in quantum computers. This we will do in section 1.2. Both of these prob-

lems will become much more of an issue as quantum computers scale up and little thought

has been given in particular to the latter one. Finally we give an overview of the chapters

in this thesis in section 1.3.

1.1. Testingqantum computers
A key part of building quantum computers is dealing with unwanted behavior. This un-

wanted behavior might be due to uncontrolled interactions with an environment (stray

photons, background magnetic �eld �uctuations, people spilling co�ee,...) but might also

be due to experimental de�ciencies such as mis-calibrated signals or the limitations of

�nite precision arithmetic. This unwanted behavior inside the quantum computer can re-

sult in erroneous outcomes of computations, an outcome we would like to avoid. There

are generally two ways of mitigating such errors. The �rst one is to spend a lot of time

and energy tracking down all possible sources of unwanted behavior and engineering

them away. The second one is to accept that unwanted behavior will happen and to use

error correction techniques to limit the sensitivity of computations to this behavior. It

is generally accepted that both of these approaches will be necessary for building func-

tional quantum computers. Quantum systems are highly sensitive to outside interference

and building completely isolated, yet perfectly controlled quantum systems is likely in the

realm of fantasy. On the other hand, quantum error correction techniques only work if

the rate of error inside a device is su�ciently low. This means we must perform the hard

work of engineering away errors at least up to the point where error correction can be

trusted to take care of any leftovers.

When optimizing quantum devices to minimize unwanted behavior, a basic necessity is

the ability to tell whether anything is actually wrong. Moreover, one would like to do this

in a somewhat structured manner, so as to spend a minimal amount of time on guesswork.

This calls for the development of diagnostic procedures that can extract information about

a quantum device in a principled manner. Over the past decades, many such procedures
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have been devised. Later in this thesis we will investigate two currently popular proto-

cols, randomized benchmarking and unitarity randomized benchmarking, in great detail.

But �rst we would like to discuss the criteria a good diagnostics protocol should adhere

to. The items on this list are neither necessary nor su�cient conditions for a good diag-

nostic protocol, but should rather be read as broad guidelines, informed by our personal

experience, for the future design of such protocols

• E�ciency: We would like our diagnostic protocols to be e�cient. This can mean

e�ciency in the complexity-theoretic sense that only a polynomial number of op-

erations (relative to the number of qubits in the device) must be performed, but also

e�ciency in the absolute sense (the protocol shouldn’t take weeks to run).

• Generality: We want diagnostic protocols to be as general as possible. There are

many di�erent proposals for quantum computing platforms and a prospective diag-

nostic protocol should work for as many platforms as possible and moreover yield

results that are comparable across platforms.

• Interpretability: We want the outcome of the protocol (this is typically one or

more real numbers) to have a clear interpretation. This could either be in terms

of some clear physical e�ect (e.g. the magnitude of electric �eld �uctuations) or in

terms of some metric with a clear operational interpretation (e.g. the mean number

of consecutive error free operations).

• Robustness: We want the protocol to be subject to as few assumptions the working

of the device as possible, and we would ideally like to be able to detect whether these

assumptions are violated.

• Transparency: We want the protocol to be ’easy’ to understand. This means it

should be easy to use and hard to abuse, even by someone who doesn’t know all

details that make the protocol tick.

We will later see that guaranteeing these attributes in quantum diagnostic protocols can

take a lot of work and often making progress in one category will mean ceding ground in

another. However, the goal is not to design the best possible diagnostic protocol, but rather

to help the people that build quantum computers, build quantum computers. To this end

we will, in this thesis, be mostly concerned with the exploration of a diagnostic protocol

called randomized benchmarking. This protocol is considered to be the gold standard of

diagnostic protocols currently used in experimental practice. It is however quite di�cult

to rigorously justify that randomized benchmarking ful�lls some of the above criteria, and

we will spend a large portion of this thesis developing the necessary guarantees.

1.2. Overcoming limited connectivity and control
There is a curious disconnect between the theory and practice of quantum computing.

On the theory side quantum algorithms are consistently designed having in mind some

idealized version of the quantum computer the algorithm is going to run on. This idealized

quantum computer has many properties that are seldom satis�ed in real devices. The

main assumption made is that operations on the quantum computer are completely error
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free. As we have seen in the previous section, this is never satis�ed. However with good

diagnostic tools and error correction techniques we can probably get arbitrarily close to

this ideal at some point in the future. On the other hand other assumptions are almost

always made (often without explicitly stating them) where the solution is less clear-cut.

We single out two important such assumptions:

• All-to-all connectivity: We assume any qubit can exchange information with any

other qubit, even when they are physically far removed from each other.

• Unlimited classical control: We assume that we can perform di�erent operations

on all qubits in a quantum device at the same time.

Neither of these assumptions is satis�ed in real devices. Moreover, looking at classical

computers (which is in some sense like looking into the future of quantum computers), it

is unlikely that they will ever be satis�ed. Classical transistors are con�ded to living on a 2

dimensional plane and can usually only connect to a limited number of other connectors.

Moreover, the number of wires coming into a microchip (and thus the number of instruc-

tions that can be exchanged) is typically orders of magnitude smaller than the number of

transistors in a chip. Overcoming these limitations in classical devices takes up a large

portion of the intellectual energy in the microchip design world and it is a small miracle

that these issues are almost never directly relevant for an end user. Quantum computers

will likely follow the same path, with current proposals for large scale quantum devices

by-and-large sticking to qubits on a plane with only nearest neighbor connectivity. More-

over these devices restrict how much control can be exerted on all qubits in parallel. One

might for instance restrict the control of the qubits to a crossbar system, where the qubits

are arranged on a grid and control signals are sent to whole rows and columns of qubits.

This means a qubit can be uniquely addressed at the intersection of a row and a column.

However not all qubits can be individually addressed at the same time. This is similar to

the solutions to large scale control found in classical devices. However quantum comput-

ers have a critical need for parallelism that is not shared by classical devices. This is so

because quantum error correction is inherently a parallel process. If the time spent doing

error correction grows too quickly with the number of qubits involved in the error correc-

tion procedure the error correction will become counterproductive. This means applying

quantum algorithms in general, and quantum error correction in particular in a large scale

quantum device with limited classical control is highly non-trivial. We will spend the lat-

ter part of this thesis (chapter 10) investigating these issues in the context of a concrete

proposal for a large scale quantum computing device in quantum dots.

1.3. Chapter overview
This thesis has eleven chapters. Of these eleven chapters the �rst four (including this one)

can be seen as introductory, setting notation and reviewing relevant concepts. The �fth

to ninth chapters deal with various aspects of noise diagnosis, mostly in the context of a

popular class of diagnostic protocols called randomized benchmarking. The tenth chapter

on the other hand deals with the second main topic of this thesis: dealing with limited

control and connectivity.
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Chapter 2 is a preliminary chapter where we discuss some basic quantum mechanical

and mathematical notions that will be used throughout the thesis. This chapter is also

where a lot of the notation will be set.

In chapter 3 we introduce representations of �nite groups and discuss some basic notions

of representations theory. We also introduce Schur’s lemma and the character projection

formula, two powerful representations theoretic tools that will be of great use in later

chapters.

In chapter 4 we discuss two prominent diagnostic protocols for quantum computers:

randomized benchmarking and unitarity randomized benchmarking. We will discuss the

what-and-why of these protocols and outline their advantages and disadvantages.

In chapter 5 we derive explicit expressions for all irreducible subrepresentations of the

‘two-copy’ representation of the Cli�ord group. The results of this chapter will form the

foundation on which the results of chapter 6 and chapter 7 are built.

In chapter 6 we provide an improved version of the randomized benchmarking protocol

and leverage the results of chapter 5 to analyze the �nite-statistics behavior of this pro-

tocol. In particular we prove strong bounds on the number of random sequences needed

to perform rigorous randomized benchmarking. We also raise issues with the current ap-

proach to the curve �tting part of the randomized benchmarking protocol and propose an

improved method that remedies these issues.

In chapter 7 we prove, similarly to the results in chapter 4, strong bounds on the number

of random sequences needed to perform rigorous unitarity randomized benchmarking.

We also provide an in depth discussion of the unitarity randomized benchmarking proto-

col, clarifying a number of issues involving the statistics and scalability of the protocol.

In chapter 8 we introduce a new class of randomized benchmarking protocols which we

call character randomized benchmarking. These protocols extend standard randomized

benchmarking and allows one to reliable extract the average �delity from a much broader

class of groups of quantum gates. We prove that the protocol works as advertised, discuss

its �nite statistics properties and give examples of scenarios where character randomized

benchmarking might be of use.

In chapter 9 we describe the outcome of an experiment in Si\SiGe quantum dots. In this

experiments we use an instance of the character randomized benchmarking protocol de-

scribed in chapter 8 to extract the �delity of a CPHASE gate.

In chapter 10 we deal with the problem of limited connectivity and control in quantum

devices. In particular we present schemes for quantum error correction in a recent pro-

posal for a large scale quantum dot processor. This processor arranges qubits in a grid

and addresses them at the intersection of row and column lines, a so called crossbar archi-

tecture. This saves on control architecture but creates issues with the parallel operation
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of the device qubits. This lack of parallelism is especially problematic for quantum error

correction. We present a detailed study of the planar surface code and the 4.8.8. and 6.6.6.

planar color codes on this device, explicitly describing each operation necessary for error

correction in terms of the native operations of the device. We then give e�cient schemes

for performing error correction and analyze their performance. Finally we outline some

algorithms for more general computation in crossbar architectures.

Finally in chapter 11 we present the conclusions of this thesis and discuss some future

research avenues.



2
The basics ofqantum

computing

Wie het kleine niet eert, is het grote niet weert.

Old Belgian proverb, origin unknown

This chapter recalls basic notions of quantummechanics and quantum computing that will be
of use throughout this thesis. We will also set most of the notation used in this thesis. We will
discuss quantum states and operations, groups of quantum operations, ways to represent noise
in quantum devices and also some quality measures for quantum operations; in particular
the average �delity and the unitarity. These two measures will be the topic of later chapters.

7
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In this preliminary chapter we will introduce a variety of basic quantum mechanical con-

cepts that are needed for the rest of this thesis. This will mostly be an exercise in notation

setting. For a much more expansive and didactic introduction to the basics of quantum

computing we refer the reader to Nielsen & Chuang’s excellent textbook [1] or the more

advanced lecture notes by John Watrous [2]. We will assume a fair amount of familiarity

with the basic concepts of linear algebra. For a review of linear algebra we recommend

Horn & Johnson [3] or Bhatia [4]. In section 2.1 we will introduce the fundamental building

blocks of quantum mechanics such as quantum states, measurements and unitary opera-

tions. In section 2.2 we will introduce the mathematical concept of a group, in the context

of operations in quantum computers. In section 2.3 we will introduce methods to describe

the dynamics of noisy quantum computers, and also discuss some common types of noise.

Finally in section 2.4 we will discuss some common methods to quantify noise in quan-

tum devices. This last section is far from expansive, merely covering the quantities we

will discuss in greater detail later in this thesis.

2.1.�antum states andqantum operations
In this section we outline the very basics of quantum mechanics through the lens of quan-

tum computation. We will deal with qubits, measurements, operations on qubits and the

density matrix formalism for noisy quantum states.

2.1.1.�antum states
The fundamental building block of a quantum computer, and arguably quantum mechan-

ics itself, is the qubit. Qubits come in many di�erent physical forms but for the purpose

of this thesis we shall abstract them away to their very core. We de�ne a qubit to be a

two-dimensional complex Hilbert spaceH2. The state of a qubit, denoted using Dirac no-

tation as |ψ〉 (this is called a ‘ket’) is then a normalized vector in this Hilbert space. We will

generally describe this state |ψ〉 in terms of a privileged orthonormal basis of H2 which

we call the computational basis and denote {|0〉 , |1〉}. These two states are often called

the ‘zero-state’ and the ‘one-state’. Thus we can in general write |ψ〉 = a |0〉+ b |1〉 with

a, b ∈ C and |a|2 + |b|2 = 1. It is also useful to have a notation for the dual vector of |ψ〉.
We will denote this dual vector as 〈ψ| (this is called a ‘bra’). This allows us to write the

inner product between states as 〈φ, ψ〉 = 〈ψ|φ〉 (a bra-ket).

We can combine multiple qubits together to create states in larger Hilbert spaces. This is

done using the tensor product, denoted ⊗. So the state |ψ〉 ⊗ |φ〉 for |ψ〉 , |φ〉 ∈ H2 is a

2-qubit state and thus an element of the 4-dimensional complex Hilbert spaceH4. We can

write down a computational basis for H4 as well given by {|i〉 ⊗ |j〉 ‖ i, j ∈ {0, 1}}.
In the future we will skip the tensor product where it is not needed and write e.g. |ij〉 =
|i〉 ⊗ |j〉. We can repeat this construction to describe the space of q-qubit Hilbert spaces

H2q (of dimension 2q) which has computational basis {|x〉 ‖ x ∈ {0, 1}n}. It is of

course also possible to consider states in Hilbert spaces which don’t have a power of two

dimension, and we will often write Hd to indicate a complex Hilbert space of dimension

d, leaving it up to context whether or not d = 2q for some q.
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2.1.2. Noisyqantum states
Up until now we have assumed that our qubit is always in a de�nite state. However it is

often useful to consider probabilistic mixtures of states. This is what the density matrix

formalism is for. In this formalism we think of states as linear transformations rather than

vectors. In particular we will identify the state |ψ〉with the rank one orthogonal projector

onto the vector |ψ〉. We denote this projector as |ψ〉〈ψ|. A qubit (or multiple qubits) in a

probabilistic mixture of orthogonal states can then be seen as a non-negative operator ρ
in the Hilbert space of linear transformations of Hd which we denote asMd. Moreover

we demand that Tr(ρ) = 1 (this follows from the fact that probabilities must add up to

1). Such operators are called density operators (or density matrices). Conversely (by the

spectral theorem) we can consider every non-negative operator with trace one as a prob-

abilistic mixture of rank one orthogonal projectors (and thus quantum states). Abusing

nomenclature somewhat we will also refer to such operators as states and reserve the term

pure state for a rank one projector and will use the term mixed state when speci�cally re-

ferring to a non-trivial probabilistic mixture of states.

2.1.3. Measurements
We can also ‘measure’ qubits. Measurement is a di�cult topic but will abstract most of it

away and simply de�ne a measurement to be associated to an orthonormal basis {|x〉}x
in H2. When measuring a qubit state |ψ〉 we will observe a ‘measurement outcome’ x
associated to the basis state |x〉. This will happen with probability |〈x, ψ〉|2 (this is called

the ‘Born rule’). Moreover, after the measurement and the observation of the outcome

x the qubit will have ‘collapsed’ to the state |x〉. Measurement thus changes the state

of the qubit. The concept of measurement extends straightforwardly to multiple qubits.

It is also possible to perform more general types of measurements (these can be seen as

the measurement analogues of density matrices). A general measurement on a quantum

state (described by a density matrix) is described by a Positive Operator Valued Measure

(POVM). This is a set of positive operators {Qi}i∈I , where I is the set of possible out-

comes, such that

∑
i∈Qi = 1. Given a state ρ and a POVM {Qi}i∈I the probability of

obtaining an outcome i ∈ I is given by pi = Tr(ρQi). Note that our previous notion of

measurement can be seen as the POVM {|x〉〈x|}x.

2.1.4.�antum operations
In order to do computation with quantum states we need some way to transform one

state into another. This is done using unitary operations. Unitary operations (often called

‘unitary gates’ or simply ‘gates’) are linear transformations of states that preserve the inner

product between states. We thus require that 〈φ|U†U |ψ〉 = 〈φ|ψ〉 for all |φ〉 , |ψ〉 ∈ Hd
whereU† is the Hermitian conjugate of the transformationU , or equivalently thatU†U =
1. We will denote the set of unitary matrices as U(d). Later we will see that this set

naturally has a group structure. In the next section we will delve deeper into the behavior

of particular unitaries. But �rst we most deal with the idea of noisy quantum states.

We can also perform unitary operations on density matrices in the obvious way; U acts

on a state ρ by conjugation, i.e. UρU†. Note that the unitary operation in some sense

preserves the probability distribution associated to ρ. In particular unitary operations
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will send pure states to pure states. Later in this chapter we will deal with more general

operations on quantum states that do not have this property, i.e. they will map pure states

to mixed states or the other way around. But �rst we will spend some time discussing the

group structure inherent to unitary quantum operations.

2.2. Groups ofqantum operations
So far we have considered unitary operations merely as a subset of the linear operators

Md. However it turns out they have a lot more structure. Recall that the unitary operators

preserve the inner product between all states. This is in fact equivalent to stating that

U†U = 1 where 1 is the identity transformation. Moreover it is clear that U† is unitary

if and only if U is and moreover if U and V are unitary, then so is their composition UV .

This means that the set of unitaries has a notion of inverse and a notion of closure under

composition (here given by matrix multiplication). A set together with some composition

rule that has such properties is called a group. Groups show up everywhere in physics

and mathematics and they are central enough to this thesis (and unfamiliar enough to

quantum computing researchers) to merit our �rst de�nition.

De�nition 1 (Groups). Let G be a set and let ∗ : G× G→ G be a function such that the

following statements hold:

1. There is a e ∈ G such that g ∗ e = e ∗ g = g for all g ∈ G. (identity element)

2. For all g ∈ G there is an h ∈ G such that g ∗ h = h ∗ g = e. (inverse)

3. For all g1, g2, g3 ∈ Gwe have g1∗g2∗g3 = (g1∗g2)∗g3 = g1∗(g2∗g3). (associativity)

Then G, ∗ is a group

For a broad introduction to the theory of group one can consult [5]. We will almost always

drop the composition law ∗ when talking about a group and just refer to G as a group.

Likewise we will almost always suppress it in computation, writing g1 ∗ g2 = g1g2 when

the composition is obvious from the context. We have already seen a �rst example of a

group, namely the group of unitary operators on q qubits U(2q), where the composition

law is given by matrix multiplication. Note that this group has an (uncountably) in�nite

number of elements. There are two more group-related de�nitions we must get out of the

way before we can really start talking about groups in the context of quantum computing.

The �rst is the notion of a subgroup.

De�nition 2 (Subgroups). Let G be a group consider a strict subset H of G such that for

all h1, h2 ∈ H we have h1h2 ∈ H. Then we call H a subgroup of G.

Often we will specify subgroups of the unitary group implicitly, and for this the concept

of group generators is very handy. We have the following de�nition.

De�nition 3 (Generators). Let G be a group and let A be a subset of G. We call A a

generating set of G, denoted as< A >= G if and only if for all elements g ∈ G there exists

an integer k and ordered sequence g1, g2, . . . , gk with gi ∈ A (possibly with repeats) such

that g1g2 · · · gk = g. We call the elements of a generating set A generators.
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Note here that for any g ∈ G there might be multiple ordered sequences of generators

that reach g. Now we are ready to de�ne what are probably the two most important (in

the context of quantum computing) subgroups of the unitary group, namely the Pauli and

Cli�ord groups.

2.2.1. The Pauli group
The q-qubit Pauli group is in a sense the most basic ‘really quantum’ subgroup of the

unitary group. It is generated by the basic bit-�ip and phase-�ip operators and pops up

all over quantum computing. It has also, under a variety of names, been a key structure

in quantum mechanics since the very beginning. The Pauli group is formally de�ned as

follows:

De�nition 4 (Pauli group). Let {|0〉 , |1〉} be an orthonormal basis ofH2 and in this basis

de�ne the following linear operators by their action on the basis

X |l〉 = |l + 1〉 , Z |l〉 = (−1)l |l〉 , Y |l〉 = iZX |l〉 = i(−1)l+1 |l + 1〉 ,

for l ∈ {0, 1} and addition over indices is taken modulo 2. Note that X,Y, Z ∈ U(2).

The q-qubit Pauli group Pq is now de�ned as the subgroup of the unitary group U(2q)
consisting of all q-fold tensor products of q elements of P1 := 〈X,Z, i12〉.
We will make frequent use of a subset of Pq de�ned as all q-fold tensor products of q ele-

ments of {X,Y, Z}. We will call this subset (which contains only Hermitian elements of

the Pauli group) P∗q .

The Pauli group Pq has a number of notable properties which we will use throughout the

thesis. Its �rst useful property is a speci�c set of commutation relations. Let’s brie�y recall

the de�nition of an (anti-) commutator of two operators inMd.

[A,B] = AB −BA ∀A,B ∈Md (commutator)

{A,B} = AB +BA ∀A,B ∈Md (anti-commutator)

Elements P, P ′ of the Pauli group have the property that they either commute or anti-
commute, that is

[P, P ′] := PP ′ − P ′P = 0 or {P, P ′} := PP ′ + P ′P = 0. (2.1)

Also notable here is that every non-identity Pauli operator commutes with exactly half of

the elements of the Pauli group, and anti-commutes with the other half. This moreover

stays true if we restrict ourselves to elements of the set P∗q . This fact is easy to verify but

extremely useful. We will use it to simplify expressions and prove theorems throughout

the thesis.

2.2.2. The Clifford group
The next important subgroup of the unitary group is the so-called Cli�ord group. In order

to de�ne the Cli�ord group we must �rst recall a basic concept from group theory called

a ‘normalizer’.
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De�nition 5. Let G be a group and let S be a subset of G. The normalizer N(S) (with

respect to G) of S is then de�ned as

N(S) = {g ∈ G ‖ ∀s ∈ S : gsg−1 ∈ S} (2.2)

We can think of the normalizer of a set S as all elements of the group G that maps elements

of S to elements of S. It is easy to see that N(S) is in fact a subgroup of G for any set

S. The Cli�ord group is now de�ned as the normalizer of the Pauli group in the unitary

group. A small technicality crops up here, namely that the normalizer of the Pauli group

in the unitary group is not actually a �nite group. This is so because if a unitary U is in

the normalizer of Pq then so is eiθU for an arbitrary angle θ. Hence we will de�ne the

Cli�ord group as the normalizer of the Pauli group up to this angle. We have concretely

De�nition 6 (Cli�ord group). The q-qubit Cli�ord group Cq is the normalizer (up to

complex phases) of Pq in U(2q), that is,

Cq := {U ∈ U(2q) ‖ UPqU
† ⊆ Pq}/U(1).

This de�nition illuminates the main feature of the Cli�ord group, namely that it maps

elements of the Pauli group to elements of the Pauli group under conjugation. However,

if one wants to implement elements of the Cli�ord group as gates in a quantum computer

this de�nition does not give much insight. There is however an equivalent de�nition of

the Cli�ord group in terms of generators which is much more useful in that regard

De�nition 7 (Cli�ord group (equivalent)). The q-qubit Cli�ord group Cq is the subgroup

of U(2q) generated as

Cq = 〈i1, Hi, Sj ,CNOTlk ‖i, j, k, l ∈ [1 : q], l 6= k〉 (2.3)

where [1 : q] = {1, . . . , q}, and Hi = 1⊗1 . . .⊗H ⊗ . . . 1 and similarly for Sj ,CNOTlk
with H,S and CNOT given as

H =
1√
2

(
1 1
1 −1

)
, S =

(
1 0
0 i

)
, CNOT =




1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0


 (2.4)

The Cli�ord group acts on the Pauli group by conjugation, and this action has some notable

properties. The �rst is that the action of the Cli�ord group preserves the commutation

relations of the Pauli operators. This can be seen quite easily by the de�nition of the

commutator

[CPC†, CP ′C†] = C[P, P ′]C†, P, P ′ ∈ Pq, C ∈ Cq (2.5)

which is zero whenever [P, P ′] = 0. The same calculation goes for the anti-commutator.

Less trivial, and more interesting is the fact that this is the only restriction on the action of

the Cli�ord group. By this we mean that if [P, P ′] = 0 and [P̂ , P̂ ′] = 0 then there exists

a Cli�ord element C such that CPC† = P̂ and CP ′C† = P̂ ′, with the same statement

holding for the anti-commutator. See e.g. [6] for a proof of this fact.
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2.3. Noisyqantum operations
The ideal quantum computer is a device that implements unitary operations on pure quan-

tum states. However, as we already discussed in chapter 2 this is not how things work in

the real world. In the real world the qubits inside the quantum computer will invariably

experience uncontrolled interaction with the outside world. These interactions typically

manifest in a stochastic manner, turning pure states into probabilistic mixtures of states.

As we have already seen, it is not possible to describe such a transition using unitary op-

erations. To describe such interactions we must use a more general formalism. This is

the formalism of quantum channels. Quantum channels are linear operators that map el-

ements ofMd toMd (one can also de�ne more general quantum channels that mapMd

toMd′ but we will not deal with this here). This means they are ‘superoperators’ (opera-

tors acting on operators). We will denote the Hilbert space (for it is also a Hilbert space)

of superoperators as Sd. Moreover we require that our quantum channels map quantum

states to quantum states. This means they must preserve the trace of an operator inMd

and moreover they must preserve the positivity of an operator inMd. In fact it is useful to

make this last requirement slightly stricter to also take into account that quantum chan-

nels sometimes only act on certain tensor factors of a larger quantum states (that might

be entangled). This brings us to the following de�nition of a quantum channel

De�nition 8 (Quantum channel). Let E be a superoperator in Sd. If E satis�es the fol-

lowing properties

Tr(E(X)) = Tr(X) ∀X ∈Md (trace preservation)

id⊗ E(ρ) ≥ 0 ∀ρ ∈Md2 , ρ ≥ 0 (complete positivity)

then E is a quantum channel.

Quantum channels are also sometimes called CPTP maps (Completely Positive and Trace

Preserving). We will use this nomenclature occasionally as well. We will generally use

calligraphic script to refer to quantum channels E ,D etc. It is useful to consider a few

examples of quantum channels that are physically relevant and also show up throughout

this thesis.

Pauli channel: Pauli channels (denoted P) are quantum channels that stochastically ap-

ply a Pauli operator P ∈ P∗q with probability pP . They are de�ned by a probability distri-

bution {pP }P∈P∗q that has 22q
elements. Formally we have

P(ρ) =
∑

P∈P∗q

pPPρP
†. (2.6)

Note that the identity is part of the set P∗q . Note also that eq. (2.6) doesn’t quite cover the

full range of quantum channels of the functional form P(ρ) =
∑
P∈P∗q λPPρP

†
. This is

so because we restrict the set {λP }P∈P∗q to be a probability distribution. The most general

set of values for which eq. (2.6) would still satisfy the conditions in de�nition 8 is given by

{λP ‖ 1/(d2 − 1) ≤ λP ≤ 1,
∑
P∈P∗q λP = 1}. One could also call this more general

set of channels the Pauli channels, but common convention is to restrict the de�nition to
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probability distributions. We will sometimes use this more general de�nition, most no-

tably in chapter 6.

Depolarizing channel: The depolarizing channel (denoted D) is a special case of the

Pauli channels where any P ∈ P∗q\{1} happens with equal probability. It turns out this

is equivalent to writing

Dp(ρ) = (1− p)ρ+ p
1
d
. (2.7)

with 0 ≤ p ≤ 1. We again note that it is possible to adopt a more general de�nition of

the depolarizing channel which still satis�es de�nition 8, where −1/(d2 − 1) ≤ p ≤ 1.

However the �rst de�nition is more common in the literature.

Unitary channel: Unitary channels are de�ned by the conjugation action of a unitary

operator U on a quantum state ρ. We will denote them by calligraphic letters, that is

U(ρ) = UρU†. (2.8)

Amplitude damping channel: The amplitude damping channel (denoted A) models

the physical process of a system relaxing into a lowest energy state. It is parametrized by

relaxation parameter λ. We will only give the explicit description of a special case, namely

amplitude damping towards the |0〉 state in a qubit system:

Aλ(ρ) = A1ρA
†
1 +A2ρA

†
2, (2.9)

with

A1 =

(
1 0

0
√

1− λ

)
A2 =

(
0
√
λ

0 0

)
. (2.10)

The general case of a multi-qubit system relaxing to some general state |ψ〉 is easily in-

ferred from here.

The amplitude damping channel is notably di�erent from all other mentioned channels

in that it does not preserve the maximally mixed state ρ = 1/d, that is A(1/d) 6= 1/d.

Channels that do have this property are called unital channels. We will be dealing with

unital channels extensively in chapter 7 so we will write down the de�nition here explicitly

De�nition 9 (Unital quantum channels). Let E be a quantum channel and let ρ = 1/d be

the maximally mixed state. If E(1/d) = 1/d then we call E a unital quantum channel.

2.3.1. Liouville representation ofqantum channels
Thus far we have been de�ning quantum channels by explicitly describing their action on

a quantum state ρ. However it is often useful to have an explicit matrix description of a

quantum channel. There are several ways to obtain such a description. The one we will

make use of is variously known as the Liouville [7], a�ne [8] or Pauli Transfer Matrix

representation.
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This representation corresponds to �xing an orthonormal basis forMd according to the

Hilbert-Schmidt or trace-inner product and then expressing elements ofMd as vectors in

Hd2 . The Hilbert-Schmidt inner product is de�ned as

〈A,B〉 := Tr(A†B), ∀A,B ∈Md. (2.11)

Now let {Bj}j be an orthonormal basis forMd with respect to the Hilbert-Schmidt inner

product. We can construct a map |.〉〉 : Md → Hd2 by setting |Bj〉〉 = ej where ej is

the jth canonical basis vector for Hd2 . Linearly extending the map |·〉〉 to all elements

M ∈Md we get

|M〉〉 =
∑

j

Tr(B†jM)|Bj〉〉. (2.12)

De�ning 〈〈M | = |M〉〉†, we then have

〈〈M |N〉〉 = 〈M,N〉 = Tr(M†N), (2.13)

so that the Hilbert-Schmidt inner product is equivalent to the standard vector inner prod-

uct.

We will generally construct the Liouville representation using the basis spanned by the

normalized (with respect to the Hilbert-Schmidt inner product) Pauli matrices {σ0} ∪ σq
where σ0 := 1/

√
d is the normalized identity matrix and

σq :=
1√
d
{1, X, Y, Z}⊗q\{σ0}, (2.14)

is the set of normalized Hermitian Pauli matrices excluding the identity. This is the origin

of the term ’Pauli transfer matrix’.

As any quantum channel E is a linear map fromMd toMd we have

|E(ρ)〉〉 =
∑

σ∈σq∪σ0

|E(σ)〉〉〈〈σ|ρ〉〉, (2.15)

so that we can represent E by the matrix

E =
∑

σ∈σq∪σ0

|E(σ)〉〉〈〈σ|, (2.16)

where we abuse notation by using the same symbol to refer to an abstract channel and its

matrix representation. The action of a channel E on a density matrix ρ now corresponds

to the standard matrix action on the vector |ρ〉〉, hence for a density matrix ρ and a POVM

element Q inMd we have

E|ρ〉〉 = |E(ρ)〉〉, (2.17)

Tr(QE(ρ)) = 〈〈Q|E|ρ〉〉. (2.18)
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The Liouville representation has the nice properties (as can be easily checked) that the

composition of quantum channels is equivalent to matrix multiplication of their Liouville

matrices and that tensor products of channels correspond to tensor products of the corre-

sponding Liouville matrices, that is, for all channels E1 and E2 and all A ∈Md,

|E1 ◦ E2(A)〉〉 = E1E2|A〉〉
|E1 ⊗ E2(A⊗2)〉〉 = E1 ⊗ E2|A⊗2〉〉. (2.19)

Note that some properties of quantum channels are more obvious than others in the Li-

ouville representation. In general any superoperator E , in the Pauli basis, can be written

as

E =

(
α v
w Eu

)
(2.20)

where α = Tr(σ0E(σ0)) ∈ C, v := [Tr(σE(σ0))]σ ∈ Cd
2−1

, w = [Tr(σ0E(σ))]σ ∈
Cd

2−1
and Eu = [Tr(σE(σ′)]σ,σ′ ∈ Cd

2−1×d2−1
. For a TP map E it is immediately clear

that α = 1 and v = 0, and moreover that this is also a su�cient condition for trace

preservation. Moreover E is unital if and only if w = 0. Hence we will often refer to Eu
as the unital block of E . The CP condition on the other hand is very hard to verify in this

representation. This is the most important downside when working with the Liouville

representation, and we will occasionally have to work hard to overcome it.

2.4.�ality measures of operations
We have introduced density matrices and POVMs to deal with imperfect quantum states

and measurements and have introduced quantum channels to deal with imperfect oper-

ations. However, when implementing a quantum operation, we would also like to know

precisely how well we have implemented this operation. For this a number of di�erent

measures of quality have been thought up over the years, each with their advantages and

disadvantages, and each measuring di�erent aspects of the quality of a quantum opera-

tion. We will make no attempt at listing all such measures here, merely showing the ones

that we think are most relevant to this thesis.

2.4.1. Average fidelity
Typically we will be interested in how closely a quantum channel E approximates some

unitary channel U . In this scenario a popular measure of quality is the so called average

�delity. This measure captures how much the output of E deviates from that of U in

Hilbert-Schmidt inner product when a random pure state is given as input. Therefore it is

a measure of the average behavior of the channel E .

De�nition 10 (Average �delity). Let E be a quantum channel and U a unitary quantum

channel. Then the average �delity of E (w.r.t. U ) is de�ned as

F (E ,U) :=

∫

Haar

dψTr(U(|ψ〉〈ψ|)†E(|ψ〉〈ψ|)), (2.21)

where the integral is taken over the uniform (or Haar) measure on pure quantum states.
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Note that, since unitary channels are invertible, we can always writeF (E ,U) = F (U†E , I),

which is the average �delity of the channel UE w.r.t. the identity channel. We will often

drop the I quali�er from this notation and use the shorthand F (E). When speaking about

‘the’ average �delity of a quantum channel we will always mean its average �delity w.r.t.

the identity channel.

The average �delity has a few rather noteworthy features. The �rst is that it is linear in it’s

argument E . This makes it easy to manipulate, but it also means it is insensitive to certain

types of behaviors one might like to detect. For instance, if one considers two quantum

channels E1, E2 that have the same �delity, then any convex combination of such channels

is also a quantum channel with the same �delity. The second feature is that it is invariant

under unitary conjugation, that is we have

F (E) = F (U†EU) (2.22)

for all unitary quantum channels U . This is a straightforward consequence of the fact

that the Haar measure is invariant under unitary action. This invariance, together with

the insensitivity to convex combinations of channels means that the average �delity only

provides very crude information about how a quantum channel E deviates from the iden-

tity (or another unitary). However, as we shall see later, these two properties are also key

to the protocols that e�ciently estimate the average �delity in real devices.

Finally we would like to note that one can also de�ne the average �delity of a quantum

channel E in terms of its Liouville representation.

De�nition 11 (Average �delity (equivalent)). Let E be a quantum channel. Then the

average �delity of E is given by

F (E) =
1

d+ 1

(
1

d
Tr(E) + 1

)
(2.23)

where the trace is taken over the Liouville matrix representation of E .

For a proof that these two de�nitions are equivalent see e.g. [9].

2.4.2. Unitarity
As mentioned above, the average �delity only gives crude indications of the behavior of a

quantum channel, and sometimes we would like to know more about a speci�c implemen-

tation. One particular thing we would like to learn is whether the noise on some quantum

operation is unitary or not. That is, when implementing some unitary U we would like

to see the di�erence between imperfectly implementing the right unitary (maybe some

depolarizing noise crept in) or perfectly implementing the wrong unitary. The reason we

would like to know the di�erence between these two types of errors is because they must

be �xed in di�erent manners in actual devices. To distinguish between these two scenar-

ios, recently an interesting measure was proposed [10] which is called the unitarity.
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De�nition 12 (Unitarity). Let E be a quantum channel let E ′ be the superoperator created

by subtracting o� the identity component of E , that is, for all ρ we have E ′(ρ) = E(ρ) −
Tr(ρ)E(1/d). The unitarity u(E) of E is de�ned as

u(E) =
d

d− 1

∫

Haar

dψTr
(
E ′(|ψ〉〈ψ|)†E ′(|ψ〉〈ψ|)

)
, (2.24)

where the integral is again taken over the Haar measure on pure quantum states.

There are a few noteworthy things about this de�nition. Firstly, the inclusion of the sub-

tracted term Tr(ρ)E(1/d) might strike one as odd. The motivation for de�ning the uni-

tarity this way is that we would like (as we shall later see) that the unitarity is maximal

(equal to 1) only for unitary channels. If we had chosen to de�ne the unitarity in terms

of E instead of E ′ then there are non-unitary channels that have unitarity equal to one.

An example of this is the amplitude damping channel discussed before, for λ = 1 this

channel would have unitarity equal to one (under the naive de�nition) but is decidedly

not a unitary channel. However if one uses E ′ instead we have the following theorem.

Theorem 2.1. Let E be a quantum channel. Then u(E) ≤ 1 and moreover u(E) = 1 if

and only if E is a unitary quantum channel.

A proof of this theorem can be found in [10].

The de�nition of unitarity in de�nition 12 is thus justi�ed. It is however quite di�cult to

work with. Luckily there is an equivalent de�nition involving the Liouville representation

of the quantum channel E that is a lot easier to work with.

De�nition 13 (Unitarity (equivalent)). Let E be a quantum channel and let Eu be the

unital block of its Liouville representation. Then the unitarity of E is de�ned as

u(E) =
1

d2 − 1
Tr(E†uEu), (2.25)

where the trace is taken over the matrix E†uEu.

A proof that de�nition 12 and de�nition 13 are equivalent can be found in [10].

Lastly we would like to point out that the unitarity is not by itself strictly speaking a quality

measure of a quantum channel E . By this we mean that an implementation E of some

unitary channel U could have high unitarity (even equal to one) and still be arbitrarily far

away from its intended implementation. The unitarity is more intended as an additional

diagnostic tool to be used in conjunction with the average �delity.
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Representation theory

Not to be confused with group presentations.

Wikipedia page on representation theory

This chapter deals with the representation theory of �nite groups. All of the material covered
here is standard but we have made an e�ort to be didactic. We will introduce representations,
characters of representations and two powerful tools called Schur’s lemma and the character
projection formula. We will also discuss some examples of representations that show up in
a quantum computing setting as well as some useful lemma’s involving tensor products of
representations.
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In chapter 2 we introduced the basic concept of a �nite group. In this chapter we will deal

with representation theory, which describes how abstract groups can be represented in

terms linear operations. In fact we have de�ned the Cli�ord and Pauli groups in terms of

linear operations. However such a representation is not necessarily unique and it is worth

understanding what the possibilities are. Representation theory will give us powerful

tools to understand and analyze protocols like randomized benchmarking, which we will

do later in this thesis. In this chapter we will discuss the basics of representation theory.

We will occasionally state theorems and lemmas, but since these are all standard results we

will not give proofs but rather refer to the textbooks of Fulton & Harris [1] and Goodman

& Wallach [2] which cover this material in great detail. In section 3.1 we will introduce

the notion of a representation and discuss its structure. We also provide some examples

of where representations appear in quantum computing. In section 3.2 we introduce the

notion of a character of a representation. Finally in section 3.3 we deal with two extremely

useful representation theoretic tools, namely Schur’s lemma and the character projection

formula. These two tools will feature prominently in later chapters.

3.1. Representations
We will begin with de�ning what we mean by a representation of a group. A representa-

tion of a group is a map between the abstract group and a set of matrices (linear operators)

such that the multiplication of those matrices maps back correctly to the multiplication

rule inside the abstract group. Formally this means:

De�nition 14 (group representation). Let G be a �nite group andMV be the space of

linear transformations of a complex vector space V . Let ϕ be a map

ϕ : G→Md : g 7→ ϕ(g). (3.1)

If the following property holds:

ϕ(g)ϕ(h) = ϕ(gh), ∀g, h ∈ G. (3.2)

then we call ϕ a representation of G.

We will in general assume that the matrices ϕ(g) are unitary. For �nite groups this does

not result in a loss of generality. Note that the sets of matrices we used to de�ne the Pauli

and Cli�ord groups thus form a representation of these groups (basically by de�nition).

Moreover these representations have the property that every element in G corresponds

to a unique matrix in Md. Representations that have this property are called faithful
representations. However not all representations have this property. For instance, every

�nite group G has a particularly simple representation called the trivial representation ϕtr

which is de�ned as

ϕtr : G→ C : g 7→ 1. (3.3)

We see that this map satis�es de�nition 14 and is thus a representation (for any group G).

It is thus also clear that groups will generally have many possible representations. Luckily

it is possible to discover quite a lot of regularity among them.
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A �rst step towards deepening our understanding of representations is given by the notion

of a subrepresentation.

De�nition 15 (subrepresentation). Let G be a �nite group and ϕ a representation of G on

a vector space V . If there exists a non-trivial vector space W such that ϕ(g)W ⊂ W for

all g ∈ G then the map ϕ′ = PWϕPW where PW is the projection onto the subspace W ,

is also a representation of G and is called a subrepresentation of ϕ.

One can think of subrepresentations as being able the jointly block-diagonalize all matri-

ces ϕ(g) into a block acting only on W and a block acting only on V \W . Note that this

implies that PV \WϕPV \W is also a subrepresentation of ϕ.

Given a group G an important subclass of its representations are given by what are called

irreducible representations. These are precisely the representations that have no subrepre-

sentations. They are in a sense the building blocks of all representations of a group.

De�nition 16 (irreducible representations). Let G be a �nite group and let ϕ be a repre-

sentation of G on a vector space V . If there exists no non-trivial subspace W of V such

that ϕ(g)W ⊂W for all g ∈ G then we call ϕ an irreducible representation (irrep) of G.

Finally we would like to note that two representations ϕ,ϕ′ that act on the same space

V aren’t necessarily the same representation. They might be genuinely di�erent. We call

two representations ’equivalent’ if there is an invertible linear map that connects them.

Formally:

De�nition 17 (Equivalent representations). Let G be a �nite group and let ϕ,ϕ′ be rep-

resentations on a space V . We call ϕ,ϕ′ equivalent if there exists an invertible linear map

T ∈MV such that

Tϕ(g) = ϕ′(g)T, ∀g ∈ G. (3.4)

Now we see that there is a fair amount of structure in representations. Representations

are either irreducible or reducible and if they are reducible then they have subrepresen-

tations (that may be further subdivided into representations). It is also possible that a

representation contain multiple equivalent copies of some subrepresentation. Now we

can make formal our previous statement that irreducible representations are really the

building blocks of all other representations of a group. This result is called Maschke’s

lemma

Lemma 3.1 (Maschke’s Lemma). Let G be a group and let ϕ be a representation G. Then

there are irreducible representations ϕλ of G (for λ in some index set RG) such that, up to

basis transformations, the following holds for all g ∈ G:

ϕ(g) '
⊕

λ∈RG

ϕλ(g)⊕nλ (3.5)

where nλ indicates the number of equivalent copies of the representation ϕλ present in

ϕ.
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A proof of this lemma can be found in [1][proposition 1.8].

This means all representations of a group can be built up from (copies of) irreducible

representation of that group. We will sometimes (see chapter 8) �nd it handy to look at a

restricted class of representations which we call multiplicity-free representations.

De�nition 18 (multiplicity-free representation). Let G be a �nite group andϕ a represen-

tation ofG. We callϕ a multiplicity-free representation if there exist mutually inequivalent

irreps ϕλ (λ ∈ RG) such that

ϕ(g) '
⊕

λ∈RG

ϕλ(g) (3.6)

for all g ∈ G.

3.1.1. Examples of representations
Having gone through a fair amount of theory it is useful to see some examples of represen-

tations that are relevant to quantum computation. We begin with some representations of

the d dimensional unitary group U(d) and the Pauli and Cli�ord groups.

Standard representation: The line between the unitary group and its standard rep-

resentation is thin. Usually they are considered the same thing. The unitary group of

dimension d is the set of d × d unitary matrices with matrix multiplication as a compo-

sition. This group has a trivial mapping into the linear transformations of a vector space

of dimension d. We call this mapping the standard representation. This representation is

irreducible (this is easy to see) and also faithful.

Note that the Cli�ord and Pauli groups also have a standard representation (as they are

subgroups of the unitary group). These representations are also irreducible.

Liouville representation: It was already implicit in the naming, but the Liouville rep-

resentation is a representation of the unitary group U(d) (in the sense of de�nition 14) on

the vector spaceMd. This representation is not irreducible, as one can see by noting that

U(1) = U1U† = 1 for all U ∈ U(d). Hence the Liouville representation of the unitary

group decomposes into the trivial representation (which is irreducible) and another rep-

resentation. This other representation is called the adjoint representation, and it turns out

that this representation is in fact irreducible [2]. Note that this representation coincides

with the restriction of the Liouville representation to its unital component, as discussed

in the previous chapter.

The Liouville representation again also is a representation for the Pauli and Cli�ord groups,

and it also decomposes into trivial and adjoint representations (as they are both sub-

groups of the unitary group). For the Cli�ord group the adjoint representation is also

irreducible [3]. However for the Pauli group this is not the case, and it decomposes fur-

ther. We discuss this decomposition in chapter 8.
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3.1.2. Tensor representations
In the following chapters we will often deal with tensor products of representations. Note

that for any pair of representationsϕ,ϕ′ the tensor productϕ⊗ϕ′ is also a representation.

This representation might however not be irreducible, even if ϕ,ϕ′ are. However, ϕ⊗ ϕ′
does inherit some of the structure of ϕ,ϕ′. In this section we will explore this a bit more.

In particular we can formulate the following rather powerful lemma which connects ϕ
and ϕ′ to the trivial subrepresentations of ϕ ⊗ ϕ′ if ϕ and ϕ′ are irreducible. The proof

is somewhat technical, relying on the canonical isomorphism between the Hilbert space

H ⊗ H∗ and the space of linear transformations of H (here H∗ is the dual of H) so we

will not discuss it here. A nice proof can be found in the appendix of [4] but also in many

standard textbooks on representation theory.

Lemma 3.2. Let ϕ and ϕ′ be unitary, irreducible �nite-dimensional representations of a

�nite-dimensional group G and let {vi}, {wi} be an orthonormal basis for the spaces V,W
carrying ϕ,ϕ′ respectively. If ϕ,ϕ′ are equivalent representations (and the basis vectors

are labeled such that the intertwining map θ between V and W maps vi 7→ wi), then the

representation ϕ⊗ ϕ′∗ has exactly one trivial subrepresentation spanned by the vector

vtriv =
∑

i

vi ⊗ w†i (3.7)

If ϕ and ϕ′ are not equivalent then ϕ⊗ ϕ′ contains no trivial subrepresentation.

Note that this lemma of course also applies to the tensor product ofϕwith the dual of itself.

Moreover, if ϕ is a real representation it will be equal to its dual, a situation we will see

often. We can lift lemma 3.2 from irreducible representations to general representations

by invoking lemma 3.1 (Maschke’s lemma). This gives the following corollary.

Corollary 3.1. Let ϕ be a real representation of a �nite group G. From Maschke’s lemma

we know thatϕ = ⊕λ∈RG
ϕ⊕nλλ whereϕλ are irreducible representations with multiplicity

nλ. Denote Vλs the s-th copy of the space Vλ (s ∈ {1, ..., nλ}) spanning the s’th copy

of ϕλ, and denote {v(λs)
j : j = 1, ..., |Vλ|} an orthonormal basis of Vλs that respect

the isomorphisms between equivalent spaces (meaning that v
(λs)
j 7→ v

(λs′ )
j under the

intertwining isomorphism between Vλs and Vλs′ ). Now the trivial subrepresentations of

ϕ⊗ ϕ have support exclusively and fully on the space

(V ⊗ V )G = Span





|Vλ|∑

j=1

v
(λs)
j ⊗ v(λs′ )

j

∣∣∣∣∀s, s′ = 1, ..., nλ, ∀λ ∈ RG



 . (3.8)

We will use this powerful corollary to derive the �tting model of unitarity randomized

benchmarking in chapter 4 and use it to even greater e�ect in chapter 7. In the next

section we introduce the notion of the character of a representation, a powerful tool for

reasoning about irreducible representations of groups.

3.2. Characters of representations
The character of a representation is a complex valued function of a group G that is de�ned

in terms of a particular representation:
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De�nition 19 (Character of a representation). Let G be a �nite group and ϕ a represen-

tation of G. The character χϕ of the representation ϕ is de�ned as

χϕ : G→ C : g 7→ Tr(ϕ(g)). (3.9)

It can be easily veri�ed that the character function ‘plays nice’ with composition of rep-

resentations. For representations ϕ,ϕ′ we have the relations

χϕ⊗ϕ′ = χϕ χϕ′ , (3.10)

χϕ⊕ϕ′ = χϕ + χϕ′ , (3.11)

with suitable generalizations to multiple direct sums and tensor products. Note also that

if two representations are equivalent if and only if the they have identical characters (this

can be seen from de�nition 17 and the cyclicity of the trace).

From eq. (3.10) one can see that character functions form a vector space, that is, linear

combinations of character functions are again character functions (of some representa-

tion). We can de�ne an inner product on this vector space:

De�nition 20 (Character inner product). Let G be a �nite group and let ϕ,ϕ′ be rep-

resentations of G with associated characters χϕ, χϕ′ . We can de�ne the character inner

product of χϕ, χϕ′ as

〈χϕ, χϕ′〉 =
1

|G|
∑

g∈G
χϕ(g)χϕ′(g). (3.12)

For unitary irreducible representations ϕ,ϕ′ this inner product has the following striking

property

〈χϕ, χϕ′〉 =

{
0 if ϕ not equivalent to ϕ′,

1 if ϕ equivalent to ϕ′.
(3.13)

We can combine this with Maschke’s lemma to arrive at the following statement about

the inner product of a character χϕ with itself (we will refer to this as the norm of the

character).

Lemma 3.3 (character norm). Let G be a �nite group and let ϕ be a representation of G
with a decomposition into irreps ϕ '⊕λ∈RG

ϕ⊕nλλ . Then the norm of the character χϕ
of ϕ is given by

〈χϕ, χϕ〉 =
∑

λ∈RG

n2
λ. (3.14)

This seemingly simple lemma allows us to compute the number of irreducible subrepre-

sentations of a given representation given only information about its character (which is

often easier to obtain). Lemma 3.3 will be one of the key ideas behind the results presented

in chapter 5.
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3.3. Schur’s lemma and the projection formula
Thus far we haven’t really talked about why representations are useful in quantum com-

putation. In this section we will review the interaction between a representation ϕ acting

on a vector space V and the linear transformations on V . In particular we will discuss

a seemingly simple but very powerful result called Schur’s lemma and also highlight a

number of corollaries of Schur’s lemma that will form the key structural ideas behind the

results in several chapters (chapters 4 and 6 to 8).

3.3.1. Schur’s lemma and conseqences
We begin by stating Schur’s lemma, which is a statement about what kind of operators

commute with irreducible representations.

Theorem 3.1 (Schur’s lemma). Let G be a �nite group and let ϕ,ϕ′ be irreducible repre-

sentations of G on spaces V, V ′. Let A be a linear map from V to V ′ such that

ϕ(g)′A = ϕ(g)A, (3.15)

for all g ∈ G. Then we have that

A =

{
0 if ϕ not equivalent to ϕ′,

α1 if ϕ. equivalent to ϕ′
(3.16)

for some α ∈ C.

We would like to note here that if ϕ and ϕ′ are equivalent we can take the trace of both

sides of eq. (3.16) to obtain the equality

α =
1

d
Tr(A) (3.17)

where d is the dimension of V . This might seem like a trivial statement but it is extremely

useful in cases where A is given implicitly and we want to evaluate α. In particular we

will use the above when evaluating ‘twirls’ of operators. Twirls are a very useful tool to

‘force’ any operator to conform to eq. (3.15). They are de�ned as follows:

De�nition 21 (Twirl). Let G be a �nite group and ϕ a representation of G on a space V .

Let A ∈MV be a linear transformation of V . Then the twirl of A is de�ned as

Tϕ(A) :=
1

|G|
∑

g∈G
ϕ(g)†Aϕ(g). (3.18)

Note that we have ϕ(h)Tϕ(A) = Tϕ(A)ϕ(h) for all h ∈ G. This is easy to verify from

the de�nition of a representation and fact that hG = G for all h ∈ G. This means the

twirl of any operator A satis�es eq. (3.15) with respect to the representation ϕ. If ϕ is a

multiplicity-free representation of G then the twirl of A has a particularly nice form.
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Lemma 3.4 (multiplicity-free twirls). Let G be a �nite group and let ϕ be a multiplicity-

free representation of G with decomposition

ϕ(g) '
⊕

λ∈RG

ϕλ(g), ∀g ∈ G (3.19)

into inequivalent irreducible subrepresentations ϕλ. Then for any linear map transforma-

tion A the twirl of A takes the form

Tϕ(A) =
∑

λ∈RG

Tr(APλ)

Tr(Pλ)
Pλ, (3.20)

where Pλ is the projector onto the support of the representation ϕλ.

This is perhaps the single most useful statement in this chapter. We will use it many times

in chapters 4, 6 and 7. Note that this lemma can be easily generalized to deal with the case

of non multiplicity-free representations, but we will not need this more general statement.

3.3.2. The projection formula
Finally we would like to point out another useful structural lemma regarding represen-

tations. This lemma involves averages over the representation of a group, weighted by a

character function. It turns out such averages have a particularly neat structure.

Lemma 3.5 (Projection formula). Let G be a group and let ϕ '⊕λ∈RG
ϕ⊕nλλ be a repre-

sentation of G. Choose a particular irreducible subrepresentation ϕλ′ of ϕwith associated

character function χϕλ′ . Then the following formula holds

|ϕλ′ |
|G|

∑

g∈G
χϕλ′ (g)ϕ(g) =

∑

sλ′∈{1,...nλ′}
Ps′λ (3.21)

where Psλ′ is the projector onto Vsλ′ , the support of the sλ′ ’th copy of ϕλ′ in ϕ and |ϕλ′ |
is the dimension of the representation ϕλ′ .

Note that in the presence of subrepresentations ϕ equivalent to ϕλ′ , the projector on the

RHS of eq. (3.21) projects onto all subrepresentations that are equivalent to ϕ′ rather than

just ϕλ′ . This lemma will be one of the key structural elements of chapter 8.

A notable special case of lemma 3.5 occurs when ϕλ′ is the trivial representation. In that

case the character χϕλ′ is just a constant function and eq. (3.21) reduces to

1

|G|
∑

g∈G
ϕ(g) = Ptriv, (3.22)

where Ptriv is the projector onto the subspace of vectors that are left invariant by ϕ(g)
for all g. This special case of lemma 3.5 combined with corollary 3.1 will be of great use

in chapter 7.
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Randomized benchmarking

I look forward to reading your thesis:
everything you never wanted to know about randomized benchmarking.

Christian Dickel

In this chapter we will discuss two protocols to test quantum computers: randomized bench-
marking and unitarity randomized benchmarking. Randomized benchmarking is a standard
protocol for estimating the average �delity of a set of quantum gates while unitarity random-
ized benchmarking is a variant of randomized benchmarking that estimates the unitarity. We
aim to give an overview of what makes these protocols tick, with an explicit focus on the un-
derlying representation theoretic notions.
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As discussed in chapter 1, one of the goals of this thesis is to advance understanding of how

errors can be diagnosed in quantum devices. There we also outlined a list of criteria that

a quantum diagnostic should aspire to meet. In this chapter we will discuss two protocols

that, wholly or in part, meet these criteria. These protocols are randomized benchmark-

ing [1–4], and its younger variant: unitarity randomized benchmarking [5]. Random-

ized benchmarking is probably the industry standard for diagnosing errors in quantum

computers at this point [6–10], and unitarity randomized benchmarking, while newer, is

beginning to �nd its way to experimental practice [11]. In section 4.1 we will discuss

the what-and-how of randomized benchmarking, describing how to perform randomized

benchmarking in practice, working out the representation theoretic basis of its function-

ing and �nally discussing its performance with respect to the criteria listed in chapter 1.

This raises a number of issues with the protocol that we will attempt to resolve later in

this thesis. In section 4.2 we will do the same for unitarity randomized benchmarking.

4.1. The randomized benchmarking protocol
Randomized benchmarking is a protocol for assessing the quality of a set of quantum op-

erations, often called a gateset. This quality can be quanti�ed by the average �delity (see

chapter 2). Almost always the gateset will be a group, so we will use the notation G for

gatesets as well. The most prominent features of randomized benchmarking are its e�-

ciency, meaning it can be used to asses the quality of devices with many qubits; and its

resistance to state preparation and measurement (SPAM) errors. This last feature is es-

pecially important because state preparation and readout are often the most error prone

operations of a quantum device [12], setting a noise �oor that limits how accurately the

gate quality can be assessed through other protocols such as process tomography [13].

These two qualities have made it a standard tool in recent quantum computing experi-

ments. However this e�ciency and robustness come at a price. The protocol has a lot of

moving parts and a fair amount of assumptions must be made on the workings of quantum

devices that must be satis�ed in order for the protocol to produce correct results. We will

discuss this more after describing how randomized benchmarking works.

4.1.1. The protocol
Randomized benchmarking, following [1], works roughly in the following manner. We be-

gin by preparing our quantum device in some state ρ and then sampling a sequence of gates

~G = G1, . . . , Gm at random from a gateset and applying these to ρ. We then compute the

inversion gate (G1 · · ·Gm)† and also apply the resultant operation (ideally bringing the

state of the system back to ρ). Measuring the expectation value the resulting state with re-

spect to some POVM elementQ (and repeating this enough times to obtain good statistics)

we obtain some expectation value pm(~G). We then repeat this process for many random

sequences
~G and compute the average expectation value pm = E~G(pm(~G)). Finally we

perform this process for di�erent sequence lengths m obtaining a dataset {pm}m. This

data can then be �tted to an exponential model

pm =fit Af
m +B (4.1)
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obtaining �tting parameters A,B, f . We will later see that the exponential decay factor

f only depends on the quality of the gates in the gateset G while all dependence on the

state ρ and the POVM element Q is absorbed into the parameters A,B. The intuition

behind this is that the total error on the implemented gates grows with the sequence

length m while the SPAM dependence stays constant (as the amount of state preparation

and measurement is the same for each sequence lengthm). The RB protocol is outlined in

more detail in �g. 4.1. Note that we have made no comment on what states ρ to prepare

and observables Q to measure. We will discuss good choices for ρ and Q in chapter 6,

where we also present an adapted version of the RB protocol that has better statistical

properties.

1. Choose a random sequence
~G = (G1, . . . , Gm) of m. gates independently

and uniformly at random from the gatesetG and compute the gateGm+1 =
(Gm . . . G1)†.

2. Prepare q qubits in a state ρ.

3. For t = 1, . . . ,m+ 1, apply the gate Gt to ρ.

4. Measure the expectation value pm(~G) of some observable Q to a suitable

precision (By repeating 1-3 for the same sequence L times).

5. Repeat steps 1–5 a total of N times to estimate

pm = |G|−m
∑

~G∈Gm
pm(~G)

to a suitable precision (implicitly regarding the pm(~G) as realizations of a

random variable Pm). We call the empirical average over the N sampled

Cli�ord sequences pm,N .

6. Repeat steps 1–6 for multiple values of m and �t to the decay model

pm =fit Af
m +B

extracting �t parameters A,B and f .

Figure 4.1: The Randomized Benchmarking Protocol.

4.1.2. Derivation of the fit model
From the description of the randomized benchmarking protocol in �g. 4.1 it is not clear

that the data {pm}m follows the exponential decay model given in eq. (4.1). We will now

justify this model under some assumptions. The �rst assumption is the assumption of
gate-independent noise. Formally this means:

De�nition 22 (Gate-independent noise). Let G be a gateset. We say that an implemen-
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tation of G is subject to gate-independent noise if there exists some quantum channel E
such that for all G ∈ G the implementation of G is given by EG.

Secondly we must make some assumption on the representation theoretic structure of the

gatesetG (which we assume to be a group). In particular we must assume that the Liouville

representation of the group G is the same as the Liouville representation of the full unitary

group. This is called the 2-design property (for groups)

De�nition 23 (2-design). Let G be a group with Liouville representation G. We call G
a 2-design if G decomposes into two irreducible representations; the trivial representa-

tion carried by the space Span{σ0} and the adjoint representation carried by the space

Span{σ ‖ σ ∈ σq}.

We note that the Cli�ord group is in fact a 2-design and is thus a suitable gateset [14].

Under these two assumptions we can derive the �t model eq. (4.1). In fact we will derive

a slightly more general statement that holds for groups G that have a multiplicity-free

Liouville representation. Note that any group 2-design falls under this category. Original

versions of this proof are due to [1, 15]. We will give a version given in [16, 17] which

emphasizes generality and representation theory. We have:

Lemma 4.1 (Fitting model). Let G be a group gateset such that the Liouville representa-

tion G = ⊕λ∈RG
φλ(G) is multiplicity-free. Let G̃ = EG be some implementation of the

operation G ∈ G with E a quantum channel. Consider the average survival probability

pm of a RB experiment involving G of sequence length m with an input state ρ and an

output two-component POVM {Q,1−Q},

pm = |G|−m
∑

G1,...,Gm∈G
〈〈Q|G̃invG̃m · · · G̃1|ρ〉〉. (4.2)

We now have that

pm = |G|−m〈〈Q|
(∑

G∈G
G†EG

)m
|ρ〉〉 =

∑

λ∈RG

〈〈Q|Pλ|ρ〉〉fmλ . (4.3)

Proof. We begin by noting that G̃inv = EG†1 · · · G†m Using this and the fact that G̃ = EG
for all G ∈ G we can write

pm = |G|−m
∑

G1,...Gm

〈〈Q|G̃invG̃m · · · G̃1|ρ〉〉, (4.4)

= |G|−m〈〈Q|
∑

G1,...,Gm∈G
EG†1 · · · G†mEGmEGm−1 · · · EG1|ρ〉〉. (4.5)

Noting that the operator

∑
Gm∈G G†mEGm is an unnormalized twirl over G and thus com-
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mutes with G for all G ∈ G we can write

pm = |G|−m〈〈Q|
∑

G1,...,Gm−1∈G
EG†1 · · · Gm−1

( ∑

Gm∈G
G†mEGm

)
EGm−1 · · · EG1|ρ〉〉, (4.6)

= |G|−m〈〈Q|
∑

G1,...,Gm−2∈G
EG†1 · · · Gm−2

( ∑

Gm∈G
G†mEGm

)
 ∑

Gm−1∈G
G†m−1EGm−1


EGm−2 · · ·EG1|ρ〉〉.

(4.7)

Repeating this procedure for Gm−1 and then Gm−2 and so forth we obtain

pm = 〈〈Q|
(
|G|−1

∑

G∈G
G†EG

)m
|ρ〉〉, (4.8)

where we have set Q→ E†(Q). Now we use Schur’s lemma (lemma 3.4) and the fact that

G =
⊕

λ∈RG
φλ(G) to obtain

pm = 〈〈Q|
(∑

λ∈RG

fλPλ
)m
|ρ〉〉, (4.9)

=
∑

λ∈RG

fmλ 〈〈Q|Pλ|ρ〉〉, (4.10)

wherePλ is the projector onto the support of φλ and we have set fλ := Tr(PλE)/Tr(Pλ).

In the last equality we have also used that the Pλ are mutually orthogonal projectors and

hence PλPλ′ = Pλδλλ′ . �

From this and the 2-design assumption we see that randomized benchmarking data {pm}m
can be �tted to

pm = sm〈〈Q|σ0〉〉〈〈σ0|ρ〉〉+ fm
1

|σq|
∑

σ∈σq
〈〈Q|σ〉〉〈〈σ|ρ〉〉, (4.11)

where

s = 〈〈σ0|E|σ0〉〉, (4.12)

f =
1

|σq|
∑

σ∈σq
〈〈σ|E|σ〉〉. (4.13)

Noting that s = 1 if E is trace preserving we obtain eq. (4.1). From de�nition 11 we also

see that f is related to the average �delity of E (assuming E is TP). We have

F (E) = 1− d− 1

d
(1− f). (4.14)



4

32 4. Randomized benchmarking

4.1.3. Discussion
In this section we will spend some time critically discussing the randomized benchmark-

ing protocol. We will do this using the criteria we developed in chapter 1. We will not go

over all the criteria in detail but focus on the ones where we think there are challenges to

be addressed or conversely where we think randomized benchmarking passes a test with

�ying colors. In particular we will discuss the e�ciency of randomized benchmarking and

also its robustness to the violation of its underlying assumptions.

E�ciency: When thinking about e�ciency we must consider two types of resources: the

amount of classical pre-and post-processing that must be done to perform the protocol

and also the amount of times a quantum operation such as applying a gate, preparing a

state or making a measurement must be done. When considering classical processing, ran-

domized benchmarking is on the face of it quite scalable. There are three types of classical

operations that must be performed. The �rst is that we must be able to generate gates

from the gateset uniformly at random. This if the gateset is the Cli�ord group (which is

the most popular choice) this can be done in classical polynomial time using for instance

the algorithm given in [18] which is even quite e�cient in practice. Secondly we must,

given a sequence of gates
~G be able to compute its inversion gate Ginv. If we choose the

gateset G to be the Cli�ord group then this can be done in classical polynomial time as per

the Gottesman-Knill theorem [19, 20]. The last form of classical computation is to, given

the data points pm, �t these to a single exponential. For this problem a variety of fast

standard methods such as least-squares optimization are available. Note that if we relax

the requirement that G be a 2-design this last conclusion becomes less straightforward as

the RB data can no longer be described in terms of a single exponential decay, making the

�tting process harder in practice. We will address this in great detail in chapter 8.

Less clear is the amount of quantum resources needed. When computing pm we implicitly

assume that we can perform an average over all pm(~G). Note however that the number of

sequences
~G is equal to |G|m. Given that |G| = O(2q

2

) if G is the Cli�ord group [19], this

means that the number of sequences
~G grows exponentially in both sequence length m

and number of qubits q. We can �nd a way out of this unsatisfactory situation by realizing

that we must not know pm exactly but rather can compute some empirical estimate pm,N
by sampling N sequences uniformly at random and averaging only over those. Using the

law of large numbers in a quantitative form, such as the Hoe�ding inequality [21], and

recognizing that pm is the mean of a bounded random variable (for allm and q) we see that

we can approximate pm with a resource cost independent of q andm, making the protocol

e�cient in theory. However the actual resource costs stemming from this argument are

impractically high, and we will expend a lot of energy in chapter 6 to get this resource

cost down to a level that is actually feasible in experiments.

So in summary, the randomized benchmarking protocol is e�cient both in the complexity

theoretic sense and in the practical sense, provided some extra statistical work is done

and provided the group being benchmarked is e�ciently tractable (the Cli�ord group be-

ing the prime example of such a group).
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Robustness: The randomized benchmarking protocol is subject to a number of assump-

tions. We have already made explicit two of these, namely the gate-independent noise

assumption and the 2-design assumption. One can see that these two assumptions exhibit

di�erent levels of ‘danger’. The 2-design assumption is not an assumption made on the

quantum device being benchmarked but rather is baked into the design of the protocol

itself. If one has chosen the correct gateset, and can sample from this gateset in a correct

manner (both of which are requirements that do not depend on the quantum device being

tested) then the 2-design assumption will be satis�ed. It is therefore very hard to break

this assumption without being aware of doing so.

The gate-independent noise assumption on the other hand is much more problematic. It

is critical to the derivation in lemma 4.1, and is moreover unlikely to be satis�ed in an ex-

perimental setting because (a) di�erent types of gates will typically su�er from di�erent

types of noise: in many platforms for instance the 2-qubit gates such as the CNOT gates

will have a much higher noise level than the single qubit gates , and (b) general Cli�ord

gates will not be implemented directly but rather composed out of generator operations

(see de�nition 6). This means that di�erent Cli�ord gates will have di�erent associated

noise maps even if the generators all have equal noise.

To make matters worse, the randomized benchmarking protocol is not robust to violations

of the assumption of gate independent noise. To see this consider the simple example

where every gate G ∈ G has an implementation EGG with EG being precisely the inverse

of G; that is EG = G†. This means that every every gate will be implemented as e�ectively

the identity. As one can easily infer from the RB protocol description in this case we would

have pm a constant for all sequence lengthsm. The naive conclusion drawn would be that

the depolarizing parameter f and hence the average gate �delity is equal to 1. However

the implemented gates are clearly not perfect! It is also possible to �nd less nefarious

examples of gate dependent noise where randomized benchmarking gives mistaken con-

clusions [22]. The above example is part of a class of noise models called ’Markovian

noise’. Here the assumption is made that associated to every gate G ∈ G there is a unique

CPTP map EG such that G is implemented as EGG. The lack of robustness of RB against

violations of the gate-independent noise assumption was already recognized in the initial

proposals for RB [3] where an updated model taking into account gate dependent noise

was proposed. This model was critiqued and subsequently improved in [22, 23] leading to

a much more robust analysis of randomized benchmarking. In this analysis randomized

benchmarking data can always be �tted to a single exponential decay provided the noise

is Markovian and the gate dependence not too strong (in a well speci�ed sense), and the

decay constant can be interpreted as the average �delity of the average noise between two

random gates. This analysis is too sophisticated for this introductory chapter but we will

revisit it in chapter 8 where we will generalize it to a broader class of RB style protocols.

Lastly we note that Markovian noise is not the most general noise model possible, we

could for instance let the map EG depend on the time at which G is applied, or let it de-

pend on which gates have been applied before G. Such more general noise model are

collectively called ’non-Markovian’. This type of noise is something that actually occurs
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in experiments [24], and it is unclear how randomized benchmarking (or any other type

of diagnostic tool) can really be made robust against non-Markovianity. Some research in

this direction has been done [25] and we suspect interesting things can be said by con-

sidering non-Markovian but restricted noise models that are sourced from experimental

practice.

There are some other, less explicitly stated assumptions underlying the workings of ran-

domized benchmarking. The �rst is the assumption that the measurement POVM {Q,1−
Q} and the input state ρ do not depend on the drawn sequence

~G. Violation of this as-

sumption can be considered a form of non-Markovianity. However this assumption is not

always respected in real devices, where the quality of a measurement can change as the

sequence length increases, due to e.g. heating e�ects [26, 27]. The second is the assump-

tion of CPTP-ness of the implementations of the gates G. In particular the trace preserv-

ing property of the implementation is often not respected. This phenomenon is known as

leakage in the experimental literature and it occurs when the qubit (or qubits) being bench-

marked has extra, non-computational, degrees of freedom. This could for instance be a

nearby energy level (as in superconducting qubits [28]) , or an extra spin degree of free-

dom (as in NV centers [29]). This leakage can be characterized separately [30] and taken

into account when performing randomized benchmarking. However, some subtleties arise

when the measurement POVM also has access to these hidden degrees of freedom. This

is for instance the case in superconducting qubits and there is no rigorous framework for

dealing with this scenario (but see for instance [31] for some work in this direction).

This concludes our initial discussion of randomized benchmarking. Next we will discuss

a related protocol called unitarity randomized benchmarking.

4.2. The unitarity randomized benchmarking pro-
tocol

The unitarity randomized benchmarking protocol (introduced �rst in [5]) is a protocol

derived from standard randomized benchmarking, using many of the same ideas. The goal

of URB is to measure the unitarity of the gates in a gateset G. It shares the strengths of RB,

in that it delivers this estimate of the unitarity in a manner that is independent of SPAM

errors. It also shares some of the weaknesses of RB, in that we must assume that each

gate in the gateset is implemented with approximately the same noise in other to reliable

extract a number we might feasibly call the unitarity. Moreover, it is less clear that the

URB protocol is actually scalable in the number of qubits. It is possible to write down a

scalable implementation of the URB protocol but this requires the use of ancilla qubits and

moreover some strong assumptions on the structure of the noise a�ecting the gates. There

are also non-scalable versions of the protocol that do not need these extra assumptions.

We will discuss the di�erences between these implementations in more detail in chapter 7.

4.2.1. The protocol
In this section we discuss a bare bones version of the URB protocol. We will skip over

some of the more thorny aspects of its practical implementation, leaving these for a more
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detailed discussion in chapter 7 where we propose an adapted version of the URB protocol

and perform a detailed analysis of this adapted protocol.

The URB protocol works similar to the standard RB protocol with some key modi�cations.

We begin by sampling a sequence of random gates
~G of length m from the gateset G.

We then apply these to a state ρ and measure, obtaining some probability pm(~G). Note

however that we have not inverted the sequence of gates back to the identity, as we did

in standard RB. We repeat this procedure for many sequences
~G and �nally compute the

average of the squares qm = E~G(p2
m(~G)). This squaring of the probabilities is a second

key di�erence between URB and standard RB. Finally we repeat this procedure for many

di�erent sequence lengths m and �t the resulting data to the model

qm =fit Au
m−1 +B (4.15)

We shall see in the next section that the �tting parameter u, under some assumptions, can

be seen as the unitarity of the gates in the gateset G. We give a more detailed outline of

the protocol in �g. 4.2.

1. Choose a random sequence
~G = (G1, . . . , Gm) of m. gates independently

and uniformly at random from the gateset G.

2. Prepare q qubits in a state ρ.

3. For t = 1, . . . ,m, apply the gate Gt to ρ.

4. Measure the expectation value pm(~G) of some POVM element Q to a suit-

able precision (By repeating 1-3 for the same sequence L times).

5. Repeat steps 1–5 a total of N times to estimate

qm = |G|−m
∑

~G∈Gm
p2
m(~G)

to a suitable precision. We call the empirical average over the N sampled

Cli�ord sequences qm,N .

6. Repeat steps 1–6 for multiple values of m and �t to the decay model

qm =fit Au
m−1 +B

extracting �t parameters A,B and u.

Figure 4.2: The Unitarity Randomized Benchmarking Protocol.

Throughout the rest of this thesis we shall refer to the number qm(~G) = p2
m(~G) as the

sequence purity (of the sequence
~G) and to qm as the average sequence purity.
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4.2.2. Derivation of the fit model
In this section we will justify the �tting model given in eq. (4.15). We will make the

same assumptions we made in the standard RB protocol, namely the assumption of gate-

independent noise (de�nition 22) and the assumption that G is a 2-design (de�nition 23).

With these two assumptions we can derive the following lemma:

Lemma 4.2 (URB �tting model). Let G be a �nite group that is also a 2-design, and let E
be a quantum channel such that for every gateG ∈ G there is an implementation G̃ = EG
of G. For some input state ρ and two-component output POVM {Q,1−Q} we now have

that the average sequence purity

qm = |G|−m
∑

~G∈Gm
p2
m(~G),

with pm(~G) = 〈〈Q|G̃m . . . G̃1|ρ〉〉 is of the form

qm = Aum−1 +B, (4.16)

where u = u(E) is the unitarity of the map E and the parameters A,B depend only on

SPAM (ρ and Q).

Proof. We begin by explicitly writing out the average sequence purity qm:

qm = |G|−m
∑

~G∈Gm
〈〈Q|G̃m . . . G̃1|ρ〉〉2, (4.17)

= |G|−m
∑

~G∈Gm
〈〈Q⊗2|E⊗2G⊗2 · · · E⊗2G⊗2

1 |ρ〉〉, (4.18)

where we have used the gate-independent noise assumption as well as the basic fact that

Tr(A) Tr(B) = Tr(A⊗B) for all linear operators A,B. Now we use the linearity of the

trace to rewrite this as

qm = 〈〈Q|
[
E⊗2 1

|G|
∑

G∈G
G⊗2

]m
|ρ〉〉. (4.19)

Next, we recognize that since G is a representation of G, so is G⊗2
. This means we can

apply the techniques from chapter 3 to analyze the above equation. In particular we will

use the corollary of the projection formula (lemma 6.2) given in eq. (3.22), which states

that

1

|G|
∑

G∈G
G⊗2 = Ptriv, (4.20)

where Ptriv is the projection onto the subspace carrying the trivial subrepresentations of

G⊗2
. Using corollary 3.1 and the assumption that G is a 2-design we can characterize this

projector as

Ptriv = |σ⊗2
0 〉〉〈〈σ⊗2

0 |+
∣∣∣∣

1√
|σq|

∑

σ∈σq
σ⊗2

〉〉〈〈
1√
|σq|

∑

σ∈σq
σ⊗2

∣∣∣∣. (4.21)



4.2. The unitarity randomized benchmarking protocol

4

37

This means we can further rewrite the expression for qm as

qm = 〈〈Q⊗2|(PtrivE⊗2Ptriv)m−1|ρ⊗2〉〉 = 〈〈Q⊗2|Mm−1|ρ⊗2〉〉, (4.22)

where we absorbed the E† factor into Q and where M = PtrivE⊗2Ptriv is a rank two

matrix. Using the de�nition of Ptriv we can �nd the non-zero components ofM as

M00 = 〈〈σ⊗2
0 |E⊗2|σ⊗2

0 〉〉 = 1, (4.23)

M01 = 〈〈σ⊗2
0 |E⊗2| 1√

|σq|
∑

σ∈σq
σ⊗2〉〉 = 0, (4.24)

M10 = 〈〈 1√
|σq|

∑

σ∈σq
σ⊗2|E⊗2|σ⊗2

0 〉〉 =
1√
|σq|

∑

σ∈σq
Tr(σE(σ0))2, (4.25)

M11 = 〈〈 1√
|σq|

∑

σ∈σq
σ⊗2|E⊗2| 1√

|σq|
∑

σ∈σq
σ⊗2〉〉 =

1

|σq|
Tr(EuE†u) = u(E), (4.26)

where we used the fact that E is trace preserving and the de�nition of the unitarity. Note

thatM is a lower-triangular matrix with eigenvalues u, 1. This meansMm−1
is also a

lower triangular matrix with eigenvalues 1, um−1
. Feeding this back into the expression

for qm we obtain the stated �tting relation. �

4.2.3. Discussion
Similarly to randomized benchmarking, URB has advantages and weaknesses that can be

assessed using the criteria proposed in chapter 1. Since URB is structurally quite similar to

RB we will not repeat the much of the discussion of section 4.1 but rather point out where

URB di�ers substantially from RB. We will again discuss only the criteria we consider the

most relevant, namely the e�ciency of the protocol and its robustness.

E�ciency There are again two things to consider: classical computational resources and

quantum (sampling) costs. The classical resources needed do for URB do not signi�cantly

di�er from those needed for standard RB (provided the gateset used is the Cli�ord group),

so we will not repeat this discussion. With regards to the quantum resources needed,

in particular the amount of times the device must be measured to obtain enough data

for statistical inference, there is a subtlety that makes the URB protocol as introduced in

�g. 4.2 non-scalable in the number of qubits q. To see this we must dive into the proof of

lemma 4.2, investigating theM11 component of the matrixM given in eq. (4.26). This is

the matrix component that contributes the parameter u(E), i.e. the unitarity, to the �tting

relation eq. (4.15). However, as one can surmise from the structure of the matrixM, the

prefactor A in eq. (4.15) is given by

A =
1

|σq|
〈〈Q|

∑

σ∈σq
σ⊗2〉〉〈〈

∑

σ∈σq
σ⊗2|ρ⊗2〉〉 (4.27)

for any input state ρ and POVM element Q. We will not prove it here but it can be seen

(see for instance proposition 7.8 in chapter 7) that A scales as O(2−q/2) for any state ρ
and POVM element Q . This means that the prefactor A will become small exponentially
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quickly as we increase the number of qubits. Hence the signal from which we want to

extract an exponential decay becomes small as well, meaning we need to know each data

point exponentially (in q) precise. This means the amount of times we must query the

quantum system (in order to reconstruct the probabilities pm(~G)) grows rapidly with q.

Thus the URB protocol is, as stated, not scalable in the number of qubits q. However it

will be in practice e�cient enough to use for systems of not too many qubits (say 10). It is

possible to write down a version of the URB protocol that avoids this issue and is explicitly

scalable with respect to q but it requires two copies of the device under investigation, the

ability to create entanglement between these devices and moreover that we make extra

assumptions on the noise a�ecting the quantum devices. We will discuss this scalable pro-

tocol in more detail in chapter 7.

Robustness The URB protocol, as it is presented above, also relies on the assumption

of gate-independent noise for its proper functioning. However what happens when this

assumption is broken has been studied far less than in the case of standard RB. Therefore

it is not clear how robust unitarity randomized benchmarking is in the presence of gate-

dependent noise. One way to make progress in this regard is by noting that URB can be

seen as a special case of the extended randomized benchmarking protocol discussed in

chapter 8. Hence the robustness results we derive in chapter 8, which deal with the case

of Markovian noise, also hold for URB. However some interpretative issues remain here.



5
Representation theory of

the Clifford group

The q-qubit Cli�ord group, that is, the normalizer of the q-qubit Pauli group in U(2q), is a
fundamental structure in quantum information with a wide variety of applications. We char-
acterize all irreducible subrepresentations of the two-copy representation ϕ⊗2 of the Cli�ord
group on the two-fold tensor product of the space of linear operatorsM⊗2

2q . In chapter 6 and
chapter 7 we will use this decomposition to analyze the statistics of randomized benchmarking
and unitarity randomized benchmarking.

This chapter has been published, with minor changes, in J. Helsen, J.J. Wallman & S. Wehner, Representation
theory of the mulitqubit Cli�ord group, Journal of Mathematical Physics, 59 072201 (2018)
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5.1. Introduction
Symmetric structures, encoded as groups, play a fundamental role in the study of quantum

information theory and quantum mechanics in general. The Pauli group and its normal-

izer, the Cli�ord group, are particularly important in quantum information, with appli-

cations such as quantum error-correcting codes [1], quantum tomographic methods [2],

and quantum data hiding [3]. Furthermore, operations within the Cli�ord group can be

e�ciently simulated [4] and the Cli�ord group is a unitary 2-design [3], that is, averages

over the fundamental representation of the Cli�ord group reproduce the �rst two mo-

ments of the Haar average over the full unitary group [5]. These properties make the

Cli�ord group useful for characterization protocols for quantum systems such as random-

ized benchmarking [6].

A subgroup of the unitary group (in our case the Cli�ord group) is a unitary t-design if the

irreducible subrepresentations of t tensor copies of its standard representation are in one-

to-one correspondence with the irreducible subrepresentations of the same construction

involving the the full unitary group [7]. This equivalent de�nition is useful because the

tensor representations of the unitary group are well understood via Schur-Weyl duality [8].

Recently it has been shown that the q-qubit Cli�ord group is also a unitary 3-design [9, 10].

However, simultaneously it was shown that the multi-qubit Cli�ord group is not a unitary

4-design. Consequently, the representation of 4 tensor copies of the standard representa-

tion of the Cli�ord group di�ers from the same construction using the unitary group. In

this chapter we will analyze a closely related representation of the Cli�ord group which

we call the two-copy representation. This representation is the tensor product of two ten-

sor copies of the standard representation and two tensor copies of the dual of the standard

representation. The structure of the two-copy representation of the single-qubit Cli�ord

group was analyzed in [11] and used to analyze the statistical performance of randomized

benchmarking.

In this chapter we provide a complete analysis of the two-copy representation of the multi-

qubit Cli�ord group for any number of qubits. In chapter 6 and chapter 7 we use these

results to analyze multi-qubit randomized benchmarking and unitarity randomized bench-

marking, leading to a substantial reduction in the amount of data required to obtain rig-

orous and precise estimates using these procedures.

5.2. Thetwo-copyrepresentationofthemulti-qbit
Clifford group

We begin by de�ning what we mean by the two-copy representation of the Cli�ord group.

In order to do this we must �rst set some notation regarding the Pauli matrices (de�ni-

tion 4). Recall from chapter 2 that the set of normalized Pauli matrices σq (see eq. (2.14),

together with the normalized identity σ0 forms an orthonormal basis (with respect to the

Hilbert-Schmidt inner product) for the Hilbert spaceMd (for d = 2q). For convenience

we will de�ne σ̂q := σq ∪{σ0}. We will denote the elements of the set σq by Greek letters
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(σ, τ, ν, ...). For the case of a single qubit we denote the normalizedX,Y, Z Pauli matrices

by σX , σY , σZ . We also, for later convenience, introduce the normalized matrix product

of two normalized Pauli matrices as

σ · τ :=
√
dστ σ, τ ∈ σ̂q. (5.1)

Note that σ · τ ∈ ±σ̂q if [σ, τ ] = 0 and iσ · τ ∈ ±σq if {σ, τ} = 0. Lastly we de�ne the

following parametrized subsets of σq and σ̂q . For all τ ∈ σq we de�ne

N τ := {σ ∈ σq | {σ, τ} = 0}, (5.2)

Cτ := {σ ∈ σq\{τ} | [σ, τ ] = 0}, (5.3)

Ĉτ := {σ ∈ σ̂q | [σ, τ ] = 0}. (5.4)

Note that we have |Ĉτ | = |N τ | = d2

2 and Ĉτ and N τ are disjoint for all τ ∈ σq . With

regard to these sets we can also prove the following lemma which will be useful in later

derivations:

Lemma 5.1. Let τ, τ ′ ∈ σq and τ 6= τ ′. The following equalities hold

|N τ ∩ Ĉτ ′ | = |Ĉτ ∩ Ĉτ ′ | = |Ĉτ ∩N τ ′ | = |N τ ∩N τ ′ | =
d2

4
. (5.5)

Also for all τ ∈ σq we have

|Nσ0
∩ Ĉτ | = |Nσ0

∩N τ | = 0, (5.6)

|Ĉσ0
∩ Ĉτ | = |Ĉσ0

∩N τ | =
d2

2
. (5.7)

Proof. Let τ, τ ′ ∈ σq and τ 6= τ ′. We begin by noting that N τ is the complement of Ĉτ

in σ̂q and that |Ĉτ | = |N τ | = d2

2 for all τ ∈ σq . This allows us to make the following

statements

|Ĉτ ∩ Ĉτ ′ |+ |N τ ∩ Ĉτ ′ | =
d2

2
, |Ĉτ ∩ Ĉτ ′ |+ |Ĉτ ∩N τ ′ | =

d2

2
, (5.8)

|N τ ∩ Ĉτ ′ |+ |N τ ∩N τ ′ | =
d2

2
, |Ĉτ ∩N τ ′ |+ |N τ ∩N τ ′ | =

d2

2
. (5.9)

We can solve this system of equations to obtain

|Ĉτ ∩ Ĉτ ′ | = |N τ ∩N τ ′ |, (5.10)

|N τ ∩ Ĉτ ′ | =
d2

2
− |N τ ∩N τ ′ |, (5.11)

|Ĉτ ∩N τ ′ | =
d2

2
− |N τ ∩N τ ′ |. (5.12)

The rest of the argument will proceed by induction on the number of qubits q (recall that

d = 2q). For q = 1 we have that

|N τ ∩N τ ′ | = |{τ ′, iτ · τ ′} ∩ {τ, iτ · τ ′}| = |{iτ · τ ′}| = 1 =
22

4
. (5.13)
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From eqs. (5.10) to (5.12) we then have that

|N τ ∩ Ĉτ ′ | = |Ĉτ ∩ Ĉτ ′ | = |N τ ∩ Ĉτ ′ | = |N τ ∩N τ ′ | = 1. (5.14)

Now assume eq. (5.5) to hold up to q − 1. For τ ∈ σq we can write

N τ =
(
N τ1 ⊗ Ĉτq−1

)
∪
(
Ĉτ1 ⊗N τq−1

)
, τ1 ∈ σ̂1, τq−1 ∈ σq−1, s.t. τ1 ⊗ τq−1 = τ.

(5.15)

Where byA⊗B we meanA⊗B := {a⊗ b ‖ a ∈ A, b ∈ B}. Now we can write

|N τ ∩N τ ′ | =
∣∣∣∣
[(
N τ1 ⊗ Ĉτq−1

)
∪
(
Ĉτ1 ⊗N τq−1

)]
∩
[(
N τ ′1

⊗ Ĉτ ′q−1

)
∪
(
Ĉτ ′1
⊗N τ ′q−1

)]∣∣∣∣

=

∣∣∣∣
(
{σ0} ⊗ (N τq−1

∩N τ ′q−1
)
)
∪
(
{iτ1 · τ ′1} ⊗ (Ĉτq−1

∩ Ĉτ ′q−1
)
)

∪
(
{τ1} ⊗ (N τq−1

∩ Ĉτ ′q−1
)
)
∪
(
{τ ′1} ⊗ (Ĉτq−1

∩N τ ′q−1
)
) ∣∣∣∣

=
d2

4
, (5.16)

where the last line holds by the induction hypothesis and the fact that all sets in the equa-

tion are disjoint. This proves the �rst half of the lemma. Now take τ ∈ σq and consider the

sets Nσ0 , Ĉσ0 . It is trivial to see that Nσ0 = ∅ and Ĉσ0 = σ̂q . Since |N τ | = |Ĉτ | = d2

2
the second half of the lemma also follows. �

As mentioned above, σ̂q forms an orthonormal basis forMd. We can de�ne a represen-

tation ϕ of the Cli�ord group by its action by conjugation on this basis, we have

ϕ : Cq →Md : C 7→ ϕ(C)σ = CσC†, σ ∈ σ̂q, (5.17)

This representation is the Liouville representation of the Cli�ord group, as discussed in

chapter 3. We will refer to this representation as the ’one-copy’ representation, for reasons

that will immediately become obvious.

Note that we have for all C ∈ Cq and σ ∈ σ̂q that ϕ(C)σ = ±τ for some τ ∈ σ̂q .
This means that in the basis σ̂q the Cli�ord group is represented by signed permutation

matrices. Note also that the action of the Cli�ord group through ϕ is transitive on σq [12].

Now we de�ne analogously the two-copy representation of the q-qubit Cli�ord group Cq
on the Hilbert spaceMd ⊗Md =M⊗2

d (hence the name two-copy representation). We

de�ne ϕ⊗2
with respect to its action on the basis

B = {σ0 ⊗ σ0, σ0 ⊗ σ, σ ⊗ σ0, σ ⊗ τ ‖ σ, τ ∈ σq}, (5.18)

ofM⊗2
d . We de�ne the action of ϕ⊗2

on B as

ϕ⊗2(C)σ ⊗ τ =
(
CσC†

)
⊗
(
CτC†

)
, σ ⊗ τ ∈ B. (5.19)

Note that this representation is equivalent to the representation C ⊗ C∗ ⊗ C ⊗ C∗. For

brevity we will often forget about the tensor product symbol and write σ⊗τ as στ when it

is clear from the context. Note that in the basis B the action of a Cli�ord element C ∈ Cq
again takes the form of a signed permutation matrix. The rest of this chapter will be con-

cerned with identifying the irreducible subrepresentations of ϕ⊗2
.
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5.3. Finding the irreducible representations
The characterization of the two-copy representation of the Cli�ord group for multiple

qubits is more complicated than the single-qubit case considered previously [11] because

non-trivial elements of the multi-qubit Pauli group can commute, while others can anti-

commute and these relations must be preserved under the action of the Cli�ord group [12].

This section will be composed of several lemmas, ultimately culminating in theorem 5.1.

In these lemmas we will introduce a variety of subspaces ofM⊗2
d and prove that they all

carry subrepresentations of ϕ⊗2
. In theorem 5.1 we will then exactly characterize which

of the subspaces carry irreducible subrepresentations. We begin by calculating how many

subrepresentations we require for each q. The following lemma, proven in [9], character-

izes the inner product with itself of the character χϕ⊗2 of the two-copy representation of

the Cli�ord group.
∗

Lemma 5.2. Let Cq be the q-qubit Cli�ord group and ϕ⊗2
its two-copy representation

with character χϕ⊗2 . The character inner of this representation with itself is

〈χϕ⊗2 , χϕ⊗2〉 =





15 q = 1

29 q = 2

30 q ≥ 3.

(5.20)

By lemma 3.3, this number provides an upper limit to how many (in)equivalent irreducible

subrepresentations the representation ϕ⊗2
can contain. We will now, over the course of

several lemmas (lemmas 5.4 to 5.6, 5.8 and 5.9), divide the spaceM⊗2
d into subspaces car-

rying subrepresentations of ϕ⊗2
. This will eventually culminate in theorem 5.1 where we

prove that all the subrepresentations derived in lemmas 5.4 to 5.6, 5.8 and 5.9 are in fact

irreducible.

We continue by de�ning subspaces of the spaceM⊗2
d (spanned by B) that carry subrep-

resentations of Cq . Not all of these spaces will carry irreducible representations, these will

be divided further in lemmas 5.4 to 5.6, 5.8 and 5.9.

De�nition 24. Let B be the basis forM⊗2
d as in eq. (5.18) and de�ne the vectors

Aσ,τ :=
1√
2

(στ − τσ), (5.21)

Sσ,τ :=
1√
2

(στ + τσ) (5.22)

∗
Technically the character inner product of the representation C⊗4

rather than C⊗C∗⊗C⊗C∗ is calculated

in [9], but it can be easily seen that the character inner product is invariant under complex conjugation of some

or all tensor factors of the representation.



5

44 5. Representation theory of the Clifford group

for σ, τ ∈ σq and σ 6= τ . We de�ne the following subspaces ofM⊗2
d :

Vid := Span{σ0σ0}, (trivial)

Vr := Span{σ0τ ‖ τ ∈ σq}, (right adjoint)

Vl := Span{τσ0 ‖ τ ∈ σq}, (left adjoint)

Vd := Span{ττ ‖ τ ∈ σq}, (diagonal sector)

V[S] := Span
{
Sσ,τ ‖ σ ∈ Cτ , τ ∈ σq

}
, (symmetric commuting sector)

V{S} := Span
{
Sσ,τ ‖ σ ∈N τ , τ ∈ σq

}
, (symmetric anti-commuting sector)

V[A] := Span
{
Aσ,τ ‖ σ ∈ Cτ , τ ∈ σq

}
, (antisymmetric commuting sector)

V{A} := Span
{
Aσ,τ ‖ σ ∈N τ , τ ∈ σq

}
. (antisymmetric anti-commuting sector)

These spaces do not all carry irreducible subrepresentations of ϕ⊗2
but they do all carry

subrepresentations. This is proven in the following lemma:

Lemma 5.3. All spaces W de�ned in de�nition 24 carry a subrepresentation of the rep-

resentation ϕ⊗2
of the Cli�ord group Cq , that is

ϕ⊗2(C)W ⊂W ∀C ∈ Cq. (5.23)

Note that W may be empty for q = 1, in which case the statement holds trivially.

Proof. First note that Cσ0C
† = σ0 for all C ∈ Cq and that for any C ∈ Cq and σ ∈ σq

there exists a τ ∈ σq such that CσC† = ±τ . This means the spaces Vid, Vr, Vl and Vd

carry a subrepresentation of ϕ⊗2
. Note also that we have

ϕ⊗2(C)Sσ,τ = SCσC†,CτC† C ∈ Cq, (5.24)

ϕ⊗2(C)Aσ,τ = ACσC†,CτC† C ∈ Cq, (5.25)

for all σ, τ ∈ σq and σ 6= τ and also

{CσC†, CτC†} = 0 ⇐⇒ {σ, τ} = 0 C ∈ Cq, (5.26)

[CσC†, CτC†] = 0 ⇐⇒ [σ, τ ] = 0 C ∈ Cq (5.27)

for all σ, τ ∈ σ̂q . From these equations it is easy to see that V[S], V{S}, V[A] and V{A} carry

subrepresentations of ϕ⊗2
as well. �

Note that since Vid is a trivial representation it is automatically irreducible. Over the

next few lemmas we will further characterize the other spaces de�ned in de�nition 24,

beginning with the diagonal sector, i.e. the space Vd.
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Lemma 5.4 (Diagonal sector). Take the space Vd as de�ned in de�nition 24 and de�ne

the following 3 subspaces

V0 := Span



w ∈ Vd ‖ w =

1√
d2 − 1

∑

σ∈σq
σσ



 (5.28)

V1 := Span



v ∈ Vd ‖ v =

∑

σ∈σq
λσσσ,

∑

σ∈σq
λσ = 0,

∑

σ∈Nτ

λσ = −d
2
λτ , ∀τ ∈ σq





(5.29)

V2 := Span



v ∈ Vd ‖ v =

∑

σ∈σq
λσσσ,

∑

σ∈σq
λσ = 0,

∑

σ∈Nτ

λσ =
d

2
λτ , ∀τ ∈ σq




(5.30)

with |V1| = d(d+1)
2 − 1 and |V2| = d(d−1)

2 − 1. We have the following statements

• For q = 1 the spaces V0 and V1 carry irreducible subrepresentations of ϕ⊗2
and

V2 = ∅.

• For q ≥ 2 the spaces V0, V1 and V2 carry irreducible subrepresentations of ϕ⊗2
.

Proof. The special case of q = 1 was treated in [11]. We will treat the case q ≥ 2. We begin

by establishing that the space Vd = Span{σσ ‖ σ ∈ σq} has exactly three subspaces

carrying inequivalent subrepresentations of ϕ⊗2
. One can see this by considering the

character χd of ϕ⊗2
restricted to Vd. It is easy to see by direct calculation that for all

C ∈ Cq we haveχd(C) = F (C) whereF (C) is the number of non-identity Pauli matrices

�xed under conjugation byC up to a sign. This means the character inner product 〈χd, χd〉
is given by

〈χd, χd〉 =
1

|C|
∑

C∈Cq
F (C)2. (5.31)

By a generalized version of Burnside’s Lemma (see [9]) we can relate this to the number

of orbits of the Cli�ord group (up to signs) on the set σq × σq . These orbits were char-

acterized in [9] which yielded 〈χd, χd〉 = 3 for q ≥ 2. This means, by lemma 3.3, that

Vd must contain exactly three inequivalent irreducible subrepresentations (all with multi-

plicity one). It is easy to see that V0 carries a trivial subrepresentation by noting that ϕ⊗2

acts as a permutation on the basis of Vd. Hence we can write Vd = V0 ⊕ Vorth where

Vorth := Span



v ∈ Vd ‖ v =

∑

σ∈σq
λσσσ,

∑

σ∈σq
λσ = 0



 . (5.32)

Because of the character argument given above we know this space must decompose into

exactly two orthogonal subspaces V1, V2 which carry irreducible inequivalent subrepre-

sentations of ϕ⊗2
. We now characterize these subrepresentations. We de�ne the linear
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map T : Vd → Vd by its action on the basis of Vd. For all τ ∈ σq we have

T (ττ) :=
∑

σ∈Nτ

σσ. (5.33)

It is easy to see that this map commutes with the action of ϕ⊗2
on Vd. Hence, by the

character argument above and Schur’s lemma theorem 3.1, it must be of the form

T = a0P0 + a1P1 + a2P2, (5.34)

where P0 is the projector onto the space V0 and P1, P2 are projectors onto the eigenspaces

of T with eigenvalues a1, a2 respectively. We will label these eigenspaces V1 and V2. Note

that a1, a2 ∈ R since T is symmetric. We will also assume that a1 ≤ a2. This can always

be achieved by relabeling. By direct calculation we see that a0 = d2

2 . We �nd can a1, a2

by considering the squared operator T 2
. We can compute its matrix elements in the given

basis of Vd as

[
T 2
]
ττ ′

= 〈ττ, T 2(τ ′τ ′)〉 =
∑

σ∈Nτ′

∑

σ̂∈Nσ

〈τ, σ̂〉2 (5.35)

= |N τ ∩N τ ′ | (5.36)

=
d2

4
+
d2

4
δτ,τ ′ , (5.37)

where the last equality follows from lemma 5.1 and |N τ | = d2

2 for all τ ∈ σq . From this

characterization we can �nd the action of T 2
on v ∈ Vorth:

T 2(v) =
∑

σ∈σq
λσT 2(σσ) (5.38)

=
∑

σ∈σq


λσ

d2

2
+

∑

σ̂∈σq\{σ}
λσ̂
d2

4


σσ (5.39)

=
∑

σ∈σq

(
λσ
d2

2
− λσ

d2

4

)
σσ (5.40)

=
d2

4
v, (5.41)

where we used the de�nition of v ∈ Vorth. This means that we must have a2
1 = a2

2 = d2

4 .

There are hence two options: either a1 = a2 or a1 = −a2. We can exclude the �rst option

by noting that the operator T is traceless. Hence we must have

Tr(T ) = 0 = a0 + a1|V1|+ a2|V2| =
d2

2
+ a1|V1|+ a2|V2|, (5.42)

where |Vi| is the dimension of the space Vi. By noting that |V1| + |V2| = d2 − 2 and

that V1, V2 6= ∅ (this is a consequence of the character argument above) we �nd the only
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possible solution to be

|V1| =
d(d+ 1)

2
− 1, a1 = −d

2
, (5.43)

|V2| =
d(d− 1)

2
− 1, a2 =

d

2
. (5.44)

We can now diagonalize the operator T to �nd the description for the spaces V1, V2 given

in the lemma statement.

�

Next we establish an equivalence between the representations carried byVr andVl and two

subspaces in the symmetric and antisymmetric sectors. All four of these representations

will be equivalent to the adjoint representation of the Cli�ord group.

Lemma 5.5 (Adjoint representations). Take the vector spaces Vr, Vl as de�ned in de�ni-

tion 24. Also de�ne the vector spaces

V[adj] := Span
{
v[adj]
τ ∈ V[S] ‖ v[adj]

τ =
1√

2|Cτ |
∑

σ∈Cτ
Sσ,σ·τ , τ ∈ σq

}

(symmetric adjoint)

V{adj} := Span
{
v{adj}
τ ∈ V{A} ‖ v{adj}

τ =
1√

2|N τ |
∑

σ∈Nτ

Aσ,iσ·τ , τ ∈ σq
}

(antisym adjoint)

located in the symmetric commuting and antisymmetric anti-commuting sectors. The

spaces Vr, Vl, V{adj} and V[adj] carry equivalent irreducible representations.

Proof. Note that the representations carried by the spaces Vr, Vl are trivially equivalent to

the adjoint representation of the Cli�ord group, which is irreducible [3]. This leaves us

with the spaces V{adj} and V[adj]. We begin by noting that the spaces V[adj], V{adj} carry

subrepresentations. This is easily seen by by taking v
[adj]
τ ∈ V[adj] as de�ned in the lemma

statement and writing

ϕ⊗2(C)v[adj]
τ =

1√
2|Cτ |

∑

σ∈Cτ
SCσC†,(CσC†)·(CτC†) (5.45)

=
1√

2|Cτ |
∑

C†σC∈Cτ
Sσ,σ·CτC† (5.46)

=
1√

2|Cτ |
∑

σ∈C
CτC†

Sσ,σ·CτC† (5.47)

= v
[adj]

CτC†
∈ V[adj], (5.48)

where we used the fact that the action of the Cli�ord group preserves commutativity of

elements of the Pauli group and acts transitively on σq . We have a similar argument for
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V{adj}. Note also that the vectors spanning V[adj] as given in the lemma statement form

an orthonormal basis for V[adj]. For τ, τ ′ ∈ σq we have

〈v[adj]
τ , v

[adj]
τ ′ 〉 =

1

2|Cτ |
∑

σ∈Cτ

∑

σ̂∈Cτ′
〈Sσ,σ·τ , Sσ̂,τ ′·σ̂〉 (5.49)

=
1

2|Cτ |
∑

σ∈Cτ

∑

σ̂∈Cτ′
〈σ, σ̂〉〈σ · τ, σ̂τ ′〉

+
1

2|Cτ |
∑

σ∈Cτ

∑

σ̂∈Cτ′
〈σ · τ, σ̂〉〈σ, τ ′ · σ̂〉 (5.50)

=
1

2|Cτ |
∑

σ∈Cτ

∑

σ̂∈Cτ′
δτ,τ ′δσ,σ̂ + δτ,τ ′

1

2|Cτ |
∑

σ∈Cτ

∑

σ̂∈Cτ∩Cσ
〈σ · σ̂, τ〉2

(5.51)

=
1

2
δτ,τ ′ + δτ,τ ′

1

|Cτ |
∑

σ∈Cτ

∑

σ̂∈Cτ
δσ,σ̂ (5.52)

= δτ,τ ′ , (5.53)

where we obtained the second to last equality by using lemma 5.1 and noting that 〈σ ·
σ0, τ〉 = 0 if σ ∈ Cτ . We can make a similar argument for the vectors spanning V{adj}.
Now since |Vr| = |V[adj]| we can construct the isomorphism

θ : Vr → V[adj] : σ0τ 7→ v[adj]
τ . (5.54)

We can check that this isomorphism commutes with the action of ϕ⊗2
. We have for all

τ ∈ σq

θ(ϕ⊗2(C)σ0τ) =
1√

2|Cτ |
∑

σ∈C
CτC†

Sσ,σ·CτC† (5.55)

=
1√

2|Cτ |
∑

C†σC∈Cτ
Sσ,σ·CτC† (5.56)

=
1√

2|Cτ |
∑

σ∈Cτ
SCσC†,CσC†·CτC† (5.57)

= ϕ⊗2(C)θ(σ0τ), (5.58)

for all C ∈ Cq . This means that the spaces Vr and V[adj] carry equivalent subrepresenta-

tions of ϕ⊗2
. We can make the same argument for V{adj} and hence V[adj], V{adj}, Vr, Vl

carry equivalent irreducible representations. �

Now we turn our attention to the antisymmetric sector, i.e. the spacesV[A], V{A} as de�ned

in de�nition 24, where we can formulate the following lemma.

Lemma 5.6 (Antisymmetric sector). Take the space V{A} as de�ned in de�nition 24 and

note that it contains the space V{adj} (de�ned in lemma 5.5). Denote the orthogonal com-

plement of V{adj} in V{A} as V ⊥{adj}. We have that the subrepresentations of ϕ⊗2
carried

by V[A] and V ⊥{adj} are equivalent.
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Proof. Note that V ⊥{adj} carries a subrepresentation of ϕ⊗2
by Maschke’s lemma [13] since

V{adj} and V{A} carry subrepresentations. We will prove that the representations carried

by V ⊥{adj} and V[A] are equivalent by constructing an isomorphism between them that com-

mutes with the action of ϕ⊗2
. Note �rst that we can write down the following orthogonal

basis for V[A] as

V[A] = Span{Aσ,σ·τ ‖ σ ∈ Cτ , τ ∈ σq}. (5.59)

Now consider the following linear map (de�ned as the linear extension of its action on the

basis de�ned above) between V[A] and V{A}.

Θ : V[A] → V{A} : Aσ,σ·τ 7→
∑

σ̂∈Nτ∩Cσ
Aσ̂,iσ̂·τ −

∑

σ̂∈Nτ∩Nσ

Aσ̂,iσ̂·τ (5.60)

for all σ ∈ Cτ , τ ∈ σq . We now argue that the image of Θ is orthogonal to the space

V{adj}. We do this by direct calculation. For all ν ∈ σq and all σ ∈ Cτ , τ ∈ σq we can

calculate

√
2|N τ |〈v{adj}

ν ,Θ
(
Aσ,σ·τ

)
〉 =

∑

σ′∈Nν

∑

σ̂∈Nτ∩Cσ
〈Aσ′,iσ′·ν , Aσ̂,iσ̂·τ 〉 (5.61)

−
∑

σ′∈Nν

∑

σ̂∈Nτ∩Nσ

〈Aσ′,iσ′·ν , Aσ̂,iσ̂·τ 〉

(5.62)

=
∑

σ′∈Nν

∑

σ̂∈Nτ∩Cσ
(δσ′,σ̂ + δσ′,iσ̂·τ )δν,τ

−
∑

σ′∈Nν

∑

σ̂∈Nτ∩Nσ

(δσ′,σ̂ + δσ′,iσ̂·τ )δν,τ

(5.63)

= 2 (|Nν ∩N τ ∩Cσ| − |Nν ∩N τ ∩Nσ|) δτ,ν (5.64)

= 2 [|N τ ∩Cσ| − |N τ ∩Nσ|] δτ,ν (5.65)

= 0 (5.66)

where in the last line we used lemma 5.1 and |N τ ∩Cσ| = |N τ ∩ Ĉσ| if σ ∈ Cτ . This

means that Im(Θ) ⊂ V ⊥{adj}. We now argue that Im(Θ) = V ⊥{adj}. We �rst note that

|V ⊥{adj}| = |V[A]|. Furthermore we can show that Θ preserves orthogonality under the

Hilbert-Schmidt inner product and that Ker(Θ) = ∅. By direct calculation we have for all
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τ, τ ′ ∈ σq and σ ∈ Cτ , σ
′ ∈ Cτ ′

〈Θ
(
Aσ,σ·τ

)
,Θ
(
Aσ′,σ′·τ ′

)
〉

=
∑

σ̂∈Nτ∩Cσ
σ̂′∈Nτ′∩Cσ′

〈Aσ̂,iσ̂·τ , Aσ̂′,iσ̂′·τ ′〉 −
∑

σ̂∈Nτ∩Nσ

σ̂′∈Nτ′∩Cσ′

〈Aσ̂,iσ̂·τ , Aσ̂′,iσ̂′·τ ′〉

−
∑

σ̂∈Nτ∩Cσ
σ̂′∈Nτ′∩Nσ′

〈Aσ̂,iσ̂·τ , Aσ̂′,iσ̂′·τ ′〉+
∑

σ̂∈Nτ∩Nσ

σ̂′∈Nτ′∩Nσ′

〈Aσ̂,iσ̂·τ , Aσ̂′,iσ̂′·τ ′〉

(5.67)

=
∑

σ̂∈Nτ∩Cσ
σ̂′∈Nτ′∩Cσ′

(δσ̂′,σ̂ + δσ̂′,iσ̂·τ )δτ,τ ′ −
∑

σ̂∈Nτ∩Nσ

σ̂′∈Nτ′∩Cσ′

(δσ̂′,σ̂ + δσ̂′,iσ̂·τ )δτ,τ ′

−
∑

σ̂∈Nτ∩Cσ
σ̂′∈Nτ′∩Nσ′

(δσ̂′,σ̂ + δσ̂′,iσ̂·τ )δτ,τ ′ +
∑

σ̂∈Nτ∩Nσ

σ̂′∈Nτ′∩Nσ′

(δσ̂′,σ̂ + δσ̂′,iσ̂·τ )δτ,τ ′

(5.68)

=

(
|N τ ∩Cσ ∩Cσ′ | − |N τ ∩Cσ ∩Nσ′ |

− |N τ ∩Nσ ∩Cσ′ |+ |N τ ∩Nσ ∩Nσ′ |
)
δτ,τ ′

(5.69)

To further evaluate this expression we use the following fact. Let ν ∈ σ̂q such that σ ·σ′ ∝
ν (note that this implies that ν ∈ Ĉτ ) . We then have

∀µ ∈ σq : µ ∈ Cν ⇐⇒ µ ∈ (Cσ ∩Cσ′) ∪ (Nσ ∩Nσ′) (5.70)

∀µ ∈ σq : µ ∈Nν ⇐⇒ µ ∈ (Cσ ∩Nσ′) ∪ (Cσ ∩Nσ′). (5.71)

We use this together with the fact thatCτ ∩N τ = ∅ for all τ ∈ σq to reduce eq. (5.69) to

(|N τ ∩Cν | − |N τ ∩Nν |) δτ,τ ′ =

(
d2

2
− 1

)
δτ,τ ′(δσ,σ′ + δσ,iσ′·τ ) (5.72)

where in the last equality we used lemma 5.1 together with σ ·σ′ ∝ ν and thatN τ ∩Ĉν =
N τ ∩ Cν if ν ∈ Cτ and that Cν = σq if ν = σ0 which occurs if and only if σ = σ′.
Since 〈Aσ,iσ·τ , Aσ′,σ′·τ ′〉 = δτ,τ ′(δσ,σ′ + δσ,iσ′·τ ) this means that Θ preserves orthogo-

nality and that Ker(Θ) = ∅. Together with the fact that |V ⊥{adj}| = |V[A]| this implies that

Im(Θ) = V ⊥{adj}. This means we can restrict Θ to an isomorphism from V[A] to V ⊥{adj}.
We will abuse notation and refer to this isomorphism as Θ as well.

To prove that the representations carried by V[A] and V ⊥{adj} are equivalent we now still

have to argue that Θ commutes with ϕ⊗2
. We can do this by direct calculation. For all
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τ ∈ σq and σ ∈ Cτ and C ∈ Cq we have

Θ(ϕ⊗2(C)(Aσ,σ·τ )) = Θ(ACσC†,CσC†·CτC†) (5.73)

=
∑

σ̂∈N
CτC†∩CCσC†

Aσ̂,iσ̂·CτC† −
∑

σ̂∈N
CτC†∩NCσC†

Aσ̂,iσ̂·CτC†

(5.74)

=
∑

C†σ̂C∈Nτ∩Cσ
Aσ̂,iσ̂·CτC† −

∑

C†σ̂C∈Nτ∩Nσ

Aσ̂,iσ̂·CτC† (5.75)

=
∑

σ̂∈Nτ∩Cσ
ACσ̂C†,iCσ̂C†·CτC† −

∑

σ̂∈Nτ∩Nσ

ACσ̂C†,iCσ̂C†·CτC†

(5.76)

= ϕ⊗2(C)

( ∑

σ̂∈Nτ∩Cσ
Aσ̂,iσ̂·τ −

∑

σ̂∈Nτ∩Nσ

Aσ̂,iσ̂·τ

)
(5.77)

= ϕ⊗2(C) (Θ(Aσ,σ·τ )) . (5.78)

This proves the equivalence of the subrepresentations carried by V[A] and V ⊥{adj}. �

Note that we have not proven that the subrepresentations carried by V[A] and V ⊥{adj} are

irreducible. We will get this irreducibility for free when proving theorem 5.1.

Next up are the symmetric sectors. In order to facilitate the analysis of these spaces we

begin by proving the following technical lemma. This technical lemma allows us to draw

conclusions about the subrepresentations of ϕ⊗2
carried by subspaces of V[S] and V{S} by

considering the action of a strict subgroup of the Cli�ord group Cq on particular subspaces

of V[S] and V{S}.

Lemma 5.7 (space reduction). For every τ ∈ σq de�ne a subgroup Cτq of Cq as

Cτq := {C ∈ Cq ‖ CτC† = ±τ}. (5.79)

Also de�ne subspace V = Span{ σσ̂ ‖ σ, σ̂ ∈ σq, σ 6= σ̂} ⊂ M⊗2
d and for all τ ∈ σq

de�ne the subspace

V τ := Span{ στ σ̂τ ‖ στ , σ̂τ ∈ σq, στ · σ̂τ ∝ τ}. (5.80)

The �rst claim of the lemma is:

• The space V decomposes with respect to V τ , that is

V =
⊕

τ ′∈σq
V τ
′
. (5.81)
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Now assume that for some τ ∈ σq there exists a subspace W τ
of V τ such that

ϕ⊗2(Ĉ)W τ ⊂W τ , ∀Ĉ ∈ Cτq . (5.82)

The second claim of the lemma is:

• For all τ ′ ∈ σq there exist W τ ′ ⊂ V τ
′

such that W τ
and W τ ′

are isomorphic and

that

ϕ⊗2(C)W ⊂W, ∀C ∈ Cq, (5.83)

with

W :=
⊕

τ ′∈σq
W τ ′ . (5.84)

Proof. Note �rst that ∪τ ′∈σqV τ
′

= V and also for τ, τ ′ ∈ σq we have for all στ σ̂τ ∈ V τ ,

στ ′ σ̂τ ′ ∈ V τ
′

that

〈στ σ̂τ , στ ′ σ̂τ ′〉 = δστ ,στ′ δσ̂τ ,σ̂τ′ = δστ ,στ′ δτ,τ ′ , (5.85)

since if στ = στ ′ we must have (σ̂τ = σ̂τ ′ ⇐⇒ τ = τ ′). This immediately implies

V =
⊕

τ ′∈σq
V τ
′
. (5.86)

This proves the �rst claim of the lemma.

Now assume that there exists a τ ∈ σq such that there is a subspace W τ ⊂ V τ such that

for all Ĉ ∈ Cτq we have ϕ⊗2(Ĉ)W τ ⊂ W τ
. For all τ ′ ∈ σq we can de�ne the following

subset Sτ ′ of Cq :
Sτ ′ := {C ∈ Cq ‖ CτC† = ±τ ′}. (5.87)

Because the Cq acts transitively on σq this set is never empty. Now for every C ∈ Sτ ′ we

can de�ne the subspace WC
as

WC,τ ′ := {ϕ⊗2(C)v ‖ v ∈W τ}. (5.88)

Note that for every C ∈ Sτ ′ we have WC,τ ′ ⊂ V τ ′ . We also have for C1, C2 ∈ Sτ ′ that

C†1C2 ∈ Cτq , (5.89)

C†2C1 ∈ Cτq . (5.90)

The �rst equation implies that

ϕ⊗2(C†1)ϕ⊗2(C2)W τ ⊂W τ =⇒ ϕ⊗2(C†1)WC2,τ
′ ⊂W τ , (5.91)

which we can left-multiply by ϕ⊗2(C1) to get

WC2,τ
′ ⊂WC1,τ

′
. (5.92)
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We can repeat this reasoning with C2, C1 interchanged to obtain WC2,τ
′ ⊂ WC1,τ

′
and

thus

WC1,τ
′

= WC2,τ
′
, ∀C1, C2 ∈ Sτ ′ , (5.93)

for all τ ′. Let us label this single subspace by W τ ′
. Note that since W τ ⊂ V τ for all

τ ∈ σq the spaces W τ ,W τ ′
are orthogonal for τ 6= τ ′. Hence we can consider the space

W =
⊕

τ∈σq
W τ . (5.94)

Now take w ∈W . We can write

w =
∑

τ∈σq
vτ , vτ ∈W τ . (5.95)

Now for all C ∈ Cq and τ ∈ σq there exist unique vectors uτ
′ ∈ V τ ′ with τ ′ = ±CτC†

such that

ϕ⊗2(C)w =
∑

τ∈σq
ϕ⊗2(C)vτ =

∑

τ ′∈σq
uτ
′ ∈W, (5.96)

which proves the lemma.

�

Next we turn our attention to the symmetric commuting sector i.e., the space V[S]. We will

decompose this space by using a curious connection between the representation ϕ⊗2
of

Cq on V[S] and the representation ϕ⊗2
of Cq−1 (the Cli�ord group on q − 1 qubits) on its

diagonal sector V q−1
d . We have the following lemma.

Lemma5.8 (Symmetric commuting sector). Take the spaceV[S] as de�ned in de�nition 24,

the space V[adj] as de�ned in lemma 5.5 and de�ne the spaces

V[1] :=
⊕

τ∈σq
V τ[1], V[2] :=

⊕

τ∈σq
V τ[2], (5.97)

where for all τ ∈ σq

V τ[1] := Span

{
vτ ∈ V[S] ‖ vτ =

∑

σ∈Nτ

λσSσ,iσ·τ ,
∑

σ∈Cτ∩Nν

λσ = −d
4
λν , ∀ν ∈ Cτ

}
,

(5.98)

V τ[2] := Span

{
vτ ∈ V[S] ‖ vτ =

∑

σ∈Nτ

λσSσ,iσ·τ ,
∑

σ∈Cτ∩Nν

λσ =
d

4
λν , ∀ν ∈ Cτ

}
.

(5.99)

Note that V[1], V[2] and V[adj] are subspaces of V[S]. We have the following:

• For q = 1 we have V[S] = ∅ and hence V[1] = V[2] = V[adj] = ∅.
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• For q = 2 we have V[S] = V[adj]⊕V[1] and V[2] = ∅. The spaces V[adj] and V[1] carry

irreducible subrepresentations of ϕ⊗2
.

• For q ≥ 3 have V[S] = V[adj] ⊕ V[1] ⊕ V[2]. The spaces V[adj], V[1] and V[2] carry

irreducible subrepresentations of ϕ⊗2
.

Proof. We begin the proof by noting that the space V[S] can be block decomposed in the

following way

V[S] =
⊕

τ∈σq
V τ[S], (5.100)

with

V τ[S] := Span {Sσ,σ·τ ‖ σ ∈ Cτ , τ ∈ σq} . (5.101)

Using lemma 5.7 we can, to �nd subspaces of V[S] carrying subrepresentations of ϕ⊗2
,

restrict ourselves to �nding, for some τ ∈ σq , subspaces of V τ[S] that are invariant under the

representation ϕ⊗2
restricted the subgroup Cτq ⊂ Cq where Cτq is de�ned as in lemma 5.7.

For the purposes of this proof we choose τ = σZσ0. This means that we can write any

σ̂ ∈ Cτ as

σ̂ = σZσ or σ0σ, σ ∈ σq−1, (5.102)

with σq−1 the normalized, hermitian, non-identity Pauli elements on q − 1 qubits. We

also recall the de�nition of the diagonal sector on q − 1 qubits:

V q−1
d := Span{ σσ ‖ σ ∈ σq−1}. (5.103)

Since we have that

Sσ0σ,σZσ = SσZσ,σ0σ (5.104)

for all σ ∈ σq−1 there is an isomorphism θ between the vector spaces V q−1
d and V τ[S] of

the form

θ : V q−1
d → V τ[S] : σσ 7→ Sσ0σ,σZσ. (5.105)

Now consider the Cli�ord group on q−1 qubits, Cq−1. It can be seen as a subgroup of the

group Cτq through the embedding

θ̂ : Cq−1 → Cτq : C 7→ 1⊗ C. (5.106)

Now note that Cτq preserves the commutation relations of the set σq−1, that is, for all

σ, σ̂ ∈ σq−1 and σ1, σ̂1 ∈ {σ0, σZ} we have

[
C(σ1σ)C†, C(σ̂1σ̂)C†

]
= 0 ⇐⇒ [σ1σ, σ̂1σ̂] = 0 ⇐⇒ [σ, σ̂] = 0 (5.107)

for all C ∈ Cτq with the same conclusion holding for the anti-commutator. Now from

this and eq. (5.104) one can see that for all C ∈ Cτq there exists a Ĉ ∈ Cq−1 such that

ϕ⊗2(C)v = ϕ⊗2(θ̂(Ĉ))v for all v ∈ V τ[S]. This means that for any subspace W of V τ[S] we

have

ϕ⊗2(C)W ⊂W, ∀C ∈ Cτq ⇐⇒ ϕ⊗2(θ̂(Ĉ))W ⊂W, ∀Ĉ ∈ Cq−1 (5.108)
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Now let us consider the representation ϕ⊗2
of Cq−1 on q − 1 qubits. Let’s label the re-

striction of this representation to V q−1
d as ϕd. From lemma 5.4 we see that Vd decom-

poses into three spaces carrying irreducible subrepresentations of ϕd. We shall label these

V q−1
0 , V q−1

1 and V q−1
2 . Now note that we have for all Ĉ ∈ Cq−1 and all σ ∈ σq−1 that

ϕ⊗2(θ̂(Ĉ))θ(σσ) = Sσ0ĈσĈ†,σZĈσĈ†
= θ(ϕd(Ĉ)σσ) (5.109)

which implies that the representationsϕd and the subrepresentation ofϕ⊗2
carried by V τ[S]

restricted to the image of θ̂ are equivalent with the equivalence given by the map θ. This

means that the subspace V τ[S] (with τ = σZσ0) decomposes into three subspaces carrying

irreducible subrepresentations of ϕ⊗2
restricted to Cτq . We label these three spaces as

V τ[0] := θ(V q−1
0 ), V τ[1] := θ(V q−1

1 ), V τ[2] := θ(V q−1
2 ), (5.110)

with τ = σZσ0. From lemma 5.7 and identifying the spaces⊕τ ′∈σqV τ
′

[0] and V[adj] we now

arrive at the lemma statement. �

Finally we analyze the symmetric anti-commuting sector, i.e the space V{S}. This space

carries an irreducible subrepresentation for q = 1 and falls apart into two subspaces car-

rying irreducible subrepresentations for q ≥ 2. We have the following lemma.

Lemma 5.9 (Symmetric anti-commuting sector). Take the space V{S} as de�ned in de�-

nition 24 and de�ne the subspaces

V{1} :=
⊕

τ∈σq
V τ{1}, V{2} :=

⊕

τ∈σq
V τ{2}, (5.111)

where for all τ ∈ σq :

V τ{1} := Span

{
vτ ∈ V{S} ‖ vτ =

∑

σ∈Nτ

λσSσ,iσ·τ ,
∑

σ∈Nτ∩Cν
λσ −

∑

σ∈Nτ∩Nν

λσ =
d

2
λν ,∀ν ∈N τ

}
,

V τ{2} := Span

{
vτ ∈ V{S} ‖ vτ =

∑

σ∈Nτ

λσSσ,iσ·τ ,
∑

σ∈Nτ∩Cν
λσ −

∑

σ∈Nτ∩Nν

λσ = −d
2

2λν ,∀ν ∈N τ

}
.

We have the following statements:

• For q = 1 the space V{S} carries an irreducible subrepresentation of ϕ⊗2

• For q ≥ 2 we have V{S} = V{1} ⊕ V{2} and the spaces V{1} and V{2} carry subrep-

resentations of ϕ⊗2

Proof. The q = 1 case was dealt with in [11], we will deal with the case of q ≥ 2. The

argument goes by a combination of the arguments in lemma 5.4 and lemma 5.8. First note

that we can write V{S} as

V{S} =
⊕

τ∈σq
V τ{S}, V τ{S} = Span{Sσ,iσ·τ ‖ σ ∈N τ}. (5.112)
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We can again use lemma 5.7 to look for subspaces of V{S} carrying subrepresentations of

ϕ⊗2
by considering the action of the strict subgroup Cτq of Cq on the space V τ{S} (where

Cτq is de�ned as in lemma 5.7). As in lemma 5.8 we choose τ = σZσ0. The elements of σq
that anti-commute with τ can now be seen to be

N τ = { σXσ, σY σ ‖ σ ∈ σ̂q−1}. (5.113)

Note that the setN τ leads to an ambiguous de�nition of a basis for V τ{S} as we have that

SσXσ,i(σXσ)·(σZσ0) = −SσY σ,i(σY σ)·(σZσ0). (5.114)

for all σ ∈ σ̂q−1 (recall that σ̂q−1 = σq−1∪{σ0}). We resolve this ambiguity by choosing

the set {σXσ | σ ∈ σ̂q−1} to generate a basis of V τ{S}. This makes that

V τ{S} = Span{SσXσ,σY σ ‖ σ ∈ σ̂q−1}. (5.115)

In the spirit of lemma 5.4 we de�ne the following linear map A as a linear extension of

the action on the basis of V τ{S} as

A
(
SσXσ,i(σXσ)·τ

)
=

∑

σ̂∈CσXσ∩Nτ

Sσ̂,iσ̂·τ −
∑

σ̂∈NσXσ
∩Nτ

Sσ̂,iσ̂·τ . (5.116)

We can argue that this map commutes with the action of ϕ⊗2
restricted to Cτq (Where Cτq

is de�ned as in lemma 5.7 with τ = σZσ0) by direct calculation. We have for C ∈ Cτq and

σ ∈ σ̂q−1:

A
[
ϕ⊗2(C)

(
SσXσ,i(σXσ)·τ

)]
= A

[
SC(σXσ)C†,iC(σXσ)·(τ)C†

]
(5.117)

=
∑

σ̂∈C
C(σXσ)C

†∩Nτ

Sσ̂,iσ̂·CτC† −
∑

σ̂∈N
C(σXσ)C

†∩Nτ

Sσ̂,iσ̂·CτC†

(5.118)

=
∑

C†σ̂C∈CσXσ∩Nτ

Sσ̂,iσ̂·CτC† −
∑

C†σ̂C∈NσXσ
∩Nτ

Sσ̂,iσ̂·CτC†

(5.119)

=
∑

σ̂∈CσXσ∩Nτ

SCσ̂C†,iCσ̂·τC† −
∑

σ̂∈NσXσ
∩Nτ

SCσ̂C†,iCσ̂·τC†

(5.120)

= ϕ⊗2(C)
(
A
[
SσXσ,i(σXσ)·τ

])
. (5.121)

This means that, through Schur’s lemma the map A tells us something about the subrep-

resentations of ϕ⊗2
restricted to Cτq carried by V τ{S}. Because τ = σZσ0 we can write A
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in a slightly better form by noting

A
(
SσXσ,i(σXσ)·τ

)
=

∑

σ̂∈CσXσ∩Nτ

Sσ̂,iσ̂·τ −
∑

σ̂∈NσXσ
∩Nτ

Sσ̂,iσ̂·τ (5.122)

=


 ∑

σ′∈Ĉσ

SσXσ′,σY σ′ +
∑

σ′∈Nσ

SσY σ′,−σXσ′




−


 ∑

σ′∈Nσ

SσXσ′,σY σ′ +
∑

σ′∈Ĉσ

SσY σ′,−σXσ′




(5.123)

= 2


 ∑

σ′∈Ĉσ

SσXσ′,σY σ′ −
∑

σ′∈Nσ

SσXσ′,σY σ′


 , (5.124)

where we recall Ĉσ to be Ĉσ = Cσ ∪{σ0, σ}. We now analyze the properties of the map

A by calculating Tr(A) and A2
. We have

1

2
Tr(A) =

1

2

∑

σ∈σ̂q−1

〈SσXσ,σY σ,A (SσXσ,σY σ)〉 (5.125)

=
∑

σ∈σ̂q−1


 ∑

σ̂∈Ĉσ

δσ,σ̂ −
∑

σ̂∈Nσ

δσ,σ̂


 (5.126)

= |σ̂q−1| =
(
d

2

)2

. (5.127)

We can calculate A2
entry-wise. We abuse notation a little bit by denoting the entries of

A2
as [A2]σ,σ̂ with σ, σ̂ ∈ σ̂q−1 (this set has a one-to-one correspondence with the basis

of V{S} given in eq. (5.114)). We calculate:

1

4
[A2]σ,σ̂ =

1

4
〈SσXσ,σY σ,A2 [SσX σ̂,σY σ̂]〉 (5.128)

=
∑

σ′′∈Ĉσ′
σ′∈Ĉσ

δσ′′,σ̂ −
∑

σ′′∈Nσ′

σ′∈Ĉσ

δσ′′,σ̂ −
∑

σ′′∈Ĉσ′
σ′∈Nσ

δσ′′,σ̂ +
∑

σ′′∈Nσ′
σ′∈Nσ

δσ′′,σ̂ (5.129)

= |Ĉσ ∩ Ĉ σ̂| − |Ĉσ ∩N σ̂| − |Nσ ∩ Ĉ σ̂|+ |Nσ ∩N σ̂| (5.130)

= δσ,σ̂|σ̂q−1| = δσ,σ̂

(
d

2

)2

, (5.131)

where the last equality follows directly from lemma 5.1. We see that A2
is proportional

to the identity. This means that the eigenvalues of A must be ±d. Since A is not propor-

tional to the identity this means that both eigenvalues must be associated with non-trivial

eigenspaces. Schur’s lemma thus implies that V τ{S} carries a reducible subrepresentation of
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ϕ⊗2
restricted to Cτq and moreover that the eigenspaces of A must be subrepresentations.

We will call the spaces carrying these these subrepresentations V τ{1} and V τ{2} where we

identify V τ{1} with the d eigenvalue of A and V τ{2} with the −d eigenvalue of A. We can

�nd out the dimensions of these spaces by noting that

Tr(A) = d|V τ{1}| − d|V τ{2}| =
d2

2
, (5.132)

|V τ{1}|+ |V τ{2}| =
(
d

2

)2

. (5.133)

Solving these equations yields

|V τ{1}| =
d

4

(
d

2
+ 1

)
, |V τ{2}| =

d

4

(
d

2
− 1

)
. (5.134)

DiagonalizingA then yields the equations given in the lemma statement for V τ{1} and V τ{2}
and by lemma 5.7 we also get that V{1} and V{2} as de�ned in the lemma statement carry

subrepresentations of the subrepresentation carried by V{S}. �

Note that we have not argued that the spaces V{1}, V{2} carry irreducible subrepresenta-

tions. We will get the irreducibility for free in the full decomposition theorem, which we

will deal with now. Using lemmas 5.4 to 5.6, 5.8 and 5.9 we can prove the main result of

this chapter: a decomposition of the two-copy representation ϕ⊗2
of the Cli�ord group

Cq valid for any number of qubits q. We have:

Theorem 5.1 (Decomposition of the two-copy representation). The decomposition of the

vector spaceM⊗2
d = Span{B} into subspaces carrying irreducible subrepresentations of

Cq in ϕ⊗2
for di�erent values of q is:

Vid⊕Vr⊕Vl⊕V0⊕V1⊕V{S}⊕V{A}, (q = 1)

Vid⊕Vr⊕Vl⊕V0⊕V1⊕V2⊕V[adj] ⊕ V[1]⊕V{adj} ⊕ V{1}⊕V{2}⊕V[A]⊕V ⊥{adj}, (q = 2)

Vid⊕Vr⊕Vl⊕V0⊕V1⊕V2⊕V[adj]⊕V[1]⊕V[2]⊕V{adj}⊕V{1}⊕V{2}⊕V[A]⊕V ⊥{adj},

(q ≥ 3)

where all spaces are as de�ned in de�nition 24 and lemmas 5.4 to 5.6, 5.8 and 5.9 and are

gathered in table 5.1 in the appendix.

Proof. The q = 1 case is dealt with in [11]. We will now deal with the cases q = 2 and q ≥
3. Beginning with q ≥ 3 note that we have already argued (in lemmas 5.4 to 5.6, 5.8 and 5.9)

that all spaces given in theorem 5.1 are non-trivial and carry subrepresentations of ϕ⊗2
.

It remains to argue that these subrepresentations are all irreducible. We will do this using

the Schur orthogonality relations (lemma 3.3) and lemma 5.2. Begin by noting that the

representations carried by the spaces Vr, Vl, V[adj] and V{adj} are equivalent (lemma 5.5),

the representations carried by the spaces V[A] and V ⊥{adj} are equivalent (lemma 5.6) and

the representations carried by Vid and V0 are equivalent (Because they are both the trivial

representation). Denote the character of the representations spanned by the direct sum of
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these representations byχsum. By the Schur orthogonality relations we have the following

relation

〈χsum, χsum〉 ≥ 16 + 4 + 4 = 24, (5.135)

with equality if and only if all these spaces carry irreducible subrepresentations. Noting

that we have yet to include the spaces V1, V2, V{1}, V{2}, V[1] and V[2] we can lower bound

the character of ϕ⊗2
as

〈χϕ⊗2 , χϕ⊗2〉 ≥ 〈χsum+χ1+χ2+χ{1}+χ{2}+χ[1]+χ[2], χsum+χ1+χ2+χ{1}+χ{2}+χ[1]+χ[2]〉,

where χi is the character associated with the subrepresentation carried by the space Vi
and the inequality accounts for the fact that some of the subrepresentations might a priori

be equivalent and/or reducible. From lemma 3.3 now we have

〈χϕ⊗2 , χϕ⊗2〉 ≥ 30. (5.136)

From lemma 5.2 we note that 〈χϕ⊗2 , χϕ⊗2〉 = 30 for q ≥ 30. This means that all

spaces mentioned must carry irreducible subrepresentations of ϕ⊗2
and that the spaces

V0, Vr, V[A], V1, V2, V{1}, V{2}, V[1] and V[2] must carry mutually inequivalent irreducible

representations. We can make the same argument for q = 2 noting that the space V[2] = ∅
(and hence does not contribute to the character inner product) and that for q = 2 we have

〈χϕ⊗2 , χϕ⊗2〉 = 29. This completes the classi�cation of the irreducible representations of

the two-copy representation ϕ⊗2
of the q-qubit Cli�ord group Cq . �

5.4. Conclusion
We characterized the two-copy representation of the multi-qubit Cli�ord group and identi-

�ed three distinct cases, namely, the single-qubit (analyzed in [11]), two-qubit, and many-

qubit cases, which contain 7, 13, and 14 irreducible representations respectively.

As the Cli�ord group plays a central role in quantum information, we expect the present

analysis to have many applications such as state & channel tomography, analysis of fault-

tolerance thresholds, large-deviation bounds [14] and state distinguishability (as analyzed

in [15–17]). As a concrete example, we will use the results derived in this chapter in

chapters 6 and 7 to provide a much sharper analysis of the statistical performance of ran-

domized benchmarking [6, 18] and unitarity randomized benchmarking [19]. While this

result advances understanding of the representation theory of the Cli�ord groups, there

remain several open questions about general representation theory of multi-qubit Cli�ord

groups. First and foremost, the character table of the Cli�ord group is unknown. Work-

ing out this table would greatly assist future studies. In this chapter we have identi�ed

several distinct irreducible representations, which should assist in the construction of the

character table. Finally, these results hold for qubits and generalizing them to higher-

dimensional systems remains an open problem. For completeness we present in table 5.1

all vector spaces mentioned in this chapter, as well as their relation to each other and the

two-copy representation of the multi-qubit Cli�ord group.
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space de�nition irreducible dimension

Vid Span{σ0σ0} q ≥ 1 1

Vr Span{σ0τ ‖ τ ∈ σq} q ≥ 1 d
2 − 1

Vl Span{τσ0 ‖ τ ∈ σq} q ≥ 1 d
2 − 1

Vd Span{ττ ‖ τ ∈ σq} no d
2 − 1

V[S] Span
{
Sσ,τ ‖ σ ∈ Cτ , τ ∈ σq

}
no

d2 − 1

2

(
d2

2
− 2

)

V{S} Span
{
Sσ,τ ‖ σ ∈ Nτ , τ ∈ σq

}
q = 1

d2 − 1

2

(
d2

2

)

V[A] Span
{
Aσ,τ ‖ σ ∈ Cτ , τ ∈ σq

}
q ≥ 2

d2 − 1

2

(
d2

2
− 2

)

V{A} Span
{
Aσ,τ ‖ σ ∈ Nτ , τ ∈ σq

}
q = 1

d2 − 1

2

(
d2

2

)

V0 Span

w ∈ Vd ‖ w =
1√

d2 − 1

∑
σ∈σq

σσ

 q ≥ 1 1

V1 Span

v ∈ Vd ‖ v =
∑
σ∈σq

λσσσ,
∑
σ∈σq

λσ = 0,
∑

σ∈Nν

λσ = −
d

2
λτ , τ ∈ σq

 q ≥ 1
d(d + 1)

2
− 1

V2 Span

v ∈ Vd ‖ v =
∑
σ∈σq

λσσσ,
∑
σ∈σq

λσ = 0,
∑

σ∈Nν

λσ =
d

2
λτ , τ ∈ σq

 q ≥ 2
d(d− 1)

2
− 1

V[adj] Span
{
v
[adj]
τ ∈ V[S] ‖ v

[adj]
τ =

1√
2|Cτ |

∑
σ∈Cτ

Sσ,σ·τ , τ ∈ σq
}

q ≥ 2 (d
2−1)

V{adj} Span
{
v
{adj}
τ ∈ V{A} ‖ v

{adj}
τ =

1√
2|Nτ |

∑
σ∈Nτ

Aσ,iσ·τ , τ ∈ σq
}

q ≥ 2 (d
2−1)

V
⊥
{adj} Span

{
v
{A} ∈ V{A} ‖ 〈v

{A}
, v
{adj}〉 = 0, ∀ v{adj} ∈ V{adj}

}
q ≥ 2 (d

2−1)

(
d2

2
− 2

)

V[1] Span

vτ ∈ V[S] ‖ v
τ

=
∑

σ∈Nτ

λσσσ,
∑

σ∈Cτ∩Nν

λσ = −dλν , ν ∈ Cτ , τ ∈ σq

 q ≥ 2 (d
2−1)

[
d
2
( d
2
+1)

2
−1

]

V[2] Span

vτ ∈ V[S] ‖ v
τ

=
∑

σ∈Nτ

λσσσ,
∑

σ∈Cτ∩Nν

λσ = dλν , ν ∈ Cτ , τ ∈ σq

 q ≥ 3 (d
2−1)

[
d
2
( d
2
−1)

2
−1

]

V{1} Span

vτ ∈ V{S} ‖ v
τ

=
∑

σ∈Nτ

λσSσ,iσ·τ ,
∑

σ∈Nτ∩Cν

λσ −
∑

σ∈Nτ∩Nν

λσ =
d

2
λν , ν ∈ Nτ , τ ∈ σq

 q = 1 (d
2−1)

d
2
( d
2
+1)

2

V{2} Span

vτ ∈ V{S} ‖ v
τ

=
∑

σ∈Nτ

λσSσ,iσ·τ ,
∑

σ∈Nτ∩Cν

λσ −
∑

σ∈Nτ∩Nν

λσ = −
d

2
λν , ν ∈ Nτ , τ ∈ σq

 q ≥ 2 (d
2−1)

d
2
( d
2
−1)

2

M⊗2
d

Vd

V0 V1 V2

Vid Vr V[S]

V[adj] V[1] V[2]

Vl V{S}

V{1} V{2}

V[A] V{A}

V{adj} V ⊥{adj}
1

Table 5.1: Table with all subspaces ofMd carrying subrepresentations of ϕ⊗2
. Given are the name in the text,

the de�nition, for which values (if any) of q ∈ N they carry irreducible subrepresentations of ϕ⊗2
and their

dimension as a function of d = 2q . Also given is a tree diagram showing subspace inclusions where every child

node is a subspace of its parent nodes.
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The statistics of randomized

benchmarking

Randomized benchmarking (RB) is an e�cient and robust method to characterize gate errors
in quantum circuits. Averaging over random sequences of gates leads to estimates of gate
errors in terms of the average �delity. These estimates are isolated from the state prepara-
tion and measurement errors that plague other methods like channel tomography and di-
rect �delity estimation. A decisive factor in the feasibility of randomized benchmarking is
the number of sampled sequences required to obtain rigorous con�dence intervals. Previous
bounds were either prohibitively loose or required the number of sampled sequences to scale
exponentially with the number of qubits in order to obtain a �xed con�dence interval at a
�xed error rate.

Here we show that, with a small adaptation to the randomized benchmarking procedure,
the number of sampled sequences required for a �xed con�dence interval is dramatically
smaller than could previously be justi�ed. In particular, we show that the number of sampled
sequences required is essentially independent of the number of qubits and scales favorably
with the average error rate of the system under investigation. We also investigate the �tting
procedure inherent to randomized benchmarking in the light of our results and �nd that
standard methods such as ordinary least squares optimization can give misleading results.
We therefore recommend moving to more sophisticated �tting methods such as iteratively
reweighted least squares optimization. Our results bring rigorous randomized benchmarking
on systems with many qubits into the realm of experimental feasibility.

This chapter has been published, with minor changes, in J. Helsen, J.J. Wallman, S.T. Flammia & S. Wehner,

Multi-qubit Randomized Benchmarking Using Few Samples, PRXpleaseacceptme.
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6.1. Introduction
In chapter 4 we introduced the randomized benchmarking (RB) protocol. There we noted

that an important practical problem when using RB is choosing a number of random gate

sequences that is su�ciently small to be practical experimentally, and yet gives a good

estimate of the gate �delity. This problem becomes increasingly relevant as error rates

improve since estimating small errors accurately ordinarily requires more samples. Early

treatments of this problem demanded numbers of sequences that were orders of magnitude

larger than were feasible in experiment [1]. A more specialized analysis allowed rigorous

con�dence intervals to be derived for a number of random sequences comparable to the

number used in experiments [2]. However, this analysis only provided reasonable bounds

on the number of sequences for short sequence lengths and for single qubit experiments

while more general multi-qubit bounds had an unfavorable exponential scaling with the

number of qubits being benchmarked. The restriction to short sequence lengths is also

problematic because long sequences generally lead to better experimental �ts [3, 4].

In this chapter, we propose an adapted version of the standard RB protocol on the set of

Cli�ord gates that requires little experimental overhead. For this protocol we provide a

bound on the number of random sequences required to obtain rigorous con�dence inter-

vals that is several orders of magnitude sharper than previous multi-qubit bounds. Our

result makes rigorous and e�cient characterization of multi-qubit systems possible using a

reasonable amount of experimental resources. In particular, our bounds are approximately

independent of the number of qubits being benchmarked As a special case, we also ob-

tain bounds for the single-qubit version of RB that are valid for all sequence lengths and

improve on the bounds of Ref. [2] for long sequence lengths. The key to the analysis of

the statistical performance is a novel understanding of the representations of the Cli�ord

group, which we developed in chapter 5. Similar representation-theoretic questions have

also been studied independently by Zhu et al. [5]. We also prove a precise sense in which

the derived bounds are optimal.

In section 6.2 we present an overview of the new contributions of this chapter (equations

of note here are eqs. (6.4) and (6.6)) and explain their context. In section 6.3, we discuss

the implications of the new bound for experiments, and investigate it in various limits.

Finally, in section 6.5 we discuss the derivation of the new bounds and how to apply them

in practice. We also prove that our results are optimal in some well speci�ed sense. We

focus on intuition and displace most of the technical proofs to the technical statements

(section 6.6) section in the back of the chapter.

The randomized benchmarking protocol
In �g. 6.1 we lay out our version of the randomized benchmarking protocol as it was an-

alyzed in [1, 2, 6]. We will perform randomized benchmarking over the Cli�ord group on

q qubits Cq . We refer to chapter 2 for the de�nition of the Cli�ord group.

We make two essential changes to the standard randomized benchmarking protocol, both

of which lead to better guarantees on the precision of randomized benchmarking.

• A �rst modi�cation is to perform each randomized benchmarking sequence twice,

but with di�erent input states ρ, ρ̂ and then subtracting the result. This is equivalent
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1. Choose a random sequence
~G = (G1, . . . , Gm) of m gates independently and

uniformly at random from the q-qubit Cli�ord group Cq and compute the gate

Gm+1 = (Gm . . . G1)†.

2. Prepare q qubits in a state ρ that maximizes Tr(ρP) [e.g., ρ ≈ 2−q(I + P)].

3. For t = 1, . . . ,m+ 1, apply the gate Gt to ρ.

4. Measure the expectation value pm(~G)(ρ) of POVM {Q,1−Q}withQ ≈ 1
2 (1+

P) to a suitable precision (By repeating 1-3 for the same sequence L times)

5. Repeat these steps for the same string
~G but for a di�erent state ρ̂ [ideally,

ρ ≈ 2−q(I −P)]. and compute km(~G) = 1
2 (pm(~G)(ρ)− pm(~G)(ρ̂)).

6. Repeat steps 1–5 a total of N times to estimate

E~G(Km) = |Cq|−m
∑

~G∈Cmq

km(~G)

to a suitable precision (implicitly regarding the km(~G) as realizations of a ran-

dom variable Km). We call the empirical average over the N sampled Cli�ord

sequences km,N

7. Repeat steps 1–6 for multiple values of m and �t to the decay model

E~G(Km) = Afm,

where f = (dFavg(E , I) − 1)/d − 1 is the depolarizing parameter as de�ned

in chapter 4 [1] (and d = 2q).

Figure 6.1: The Randomized Benchmarking Protocol. We perform randomized benchmarking using the

Cli�ord group Cq , i.e. all gates that can be constructed by successive application of CNOT gates, Hadamard

gates and π/4 phase gates. We assume the input states ρ, (ρ̂) to be noisy implementations of the states 2−q(I+
P), (2−q(I −P)), and Q a noisy implementation of the observable P where P is a Pauli operator. We denote

the length of an RB sequence by m, the amount of random sequences for a given m by N and the amount of

times a single sequence is repeated by L. The goal of this chapter is to provide con�dence intervals around

the empirical average km,N assuming that individual realizations km( ~G) are estimated to very high precision

(corresponding to the case L→∞). In experimental implementations, running the same sequence many times

(L) is typically easy, but running many di�erent sequences (N) is hard [3], meaning that the quantity that we

want to minimize isN . See section 6.5 for a detailed discussion of the construction of con�dence regions around

the empirical average km,N

to performing standard randomized benchmarking with the “input operator” ν =
1
2 (ρ − ρ̂). A similar idea was suggested in [4, 6–8]. The factor (1/2) is not strictly

necessary but it allows for a fairer comparison between the original benchmarking

protocol and our proposal
∗
.

∗
In particular this factor of two ensures that “signal ranges” of the two protocols are equal, that is, standard RB

starts at 1 and decays to 1/2 for large m and the new protocol starts at 1/2 and decays to 0.
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• Secondly, we do not assume the ideal measurement operator to be the projector

on the |0 · · · 0〉 state. Instead we perform some stabilizer measurement related to a

pre-chosen Pauli matrix P. An experimentally good choice would be for instance

P = Z⊗q but our results hold for any choice of Pauli operator. Correspondingly we

pick the input states to be some (impure) states ρ, ρ̂ with support on the positive,

resp. negative, eigenspaces of the Pauli operator P. Ideally we would like to to

prepare the impure states ρ = I+P
2d , ρ̂ = I−P

2d , but as we explain in section 6.5 this

is not a necessity for rigorous randomized benchmarking.

Both of these adjustments are done with the purpose of lowering the experimental re-

quirements for rigorous randomized benchmarking. Our �rst change to the RB protocol;

performing randomized benchmarking with a state di�erence has two bene�cial e�ects.

(1) It changes the regression problem inherent to randomized benchmarking from an ex-

ponential �t with a non-zero o�-set to an exponential �t (see eq. (6.2)). This eliminates

a �tting parameter, lowering experimental requirements. (2) It lowers the statistical �uc-

tuations of randomized benchmarking regardless of what input states are actually used.

This improvement is mostly noticeable in the limit of long sequence lengths. We discuss

this in more detail in section 6.5.9.

A much stronger improvement to the statistical �uctuations inherent to randomized bench-

marking stems from our second change to the RB protocol; preparing states and perform-

ing measurements proportional to a Pauli operator P. This change allows us to prove a

radically sharper bound on the statistical �uctuations induced by �nite sampling relative

to preparing other input states. In section 6.5.9 we argue that this behavior is not an arti-

fact of our proof techniques but rather inherent to the statistical behavior of randomized

benchmarking. Note that for a single qubit the state (I ± P)/2 is in fact a pure state for

any choice of P (in particular (I + Z)/2 = |0〉〈0|).

As seen in �g. 6.1 the RB protocol starts by, for a given sequence of Cli�ord operations
~G

of length m, computing the expectation value pm(~G)(ρ) of an observable Q for two dif-

ferent input states ρ and ρ̂. We subtract these two numbers to obtain a number km(~G) :=
1
2 (pm(~G)(ρ) − pm(~G)(ρ̂)). Next we obtain an average of this quantity over all possible

sequences
~G.

E~G(Km) = |Cq|−m
∑

~G∈Cmq

km(~G) (6.1)

This average over all possible Cli�ord strings of length m can be �tted for various values

m to the exponential decay curve

E~G(Km) =fit Af
m, (6.2)

with two �tting parameter A and f . In the case where all gates performed in the experi-

ment su�er from the same noise, that is Ĝ = E ◦G for all Cli�ord operations G the number

f can be interpreted as the depolarizing parameter of the channel E giving an estimate of

the average �delity of the noisy operation Ĝ w.r.t. its ideal version G.
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As already indicated in chapter 4, the number of possible sequences for a given m is too

large to average over completely. Instead one averages over a randomly sampled subset

of sequences, which generates an empirical estimate km,N the validity of which we can

interpret using con�dence regions. A con�dence region, for some set con�dence level 1−δ
and size ε, is an interval [km,N − ε, km,N + ε] around the estimate km,N such that the

probability that the (unknown) parameter E~G(km) lies in this interval with probability

greater than 1− δ, i.e.,

Prob

[
E~G(Km)∈ [km,N−ε, km,N+ε]

]
≥ 1−δ.

These con�dence intervals, obtained for various values of sequence length during the

experiment can then be used in the �tting procedure eq. (6.2) to generate a con�dence

interval around the empirical estimate F̂ for the true channel average �delity Favg(E , I).

This can be done using standard statistical procedures (see e.g. [9]). The number of ran-

dom sequences N used to obtain km,N will depend on ε and δ which are set before the

beginning of the experiment, and in general also on some prior estimate of the in�delity

r and unitarity u. The rest of the chapter will be mostly concerned with making this N as

small as possible given δ and ε and (if possible) an a priori bound on the average in�delity

r.

6.2. Results
In this section we state the main contributions of this chapter. We present practical bounds

on the number of sequences required to obtain rigorous con�dence intervals for random-

ized benchmarking using the Cli�ord group under the assumption that the expectation

value di�erence km(~G) for a given Cli�ord sequence
~G is estimated easily to a very high

precision. This means we assume that the contribution of uncertainty on the numbers

km(~G) to the uncertainty on km is negligible compared to the uncertainty due the ran-

dom sampling of sequences
~G. [2, 3]. In order to construct a 1− δ con�dence interval of

size ε around a randomized benchmarking sequence average km,N with sequence length

m, system dimension d and a prior estimate of the channel in�delity r and unitarity u one

needs to average over N random sequences where N is given by [10]:

N(δ, ε,m, r, χ, d) = − log(2/δ)

[
log

(
1

1− ε

)
1− ε

V2 + 1
+ log

(
V2

V2 + ε

)
V2 + ε

V2 + 1

]−1

,

(6.3)

where V2
is the variance of the distribution of the samples km(~G) from a uniform distri-

bution over the Cli�ord sequences
~G. This variance is given below.

The variance of randomized benchmarking
The most important contribution of this chapter is a bound on the number of sequences

N needed for multi-qubit randomized benchmarking. Previous bounds for multi-qubit

RB [1, 2] are either prohibitively loose or scale exponentially with the number of qubits.

Our new bounds, which are derived in detail in theorem 6.1, resolve both these issues using

techniques from representation theory, enabling multi-qubit RB with practical numbers

of random sequences.



6

66 6. The statistics of randomized benchmarking

0 1000 2000 3000 4000 5000
Sequence length m

102

103

104

105

106

107

Nu
m

be
r o

f s
eq

ue
nc

es

(b)

New bound
Wallman et al. (2014)
Trivial bound

1 2 3 4 5 6 7 8
Number of qubits q

101

103

105

107

109

1011

Nu
m
be
r o

f s
eq
ue
nc
es

(a)
New bound
Wallman et al. (2014)
Trivial bound

1 2 3 4
125

150

175

Figure 6.2: Improvements in dimensional and sequence length scaling The number of sequences needed

(on a log scale) to obtain a 99% con�dence interval around km,N with ε = 10−2
for a prior in�delity r = 10−3

as a function of (a) the sequence lengthm for a single qubit (q = 1) from eq. (6.4) (full line red) compared to the

bounds from [2] (dashed green) and a trivial bounds that arises from noting that the distribution sampled from

is bounded on the interval [0, 1] and hence has a variance at most 1/4 (dot-dashed blue) and (b) the number

of qubits from eq. (6.6) (full line) for sequence length m = 100. In both cases, our bounds are asymptotically

constant while the bounds from [2] diverge. Our bounds are also substantially smaller than the trivial bound. For

multiple qubits, we set the SPAM contribution to η = 0.05 while for a single qubit we set the SPAM contribution

to η = 0 in both bounds. We also assumed the unitarity to be u = (1 + f2)/2 where f is the depolarizing

parameter, corresponding to somewhat, but not fully coherent noise.

Variance bound for SPAM-free multi-qbit RB
For states and measurements that are (very close to) ideal, section 6.5.5 yields a bound on

the variance in terms of the sequence length m, the in�delity r, the unitarity u and the

system size d. It is given by

V2
0 ≤

d2 − 2

4(d− 1)2
r2mfm−1 +

d2

(d− 1)2
r2um−2

(m−1)
(
f2

u

)m
−m

(
f2

u

)m−1

+ 1

(1− f2/u)2
. (6.4)

This bound is asymptotically independent of system size d. A notable upper bound on

eq. (6.4) is

V2
0 ≤fm−1 (d2−2)m

4(d−1)2
r2 +um−2 d

2m(m−1)

2(d− 1)2
r2, (6.5)

which can be made independent of the unitarity by setting u = 1. The bounds will how-

ever then only by useful in the regime of small sequence lengths.

To illustrate the improvements due to our bound, consider a single qubit (d = 2) RB

experiment with sequences of length m = 100 and average in�delity r ≤ 10−4
. To ob-

tain a rigorous 99% con�dence interval of size ε = 10−2
around km,N , Ref. [2] reported

that N = 145 random sequences were needed (In the case of perfect state preparation

and measurement). While our bounds imply that N = 173 random sequences are su�-

cient. However, the new bound has substantially better scaling withm. For instance, with

m = 5000, ε = 0.05 and other parameters as above, our bound only requires N = 470
compared to theN = 1631 required by the single qubit bound of Ref. [2]. We illustrate the
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di�erence in scaling of the number of sequences needed for a given con�dence interval

with respect to sequence length m in �g. 6.2.

Variance bound including SPAM
The above variance bound is sensitive to SPAM errors, which introduce terms into the

variance which scale linearly in the in�delity r. In theorem 6.1, we prove that in the

presence of SPAM errors the variance is bounded by

V2
SPAM ≤

d2 − 2

4(d− 1)2
r2mfm−1

+
d2(1 + 4η)r2

(d− 1)2

(m−1)
(
f2

u

)m
−m

(
f2

u

)m−1

+1

(1− f2/u)2
um−2+

2ηdmr

d− 1
fm−1. (6.6)

The correction factor η only depends on SPAM. As we show in section 6.5 this SPAM

dependence is impossible to avoid if one wants to retain the preferred quadratic scaling in

in�delity r. This bound is also asymptotically independent of the number of qubits. This

means we can perform rigorous randomized benchmarking even in the limit of very many

qubits. We illustrate the di�erence in scaling with respect to system size in �g. 6.2.

To illustrate the improvements our methods yield we can again compare to [2]. Consider a

system with 4 qubits, that is, d = 16, with sequence length m = 100, an a priori estimate

of r ≤ 10−4
, and η = 0.05. For a 99% con�dence region of size ε = 10−2

the previous

best known bound for multiple qubits [2] would require N = 3× 105
random sequences,

while our dimension independent bound from eq. (6.6) only requires N = 249.

Optimality of results
We also prove (see section 6.5) that for arbitrary SPAM a bound on the variance which is

linear in the in�delity r is in fact optimal. This means the result stated above is in some

sense the best possible bound on the variance of a randomized benchmarking sequence.

It is important to note that this optimality result also holds when RB is performed using

a di�erent set of gates than the Cli�ord group and also when one considers the standard

protocol [6, 11] as opposed to the protocol involving di�erences of quantum states which

we presented in this chapter.

Both the SPAM and SPAM-free variance bound also approach a constant independent of

the in�delity r in the limit of large sequence length m when the unitarity is one, that

is when the noise in the system is purely coherent. In section 6.5.8 we argue that this

behavior is not an artifact of the proof techniques used but is in fact a generic feature of

a randomized benchmarking procedure with a unitary noise process. More generally the

rate of decay of the variance of randomized benchmarking in the limit of long sequences

could be used to yield an estimate of the unitarity of the noise process under study.

Fitting procedure
In section 6.5.3 we discuss the consequences of eqs. (6.4) and (6.6) on the �tting proce-

dure used to �t the data {km,N} generated by �g. 6.1 to the RB �tting relation eq. (6.2).
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Figure 6.3: (a) Number of sequences needed for a 99% con�dence interval of size ε = 5r for various in�delities

r, number of qubits q ∈ [1, 10] and sequence lengthm = 100 using eq. (6.5) under the assumption of negligible

SPAM. (similar plots can be made without this assumption). The number of sequences needed increases with

decreasing in�delity, re�ecting the generic statistical rule that higher precision requires more samples. Note that

even in the case of in�delity r = 2 × 10−4
the number of sequences required is within experimental limits.

(b) Variance, as given by eq. (6.6) versus in�delity r (taking d = 16 and m = 100 for illustration) for various

levels of SPAM η ∈ {0, 0.01, 0.05, 0.1, 0.5}. Note that the size of the SPAM term has a strong in�uence on

the variance and hence the number of sequences required, especially in the small r limit. As indicated by the

visual aids this is due to the transition from a variance scaling quadratically in in�delity r (small η) to a variance

scaling linearly in the in�delity r (large η).

Our results show that the variance of randomized benchmarking data is strongly hetero-

geneous with respect to the sequence length m. This invalidates the key assumption of

homogeneity of variance (homoskedasticity) [12] that is necessary for the correct func-

tioning of Ordinary Least Squares (OLS), the standard method used for �tting RB data [3].

Because of this inferences drawn from can give misleading results when applied to RB

data. We recommend switching from OLS to the more sophisticated method of Iteratively

Reweighted Least Squares, which can deal with non-homoskedastic data.

6.3. Discussion
In this section we will discuss the behavior of the variance bound eqs. (6.4) and (6.6) in

various regimes. Of interest are its scaling with respect to the number of qubits in the

system, the presence of state preparation and measurement noise and varying amounts of

coherence in the noise process.

6.3.1. Scaling with number ofqbits.
We begin by discussing the e�ect of the number of qubits in the system on the variance

and the number of necessary sequences.

As illustrated in �g. 6.2 (red full) and can be seen from eq. (6.4), the derived bound is

almost independent of the number of qubits q (where d = 2q). In fact, the bound on

the variance decreases asymptotically to a constant in the limit of many qubits despite the

number of possible sequences (that is, |Cq|m) increasing exponentially with the number of

qubits. This constitutes a notable improvement over previous multi-qubit variance bounds
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Figure 6.4: (a) Number of sequences needed for a 99% con�dence interval of size ε = 0.01 around km,N for

various values of the unitarity (given by a linear interpolation between f2 and 1 where κ = 1 corresponds to

u = 1 (unitary noise) and κ = 0 corresponds to u = f2 (depolarizing noise)) for �xed in�delity r = 0.01 and

sequence length in the interval m ∈ [1, 10000] (log scale) using the variance eq. (6.4). We also assume d = 16
(four qubits) and ideal SPAM (η =0). Note that the number of sequences di�ers radically for u = 1 (unitary

noise). In the case of u < 1 the number of sequences needed rises with increasing sequence length m, peaks

and then decays to zero but for u = 1 the number of sequences keeps rising with increasing sequence lengthm
until it converges to a non-zero constant (which will be independent of r). In section 6.5.8 we argue that this is

expected behavior for randomized benchmarking with unitary noise. (b),(c) Contour plot of the variance bound

with in�delity on the y-axis (r ∈ [0.01, 0.1]) and sequence length m on the y-axis (m ∈ [1, 100]). For (b) we

have set the unitarity to u = (1+f2)/2 corresponding to relatively incoherent noise and for (c) we have set the

unitarity u = 1 corresponding to coherent noise. Note again the radical di�erence in behavior. For u = 1 the

variance rises monotonically in the sequence length m to a constant independent of the in�delity r . Moreover

the variance is monotonically increasing in in�delity r. However for incoherent noise the variance will peak

strongly around mr ≈ 1 and then decay to zero with increasing sequence length m. This means that both an

upper and lower bound on the in�delity is required to make full use of the bound in eq. (6.4). The looser bound

of eq. (6.5) does not share this property and can be used with only an upper bound on the in�delity r.

with an explicit dependence on the in�delity (dashed green in �g. 6.2), given in [2] which

had a linear scaling with in�delity but scaled exponentially with the number of qubits.

The qualitative behavior of the variance bound in terms of dimension matches a trivial

bound on the number of sequences, which can be made by noting that the numbers km are

sampled from a distribution bounded on an interval of unit size (and hence has variance at

most 1/4 (dashed blue in �g. 6.2)) but is much sharper in absolute terms due to it quadratic

dependence on the in�delity r.

To further illustrate the behavior of the bound, �g. 6.3(a) shows the number of sequences

needed for a 99% con�dence interval around km,N of size 5r versus the number of qubits

in the system for various values of r ranging from 10−2
to 10−4

and sequence length

m = 100. The size of ε was chosen to re�ect that for �xed sequence length a smaller

in�delity will lead to the need for greater precision around km.N for a successful �t to

the exponential eq. (6.2) [3]. This plot was made using the unitarity independent bound

in eq. (6.5) for ideal SPAM, but similar plots can be made for non-negligible SPAM errors

using eq. (6.6). Note also that greater numbers of sequences are needed when the in�delity

is small even though the variance in eq. (6.4) decreases with in�delity. This is due to our

setting of the size of the con�dence interval and re�ects the statistical truism that more

samples are in general needed to detect small di�erences.
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6.3.2. Effects of SPAM terms
In practice it will always be the case that the input state di�erence ν and the output mea-

surement POVM element Q are not ideal. This means that in general we must take into

account the contributions from non-ideal SPAM when calculating the number of required

sequences. These contributions scale linearly in the in�delity r (see eq. (6.6)) rather than

quadratically and so will increase the amount of required sequences. The degree to which

ν and Q deviate from the ideal situation is captured by the prefactor η (see section 6.5

for more on this factor). To illustrate the e�ect of the SPAM terms on the variance we

plot in �g. 6.3(b) the variance versus the in�delity r using eq. (6.6) taking the sequence

length m = 100 and the dimension of the system d = 16 (four qubits) for SPAM of size

η ∈ {0, 0.01, 0.05, 0.1, 0.5}. From this plot we note that for non-zero η the variance, and

hence the amount of sequences needed increases rapidly, especially in the regime of small

r. This is due to the fact that increasing the SPAM contribution interpolates the variance

between a regime where the terms quadratic in in�delity r are dominant and a regime

where the terms linear in in�delity r are dominant. This means that, especially when

dealing with systems with very small r it is advantageous to try to suppress SPAM errors.

In section 6.5.7 we show that this type of quadratic-to-linear interpolation behavior is in

fact optimal for the variance of randomized benchmarking.

6.3.3. Scaling with seqence length
Of more immediate relevance is the scaling of the bound with the sequence length. It is

easy to see that the variance bound eq. (6.4) scales quadratically in the sequence length m
for any noise process when the sequence length is small (see also eq. (6.5)) but when the

sequence length is very long the precise nature of the noise under consideration heavily

impacts the variance. If the noise is purely coherent, i.e. the unitarity u = 1, we see that

the scaling of the second term in eq. (6.4) is set by the factor

(m− 1)f2m −mf2(m−1) + 1

(1− f2)2
. (6.7)

In the limit of m going to in�nity this factor goes to

1

(1− f2)2
≈ O(1/r2) (6.8)

which means the variance eq. (6.4) converges to a constant independent of the in�delity

r. This behavior for unitary noise is strikingly di�erent from the behavior for incoherent

noise, that is u < 1. Here we see that the variance in the limit of long sequences is

dominated by the exponential terms um−2
and f2(m−1)

. Since f and u are strictly less

than one by the assumption of incoherence, the variance will decay to zero in the limit

of long sequences. As u ≥ f2
for all possible noise processes [13] the decay rate will

be dominated by the size of the unitarity. This is also evident in �g. 6.4(a). In this �gure

we see the number of sequences needed (as given by eq. (6.4)) versus sequence length

m for �xed in�delity r = 0.1 and dimension d = 16, and a �xed con�dence interval

δ = 0.99, ε = 0.01 but for di�erent values of the unitarity u. Here we have chosen

u = (κ+ (1− κ)f2) for κ ∈ {0.2, 0.4, 0.6, 0.8, 1} corresponding to the situations where
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the noise is relatively incoherent going all the way up to a situation where the unitarity is

one. We see that for u < 1 the number of sequences needed �rst rises quadratically, tops

out and subsequently decays to zero whereas in the case of u = 1 the number of sequences

needed keeps rising with sequence lengthm until it tops out at some asymptotic value. In

section 6.5.8 we argue that this behavior is not a feature of the variance bound but rather a

feature of the variance of randomized benchmarking itself. Therefore, in the case of highly

unitary noise, we recommend performing more experiments at shorter sequence lengths

rather than trying to map out the entire decay curve.

Another noteworthy feature of the variance bound eq. (6.4) is the fact that, for non-unitary

noise (that is u < 1) it is in general not monotonically increasing in in�delity r. Rather,

for a �xed sequence length, the variance increases at �rst with increasing in�delity but

then peaks and decays towards zero. This behavior is illustrated in �g. 6.4(c). Here we plot

a contour plot of the variance with in�delity on the y-axis (r ∈ [0.01, 0.1]) and sequence

length m on the y-axis (m ∈ [1, 100]) and have set the unitarity to u = (f2 + 1)/2
corresponding to relatively incoherent noise. The take-away from this plot is that it is not

enough to have an upper bound on the in�delity to get an upper bound on the variance,

rather one must have both and upper and a lower bound on the variance to make full

use of the bound eq. (6.4). Note that the looser upper bound eq. (6.5) does not share this

behavior and always yields an upper bound on the variance given an upper bound on the

in�delity r.

On the other hand, when the underlying noise process is unitary, that is u = 1 the vari-

ance does increase monotonically with increasing r. This strikingly di�erent behavior is

illustrated in �g. 6.4 (b). Here we plot a contour plot of the variance with in�delity on the

y-axis (r ∈ [0.01, 0.1]) and sequence length m on the y-axis (m ∈ [1, 100]) and have set

the unitarity to u = 1 corresponding to fully coherent noise.

6.4. Future work
An important caveat when applying the con�dence bounds is the assumption of gate and

time independent noise (this can be relaxed to Markovian, gate independent noise [2]).

This is an assumption that many analyses of RB su�er from to various degrees, hence a

major open problem would be to generalize the current bounds to encompass more general

noise models.

Our work can be straightforwardly extended to interleaved RB [14]. However the dom-

inant source of error in the interleaved RB protocol is usually systematic rather than

stochastic (due to the fact that the protocol does not yield an estimate of the interleaved

gate �delity but rather provides upper and lower bounds).

Also, successful and rigorous randomized benchmarking not only depends on the number

of random sequences needed per sequence length but also on the �tting procedure used

to �t the points generated by randomized benchmarking of various lengths to a decay

curve in order to extract an estimate of the average gate �delity. Finding the optimal way

to perform this �tting procedure is still an open problem [3]. Finally, a major theoreti-

cal open problem is the extension of the present bounds to non-qubit systems, di�erent

varieties of randomized benchmarking [15, 16], and to di�erent 2-designs [15, 17, 18] or

even orthogonal 2-designs [19, 20]. If these 2-designs are assumed to be groups, similar

techniques from representation theory might be used [21] but how this would be done is
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currently unknown.

6.5. Methods
In this section, we will discuss the new contributions in detail, and explain how to apply

them in an experimental setting. We will give a high level overview of the proof of the

bound on the variance of a randomized benchmarking sequence; full details can be found

in theorem 6.1 in section 6.6. We will also discuss the behavior of noise terms in the case

of non-ideal SPAM and prove that the bounds we obtain are in some sense optimal. Finally

we brie�y comment on how the variance changes when performing regular randomized

benchmarking (using an input state ρ rather than an input state di�erence ν = 1
2 (ρ− ρ̂)).

6.5.1. Estimation theory
In this section, we review con�dence intervals and relate the bounding of con�dence in-

tervals to the bounding of the variance of a distribution. A �rst thing of note is that all

the variance bounds stated in section 6.2 are dependent on the in�delity r. The appear-

ance of r in the bound might strike one as odd since this is precisely the quantity one

tries to estimate through RB. It is however a general feature of estimation theory that one

needs some knowledge of the quantity one tries to estimate in order to use nontrivial es-

timation methods [9]. Note also that while our results are stated in frequentist language,

they should also be translatable to Bayesian language, that is, as credible regions on the

in�delity given prior beliefs as in Ref. [4] for example. Bayesian methods are more natu-

ral because our bounds depend on prior information about the in�delity, however, a full

Bayesian treatment would involve the �tting process, obscuring our primary technical re-

sult, i.e. the variance bounds.

Let us now discuss how to use the variance bounds to construct con�dence intervals

around numbers km,N . We can in general de�ne a 1 − δ con�dence interval of size ε
to be

Prob

[
|km,N − E~G(Km)| ≤ ε

]
≥ 1− δ. (6.9)

Once we have an upper bound on the variance V2
m of an RB distribution we can relate this

to an upper bound on number of required sequences through the use of concentration

inequalities.

Note that for the case of randomized benchmarking there are two sets of con�dence pa-

rameters. (δN , εN ) is associated with estimating the average over all possible Cli�ord

sequences, where the relevant parameter is the number of performed sequences N and

(δL, εL) is associated with getting an estimate for the survival probability pm(~G) for a

given �xed sequence. Here the relevant parameter is L, the number of times a single se-

quence is performed. Since in practiceL <∞ there will be some �nite (δL, εL) con�dence

region around the survival probability pm(~G) for a given sequence
~G. So in general, when

looking at a ε, δ con�dence region for an RB procedure of a given length one should look

at (εN + εL, δN + δL) con�dence regions. In what follows we will assume that L is high

enough such that εL, δL are negligible relative to (δN , εN ). This approach is motivated by

experimental realities where it is usually much easier to perform a single string of Clif-
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fords many times quickly than it is to generate, store and implement a large number of

random sequences.

For a given variance V2
we can relate the number of sequences N needed to obtain 1− δ

con�dence intervals of size ε using the following concentration inequality due to Hoe�d-

ing [10]:

Prob

[
|km,N − E~G(Km)| ≤ ε

]
≥ 1− δ
≥ 1− 2H(V2, ε)N ,

with

H(V2, ε) =

(
1

1− ε

) 1−ε
V2+1

(
V2

V2 + ε

) V2+ε

V2+1

. (6.10)

We can invert this statement to express the number of necessary sequencesN as a function

of δ, r, ε as

N = − log(2/δ)

log(H(V2, ε))
. (6.11)

Note that this expression can also be inverted to yield a bound on δ, ε in terms of a given

number of samples N . This identity heavily depends on the size of the variance V2
m.

6.5.2. State preparation and measurement costs
We have argued that our adapted RB protocol allows for a reduction in the number of

needed sequences to make rigorous estimated. However implicit in this cost reduction

argument is the assumption that estimating the number km(~G) for a �xed sequence
~G is

not more costly than estimating the number pm(~G). Here we justify this assumption for

the two changes we made to the randomized benchmarking protocol; using a state di�er-

ence as input and using an impure input state proportional to a single Pauli matrix. In the

following we forgo rigor in favor of intuition. We are however only applying standard

statistical techniques that can easily be made rigorous.

State di�erence
At �rst glance one might think that estimating the same sequence twice for di�erence

input states as we propose yields a two-fold overhead in the number of samples per se-

quence. To see that this is not the case consider the variance V2
ρ associated with estimating

the expectation value for a single sequence for a single state ρ. From the standard rules of

error addition we now have, for the state di�erence ν = (ρ− ρ̂)/2 that

V2
ν = V2

(ρ−ρ̂)/2 ≤
1

22
(V2
ρ + V2

ρ̂) (6.12)

since the random variables associated to ρ and ρ̂ are independently distributed (making

the covariance zero). Now assuming that ρ incurs the largest variance, we get

V2
ν ≤

1

2
V2
ρ (6.13)
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which means that estimating the expectation value of a single sequence for a di�erence

of states is statistically not harder than estimating it for a single state.

Preparing the optimal input state and measurement
In our adapted RB procedure we call for preparing the input states ρ = 1+P

2 , ρ = 1−P
2 for

some Pauli matrix P and measuring the output POVM {Q,1 −Q} with Q = 1
2 (1 + P).

This is di�erent from standard RB where one is asked to prepare and project onto the

all zero state |0 . . . 0〉〈0 . . . 0|. We argue that performing RB this way is not more costly

than using the standard approach. For concreteness we shall set P = Z⊗q . Measuring

the expectation value of the operator Z⊗q is trivial; one simply measures all qubits in the

standard basis (as one would do in standard RB) and then computes the parity of the out-

come. Since standard basis states with even parity precisely span the positive eigenspace

of Z⊗q this amounts to measuring the expectation value of Z⊗q . Preparing the states

ρ = 1+Z⊗q

2 , ρ = 1−Z⊗q
2 is a little more involved. The state ρ is a probabilistic mix-

ture of all computational basis states |x〉 of even parity. By the linearity of expectation

one could compute (for a �xed Cli�ord sequence
~G ) the survival probability pm(~G, |x〉)

and then compute pm(~G, ρ) = 2−q/2
∑
x pm(~G, |x〉). This requires measuring 22/q

ex-

pectation values pm(~G, |x〉), making this approach not scalable. We can remedy this by

realizing that we are only interested in a good estimate of the mean pm(~G, ρ). Consid-

ering pm(~G, |x〉) to be the mean of a Bernoulli random variable with outcomes 0 and 1,

and thus pm(~G, ρ) to be the mean of a normalized binomial distribution we can estimate

this mean e�ciently by sampling |x〉 at random (with even parity), estimating pm(~G, |x〉)
and then computing the empirical mean. Moreover, since we do not need to know the

means pm(~G, |x〉) very well to get a good estimate of pm(~G, ρ) the about of single data

points (clicks) gathered to estimate pm(~G, ρ) is not higher than it would be to accurately

estimate pm(~G, |ψ〉) for |ψ〉 some pure state.

6.5.3. The fitting procedure
In the previous section we outlined how to use the bound eq. (6.4) to construct con�dence

intervals around km,N . However, we have not yet discussed how to integrate the variance

bound eq. (6.4) into the �tting procedure required by eq. (6.2). A �tting procedure is any

method that takes in the set of data points {km,N}m with m ∈ M where M is some set

of integers and outputs a tuple (A∗, f∗) such that A∗f∗m is a ‘good’ description of the

data {km,N}m. There are many ways to approach this problem, we refer to [12] for a

good overview, and �nding an optimal procedure is outside the scope of this thesis. How-

ever we would like to discuss the most commonly used �tting procedure: Ordinary Least

Squares (OLS) in the light of the bounds eqs. (6.4) and (6.6).

Ordinary least squares
Given data {km,N}m and the function F (A, f) = Afm the OLS procedure returns es-

timates (Â, f̂). Through a linearization procedure, as outlined for RB in [3], con�dence

intervals can then be constructed around these estimates. However, for this procedure to

yield correct results each data point km,N must be distributed around E~G(Km) with the
same variance [12, Chapter 2.8]. This assumption, called homoskedasticity in the statis-
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tics literature, is not universally valid for randomized benchmarking data {km,N}m. This

shows in the functional form of the upper bound eq. (6.4), which strongly depends on the

sequence length and from eq. (6.30) one can see that this is not an artifact of bounding

techniques but rather an innate feature of RB data. Moreover OLS assumes that the vari-

ance of km,N is independent of the �tting parameters A, f , an assumption which is also

explicitly violated in RB data. The violation of these two assumptions (homoskedasticity

and independence of �tting parameters) creates problems when performing OLS on the RB

data {km,N}m. In particular OLS no longer provides an unbiased estimate of the standard

error on the �tting parameters (f,A) [12, Chapter 3.3], which can lead to mis-estimation

of con�dence intervals around the �tting parameters. Therefore we recommend using a

more sophisticated approach.

Iteratively re-weighted least squares
Heteroskedasticity (violation of homoskedasticity) and functional dependence of the data

distribution on the �tting parameters are well studied problems, and many robust solu-

tions are available. Here we will focus on one particular solution called Iteratively Re-

weighted Least Squares (IRLS). For the purposes of this construction we will assume that

the data {km,N}m is drawn from a random variable with mean E~G(Km) and variance

V2
m(m, r)/N . IRLS constructs estimates for the parameters (A, f) by minimizing the func-

tion

min
A,f

∑

m∈M
wm(km,N −Afm)2

(6.14)

where the weights wm can depend on the functional variables. Under the assumption

that eq. (6.4) is the actual variance V2
m up to a constant factor we can set the weights [12,

Section 2.8.8] to be wm = w(f, u,m) = 1/σ(f, u,m) where σ is the RHS of eq. (6.4) (if

one suspects that η 6= 0 the eq. (6.6) can be used instead). We note that this procedure

is fairly robust against misspeci�cation of the weights, and moreover that σ captures the

behavior of V2
m with respect to the sequence length very well (see section 6.5.5). IRLS now

proceeds in the following manner:
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Algorithm 1 Iteratively Reweighted Least Squares

Input: Initial estimates f0, u0, A0 and a dataset km,N
Output: Final estimates f̂ , Â

1: Set f−1 = 0
2: Set i = 0
3: // Optimization loop (here ε is some preset sensitivity)

4:

5: while |fi−1 − fi| ≥ ε do
6: Set wm = w(fi, ui,m) = σ(fi, ui,m)−1

7: Optimize eq. (6.14) with weights wm to get Ai+1, fi+1

8: Estimate ui+1 by �tting σ(fi+1, ui,m)/N to the empirical variance of km,N
9: Set i = i+ 1

10: end while
11: Set Â = Ai, f̂ = fi
12: return Â, f̂

It as been shown [22, Page 45] (under some mild regularity conditions) that this algorithm

converges to estimates Â, f̂ . If the weightswm are exactly proportional to the variance V2
m

then these estimates are asymptotically consistent. In section 6.6.4 we provide a detailed

estimate of how close the estimate f̂ is to the real depolarizing parameter f in terms of

the number of data points in {km,N}m and the number of sequences N sampled per data

point.

Finally we would like to note that we have in this procedure kept the number of sequences

N constant for varying N . It is however possible to let N depend on the sequence length

m. One choice would be to varyN proportionally to V2
0 (assuming a good estimate of f is

available). In this scenario, since km,N is drawn from a distribution with variance V2
m/N

this would remedy the issue with heteroskedasticity and OLS could be used to provide

reliable �tting.

6.5.4. Gate dependent noise and gauge invariance
In recent work [23, 24] it has been noted that the relation between the parameter estimated

by randomized benchmarking and the average �delity is less than straightforward when

the noise channel is allowed to depend on the gate being implemented, that is G̃ = EGG.

At the heart of the issue is that the only quantities measurable in the lab, probabilities of

the form Tr(QG̃(ρ)) for a state ρ and an observableQ are gauge invariant. That is, for any

invertible superoperator S we have that

Tr(QG̃(ρ)) = Tr(S−1(Q)SG̃S−1(S(ρ))). (6.15)

This di�culty can be remedied by considering a more general noise model. Instead of

choosing G̃ = EG one chooses G̃ = LGGRG for superoperators RG,LG [24]. The in-

dividual operators RG,LG are not gauge invariant but the combined operator RGLG is.

Since here we deal exclusively with gate-independent noise we can choose the gauge such

that L = I andR = E but our results also hold for the more general choice of gauge with

the express caveat that our bounds then work in terms of the in�delity r and unitarity u of
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the noise in between gatesRL. That is we have r = r(RL) and u = u(RL). It is possible

to see this explicitly by making the substitution E → RL in all steps of the derivation of

the variance bound in section 6.5.5 (and theorem 6.1 in section 6.6).

6.5.5. Variance bound
In this section we present a derivation of the multi-qubit variance bound in eq. (6.4) under

the assumption of ideal input di�erence operator ν = 1
2 (ρ− ρ̂) and output POVM element

Q, i.e.

ν =
P

2d
(6.16)

Q =
1

2
(1 + P) (6.17)

where P is some pre-speci�ed target Pauli matrix (�g. 6.1). Under these ideal conditions

we can guarantee that the variance scales quadratically in the in�delity r. We will focus

on intuition and relegate most technical work to section 6.6. For the remainder of the text

we will choose a basis for the space of linear operatorsMd. This means we can think of

density matrices and POVM elements as column and row vectors which we denote with a

Dirac-like notation, i.e. ν → |ν〉〉 andQ→ 〈〈Q|. Quantum channels can then be though of

as matrices acting on vectors (which represent density matrices). Moreover, in this picture,

composition of channels corresponds to matrix multiplication. When measuring the state

E(ρ) using a two component POVM {Q,1 − Q} for some quantum channel E and state

ρ and positive operator Q we can write the expectation value Tr(QE(ρ) as a vector inner

product

Tr(QE(ρ)) = 〈〈Q|E(ρ)〉〉 = 〈〈Q|E|ρ〉〉 (6.18)

where we abuse notation by referring to the matrix representation of the quantum channel

E as E as well. This is variously called the a�ne or Liouville representation [2, 25].

We assume that every experimental implementation of a Cli�ord gate G̃ can be written as

G̃ = EG for some �xed CPTP map E whereG is the ideal Cli�ord gate. That is, we assume

the noise is Markovian, constant and independent of the target gate. These assumptions

can be relaxed partially [2, 3, 24, 26].

The key to randomized benchmarking is that randomly applying elements of the Cli�ord

group Cq and then inverting produces, on average, the depolarizing channel [27]

Df (ρ) = fρ+
1− f
d

1d, (6.19)

that is, we have ∑

G∈Cq
G†EG = Df (6.20)

with the depolarizing parameter f related to the �delity by [28]

Favg(E , I) =
(d− 1)f + 1

d
. (6.21)
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Therefore applying a sequence of independently-random gates and then inverting pro-

duces Dfm on average. Hence the expectation value of any operator decays as fm on

average.

The value of km(~G) for a �xed sequence of Cli�ord gates
~G (as de�ned in �g. 6.1), and the

variance over
~G ∈ Cq are

km(~G) = 〈〈Q|G†mEGm · · · G†1EG1|ν〉〉 (6.22)

V2
m = E~G[km(~G)2]− [E~G(km(~G))]2 (6.23)

respectively. We can use the identity a2 = a⊗ a for a ∈ C, the distributivity and associa-

tivity of the tensor product, and the linearity of quantum channels to write this as [2, 29]

V2
m = 〈〈Q⊗2

∣∣TCq (E⊗2)m−
[
TCq (E)m

]⊗2∣∣ν⊗2〉〉 (6.24)

where

TCq (E) =
1

|Cq|
∑

G∈Cq
G†EG = Df , (6.25)

TCq (E⊗2) =
1

|Cq|
∑

G∈Cq
G†⊗2E⊗2G⊗2. (6.26)

The superoperator TCq (E) is often referred to as the twirl of the quantum channel E .

At this point, our analysis diverges from that of Ref. [2]. First, note that for our modi�ed

scheme, ν⊗2
is traceless and symmetric under the interchange of the tensor factors (we

will refer to such a matrix as a traceless symmetric matrix) so

[
TCq (E)m

]⊗2 ∣∣ν⊗2〉〉 = f2m
∣∣ν⊗2〉〉. (6.27)

Furthermore, TCq (E⊗2) preserves the trace and symmetry under interchange of tensor

factors. Therefore we can de�ne TTS(E⊗2) to be the restriction of TCq (E⊗2) to the space

of traceless symmetric matrices. As we prove in lemma 6.1 using the results from chapter 5,

the representation G⊗2
of the Cli�ord group restricted to the traceless symmetric subspace

decomposes into inequivalent irreducible representations. Therefore by Schur’s lemma

(see chapter 3 for an explanation of Schur’s lemma),

TTS(E⊗2) =
∑

i∈Z
χiPi (6.28)

where Z indexes the irreducible subrepresentations of G⊗2
on the space of traceless sym-

metric matrices, Pi are projectors associated to each representation and χi = χi(E) ∈ R
are numbers that depend on the quantum channel E .

†
As thePi are orthogonal projectors

that span the space of traceless symmetric matrices, we can write the variance as

V2
m =

∑

i∈Z
〈〈Q⊗2|Pi|ν⊗2〉〉(χmi − f2m). (6.29)

†
When ν is not traceless, as is the case in regular randomized benchmarking, we can not restrict the two-copy

twirl to a twirl over the traceless-symmetric subspace. However the derivation below will still hold, up to the

addition of extra terms stemming from equivalent irreducible subrepresentations present in eq. (6.28). This

extra term is discussed in section 6.5.9 and also [2]
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Now we use a telescoping series trick (lemma 6.6 and in particular corollary 6.1) on the

last factor to write this as

V2
m =

∑

i∈Z
〈〈Q⊗2|Pi|ν⊗2〉〉

[
mf2(m−1)(χi − f2) +(χi−f2)2

m∑

j=1

(j − 1)χm−ji f2(j−2)
]
.

(6.30)

Here we see that getting a sharp bound on the variance will depend on getting sharp

bounds on the di�erence between the χi prefactors and the square of the depolarizing

parameter f2
. Up to this point the derivation has been valid for any input state di�erence

ν and output positive operatorQ. However now we will restrict to the case of idealQ and

ν. For the general case of non-ideal Q and ν see theorem 6.1 in section 6.6. In the case of

ideal Q and ν we can use lemmas 6.2 and 6.3 to upper bound

∑

i∈Z
〈〈Q⊗2|Pi|ν⊗2〉〉(χi − f2) ≤ 1

4

d2 − 1

(d− 1)2
r2

(6.31)

where r = 1 − Favg(E , I) is the in�delity of the quantum channel. Note that the as-

sumption of ideal Q and ν is necessary in order to apply lemma 6.2 and obtain an upper

bound that scales quadratically in the in�delity r. In general, for r ≤ 1
3 , we can say that

(lemma 6.5)

|χi − f2| ≤ 2dr

d− 1
. (6.32)

Hence we can say

V2
m ≤ mf2(m−1) d2 − 2

4(d− 1)2
r2 +

∑

i∈Z

4d2r2〈〈Q⊗2|Pi|ν⊗2〉〉
(d− 1)2

m∑

j=1

(j − 1)χm−ji f2(j−2)

(6.33)

for ideal Q and ν. Now we only need to deal with the χi factors in the sum. To do this we

will use the fact that every χi term is upper bounded by the unitarity u of the quantum

channel E . This is derived in lemma 6.4 in section 6.6. Inserting this we get

V2
m ≤ mf2(m−1) d2 − 2

4(d− 1)2
r2 +

∑

i∈Z

4d2r2〈〈Q⊗2|Pi|ν⊗2〉〉
(d− 1)2

m∑

j=1

(j − 1)um−jf2(j−2).

(6.34)

Now we factor um−2
out of the sum over j and use the fact that this sum has a closed

form. Using this and lemma 6.2 to bound the projector inner products we obtain a �nal

bound on the variance

V2
m ≤ mf2(m−1) d2 − 2

4(d− 1)2
r2 +

d2

(d− 1)2
r2um−2 (m−1)( f

2

u )m−m( f
2

u )m−1+1

(1−( f
2

u ))2
,

(6.35)

which is the bound we set out to �nd. To obtain from this the bound given in eq. (6.5)

we note that u ≥ f2
and moreover that the fractional term in eq. (6.35) is monotonically

decreasing in u (for �xed f2
) and reaches a limiting value of m(m − 1)/2 in the limit of

u→ f2
(This can be seen by using l’Hôpital’s rule).
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6.5.6. State preparation and measurement
When Q, ν do not satisfy eq. (6.16), (which will always happen in practice) the above

derivation will not hold exactly and the deviation ofQ, ν from their ideal forms will intro-

duce terms of order ηr i.e., terms which scale linearly and not quadratically in the in�delity

r. Deriving an expression of the variance taking into account these these contributions is

a little tedious so we will relegate the details to section 6.6 and instead discuss the form of

the prefactor η. Let ν be some non-ideal input state di�erence and letQ be some non-ideal

observable. Note from eq. (6.16) that the ideal input state di�erence ν and output POVM

Q are related to a pre-chosen “target Pauli matrix” P. We hence have

Qid =
1

2
(1 + P) (6.36)

νid =
P

2d
(6.37)

the ideal Q and ν. Suppressing some prefactors (the exact expression can be found in

eq. (6.91) in section 6.6) we get the following approximate expression for the SPAM factor

η:

η ≈ ‖Q−Qid‖2 ‖ν − νid‖2
+ ‖Q−Qid‖22 + ‖ν − νid‖22

(6.38)

where ‖·‖2 is the Schatten-2 norm [25] and Q, ν are the non-ideal operators that are ac-

tually implemented. There are several important things to notice here:

• η goes to zero in the limit of ideal Q, ν. This justi�es our choice of the ideal Q and

ν as being proportionate to a Pauli matrix rather than preparing and measuring in

the |0〉 state as was the case in the original randomized benchmarking proposal [1]

• η scales quadratically in the deviation from the ideal of Q and ν. This means that

for small deviations η is likely to be small.

• η is non-zero for non-idealQ even when ν is ideal and vice versa. This is unfortunate

as it means that both state preparation and measurement must be good to ensure

small variance. However, as we argue in section 6.5.7, this is actually optimal.

To get a feel for how the parameter η behaves we discuss a particular error model for

state preparation and measurement errors, inspired by recent research in superconduct-

ing qubits [30]. Here we see that the dominant error source when preparing states in the

computational basis is given by decay to the ground state when in the excited (|1〉) state

and residual excitations when preparing the ground (|0〉) state. The dominant contribution

to measurement errors when measuring in the computational basis are here discrimina-

tion errors (mistaking 0 for 1 and vice versa) as well as errors due to �nite sampling. When

performing our version of RB, and choosing P = Z , we see that νid = (|0〉〈0| − |1〉〈1|)/2
and hence we want to ideally prepare the states |0〉〈0| and |1〉〈1|. Following [30] we as-

sume 0.5% residual excitations when preparing the |0〉〈0| state, 0.8% decay to the ground

when preparing |1〉〈1| and a 1% discrimination error (modeled by a symmetric bit-�ip

channel) (Here we use the discrimination �delity given in [31]). Plugging these numbers
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into the assumed error models and calculating η using eq. (6.91) in the Supplementary Ma-

terial we see that in this case η = 0.001. Hence we can say that under realistic scenarios

η will be quite small.

6.5.7. Optimality of maximal variance
In this section we will argue that the bounds on the variance in the case of non-ideal SPAM

are optimal in the sense that it is impossible for the variance to scale better that linearly

in the in�delity r for arbitrary noise maps when the input POVM element Q is non-ideal

even when the input state di�erence ν is ideal. The same reasoning will also hold for non-

ideal ν even when Q is ideal. (More generally the reasoning below will also work when

randomized benchmarking is performed using a state rather than a state di�erence but we

will not show this explicitly here).

Consider the variance as in eq. (6.24) for a randomized benchmarking experiment with a

quantum channel E with in�delity r and for simplicity set the sequence lengthm = 1 (the

argument will work for general m). Then we have an expression for the variance

V2 = 〈〈Q⊗2
∣∣TCq (E⊗2)− TCq (E)⊗2

∣∣ν⊗2〉〉 (6.39)

with the TCq (E⊗2), TCq (E)⊗2
de�ned in eq. (6.25). Now consider setting ν = νid and

maximizing over the POVM element Q. That is consider

V2 = max
0≤Q≤1

〈〈Q⊗2
∣∣TCq (E⊗2)− TCq (E)⊗2

∣∣ν⊗2
id 〉〉.

Now note that for any unitary U the operator U(Q) = UQU† is also a POVM element.

This means we can write

V2 = max
0≤Q≤1

〈〈Q⊗2
∣∣TCq (E⊗2)− TCq (E)⊗2

∣∣ν⊗2
id 〉〉

= max
0≤Q≤1

〈〈(U(Q))⊗2
∣∣TCq (E⊗2)− TCq (E)⊗2

∣∣ν⊗2
id 〉〉

≥ max
0≤Q≤1

〈〈
∫
dU(U(Q))⊗2

∣∣TCq (E⊗2)− TCq (E)⊗2
∣∣ν⊗2

id 〉〉,

where we used the linearity of the inner product and the de�nition of maximum and the

integral is taken over the uniform or Haar measure of the unitary group. Now we use a

well known fact from the representation theory of the unitary group which states that the

integrated operator

∫
dU(U(Q)) is precisely proportional to one of the projectors de�ned

in eq. (6.28). [13]. In particular it is proportional to the rank one projector Ptr = |∆〉〉〈〈∆|
where ∆ ∈ Md is some matrix operator (see lemma 6.1 in the appendix) and tr is an

element of the set Z which indexed the irreducible representations of the Cli�ord group

in eq. (6.28). This means we can we can write using eq. (6.29)

V2 ≥ max
0≤Q≤1

∑

i∈Z
α(Q)〈〈∆|Pi|ν〉〉(χi − f2)

= max
0≤Q≤1

α(Q)〈〈∆|Ptr|ν〉〉(χtr − f2)
(6.40)
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where α(Q) is some positive prefactor function of Q. From lemma 6.4 and [13] it can be

seen that χtr is precisely the unitarity u of the quantum channel E . If we now consider

E to be a unitary channel (that is u = 1), we get (ignoring the prefactors, which can be

proven to be strictly positive)

V2 ≈ 1− f2 =
dr

d− 1

(
2− dr

d− 1

)
(6.41)

which is linear in in�delity r. Hence when the POVM elementQ is allowed to vary freely a

linear scaling of the variance with the in�delity r can not be avoided even when the input

state di�erence ν is ideal. One can perform a similar thought experiment maximizing over

ν while settingQ = Qid and get the same result. Hence the expression for η we discussed

in the above section is essentially optimal.

6.5.8. Asymptotic behavior of the variance
When looking at the bound on the variance eq. (6.4) the di�erence between unitary and

non-unitary noise is striking. When the noise is non-unitary, and thus u < 1 the upper

bound on the variance (and hence the variance itself) decays exponentially to zero in the

sequence length m but when the noise process is unitary the variance keeps increasing

and eventually saturates on a constant that is independent of the in�delity of the noise

process. Here we argue that this is not an artifact of the bounding techniques but rather a

fundamental feature of performing randomized benchmarking over unitary noise. More-

over this e�ect is independent of whether RB is performed using a state di�erence input

ν or a state input ρ (as in standard RB).

Consider a unitary noise process U = U · U† with in�delity r > 0 (That is U is not the

identity). Now consider a randomized benchmarking experiment of sequence length m.

That is, for a random sequence of Cli�ord unitaries G1, . . . Gm we perform the unitary

Vm = U(Gm · · ·G1)†UGmU · · ·UG1 (6.42)

Following the reasoning of [1] we can write Vm as

Vm = UG′
†
mUG

′
m · · ·G′

†
1UG

′
1 (6.43)

where the unitariesG′m, . . . G
′
1 are sampled uniformly at random from the Cli�ord group.

We can equally well think of the unitary U†Vm as being the product of m uniformly

random samples from the set

GU = {G†UG ‖ G ∈ Cq}. (6.44)

Note that this set depends on the unitary U . In [32] it was shown that the distribution of

the product ofm unitaries sampled uniformly at random from a set of unitaries converges

to the Haar measure (uniform measure) on the unitary group in the limit of large m as

long as this set contains a universal set of gates. Note that this convergence phenomenon

is independent of the initial set
‡
.

‡
This is similar to how the limiting distribution of a random walk is independent of the initial step-size
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Note now that as long as the unitary U is not a Cli�ord gate the set GU will contain a

universal gateset [33]. This means that the distribution from which Vm is sampled will

converge to the Haar measure in limit of long sequence length (the extraU† factor gets ab-

sorbed into the Haar measure). This will happen independently of the unitary U (as long

as U is not Cli�ord). From this we can conclude that the variance of randomized bench-

marking with unitary noise must, in the limit of long sequences, converge to the variance

of the randomized benchmarking expectation value over the Haar measure independently

of what the original unitary noise process is. Note again that the above argument is inde-

pendent of whether RB is performed using a state di�erence input or a state input.

6.5.9. Relation to regular randomized benchmarking
When performing regular randomized benchmarking, that is using an input state ρ =
1
2 (1 + P) rather than an input state di�erence ν = P

2 the upper bounds on the variance

given in eqs. (6.4) and (6.6) still hold provided an extra additive term is added to them.

This term will stem from the addition of an extra superoperator (that is not a projector)

in the sum in eq. (6.28) which stem from the appearance of two equivalent trivial subrep-

resentations of the two-copy representation G⊗2
of the Cli�ord group. This term is of the

form

T =
1

4
‖E(1/d)− 1/d‖22

1− um
1− u

≤ (d+ 1)2

2d2
r2 1− um

1− u

(6.45)

where E is the noise process under investigation, with in�delity r and unitarity u and sys-

tem dimension d. Here ‖E(1/d)− 1/d‖22 is a measure of how ‘non-unital’ the quantum

channel E , that is how far its output deviates from the identity when the identity is the

input. This measure can be upper bounded using [34, Theorem 3] and is already implicitly

analyzed in [2]. We will not prove the above explicitly but it can be derived straightfor-

wardly by following the derivation in theorem 6.1 using ρ as input state. Note however

that the upper bound on T does not decay to zero exponentially but rather converges to a

non-zero constant even for non-unitary channels. This is not a feature of the upper bound

itself but rather of the long sequence behavior of standard randomized benchmarking. It

was proven in [2, Theorem 17] that the upper bound T is actually saturated for almost al

non-unitary channels. Moreover, for physically relevant noise models such as amplitude

damping T can be quite substantial. This very di�erent behavior in the limit of long se-

quence lengths further motivates the use the state di�erence ν for rigorous randomized

benchmarking.

6.6. Technical statements
In this section we will give more rigorous versions of the statements made in the previ-

ous sections. This section will not provide insights beyond those already provided in the

previous sections and can be skipped by readers uninterested in the mathematical details

of our results. We refer to chapter 2 and chapter 3 for introductions to basic notions of

quantum mechanics and representation theory that will be needed to follow the proofs

and which we will not repeat here.
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6.6.1. Traceless-Symmetric representation
In the rest of the chapter we will often work with quantum channels which have a tensor

product structure. That is we will often be dealing with channels of the form

W :=
∑

i

λiE⊗2
i (6.46)

where Ei is a CPTP map for all i andλi ∈ C is some abstract parameter. Note thatW is now

a linear map fromM⊗2
d toM⊗2

d . Maps of these form have a number of useful properties

which we will now consider. We begin by de�ning the traceless-symmetric subspace VTS

which is a subspace ofM⊗2
d of the form

VTS := Span

{
Sσ,τ :=

1√
2

(|στ〉〉+ |τσ〉〉) ‖ σ, τ ∈ σq
}
. (6.47)

where we have suppressed the tensor product (that is στ := σ ⊗ τ ). The traceless-

symmetric subspace has several desirable properties which we note here. First let ρ, ρ̂ ∈
Md be density matrices and call their di�erence ν := ρ− ρ̂, then we have that

|ν⊗2〉〉 = |(ρ− ρ̂)⊗2〉〉 ∈ VTS (6.48)

Moreover, for any quantum channelW of the form de�ned in eq. (6.46) we have that

W|v〉〉 ∈ VTS, ∀|v〉〉 ∈ VTS, (6.49)

or equivalently we have that

PTSW =WPTS (6.50)

wherePTS is the projector onto the space VTS (note thatPTS is a linear map fromM⊗2
d to

M⊗2
d ). This observation follows from the fact thanW is a linear combination of two-fold

tensor products of quantum channels (which preserve the trace and map operators that are

symmetric under interchange of the two copies ofM⊗2
d to operators that are symmetric

under interchange of the two copies ofM⊗2
d ).

We will in particular be interested in how a representation of of the Cli�ord group Cq
behaves on the traceless symmetric subspace. De�ne the two-fold tensor product repre-

sentation of the Cli�ord group onM⊗2
d as

φ2 : G −→ G⊗2
(6.51)

for all where G is the Liouville representation ofG for allG ∈ Cq . This representation has

a natural restriction to the subspace VTS since G⊗2
is of the form described in eq. (6.46).

We can de�ne the subrepresentation φTS of φ2 as

φTS : G −→ PTSG⊗2PTS (6.52)

for all G ∈ Cq . This representation is in general not irreducible but decomposes further

into a collection of irreducible subrepresentations. In chapter 5 we derived these irre-

ducible subrepresentations of φTS and studied their properties. In the following lemma

we will quote several results from chapter 5 which will be useful for our purposes here.
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Lemma 6.1. Let Cq be the Cli�ord group and let φTS be the traceless symmetric repre-

sentation. This representation is a direct sum of three subrepresentations φd (diagonal),

φ[S] (symmetric commuting) and φ{S} (symmetric anti-commuting) acting on the spaces

Vd := Span {|σσ〉〉 ‖ σ ∈ σq} (diagonal)

V[S] := Span{Sν,ν·τ ‖ τ ∈ σq, ν ∈ Cτ} (symmetric commuting)

V{S} := Span{Sν,iν·τ ‖ τ ∈ σq, ν ∈ Nτ} (symmetric anti-commuting)

The diagonal subrepresentation φd decomposes into three subrepresentations denoted by

φtr, φ1, φ2 with φtr the trivial representation spanned by

Vtr =





1√
d2 − 1

∑

τ∈σq
|ττ〉〉



 . (trivial)

We will index these representations by the set Zd := {tr, 1, 2}.
The symmetric commuting representation φ[S] decomposes into 3 irreducible subrepre-

sentations denoted as φ[adj], φ[1], φ[2]. We will index these representations by the set

Z[S] := {[adj], [1], [2]}. The spaces carrying these representations can be written as a

direct sum of subspaces in the following way

Vi =
⊕

τ∈σq
V τi (6.53)

where V τi ⊂ V [τ ]
with

V [τ ] := Span{Sν,ν·τ ‖ ν ∈ Cτ}. (6.54)

The symmetric anti-commuting representation φ{S} decomposes into 2 irreducible sub-

representations denoted as φ{1}, φ{2}. We will index these representations by the set

Z{S} := {{1}, {2}}. The spaces carrying these representations can be written as a di-

rect sum of subspaces in the following way

Vi =
⊕

τ∈σq
V τi (6.55)

where V τi ⊂ V {τ} with

V {τ} := Span{Sν,iν·τ ‖ ν ∈ Nτ}. (6.56)

Finally we denote the set indexing all irreducible subrepresentations of φTS as Z = Zd ∪
Z[S] ∪ Z{S} and we note that all irreducible representations indexed by Z are mutually

inequivalent.

Note that we have only given an explicit basis for the space on which the representation

φtr acts. It is possible to write down explicit bases for all relevant vector spaces but we

will not need to do this here.
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6.6.2. Variance bound
In this section we prove the main theorem of this chapter. Concretely we prove the fol-

lowing.

Theorem 6.1. Let Q be an observable and ρ, ρ̂ density matrices and set ν = 1
2 (ρ − ρ̂).

Consider a randomized benchmarking experiment using the Cli�ord group Cq with noisy

implementation G̃ = EG for allG ∈ Cq . Then the variance V2
m of this experiment is upper

bounded by

V2
m ≤ mfm−1 d2 − 2

(d+ 1)2
r2+

d2

(d− 1)2
r2um−2 (m− 1)

(
f2/u

)m −m
(
f2/u

)m−1
+ 1

(1− (f2/u))2

+η(Q, ν)mfm−1r + η(Q, ν)r2um−2 (m− 1)
(
f2/u

)m −m
(
f2/u

)m−1
+ 1

(1− (f2/u))2

(6.57)

where u = u(E) is the unitarity, r = r(E) is the in�delity, d is the system dimension, m
is the sequence length, f = 1 − dr

d−1 is the depolarizing parameter and η is a function

capturing the deviation from the ideal Q and ν. This bound is valid for r ≤ 1
3 .

Proof. We begin from an exact expression of the variance expressed in the Liouville rep-

resentation eq. (6.24):

V2
m = 〈〈Q⊗2|Tφ2(E⊗2)m|ν⊗2〉〉 − 〈〈Q⊗2|

(
Tφ(E)⊗2

)m|ν⊗2〉〉 (6.58)

where Tφ2
is the twirl over the two-copy representation of the Cli�ord group as de�ned in

eq. (6.51) and Tφ is the twirl over the (single copy) Liouville representation. Note now that

|ν⊗2〉〉 ∈ VTS and that both Tφ2
(E⊗2) and Tφ(E)⊗2

are CPTP maps of the form described

in eq. (6.46). This means we can restrict both twirls to the traceless symmetric subspace.

In this subspace we have from lemma 3.4 and lemma 6.1 that Tφ2(E⊗2) and Tφ(E)⊗2
are

of the form

Tφ2
(E⊗2) =

∑

i∈Z
χiPi (6.59)

Tφ(E)⊗2 =
∑

i∈Z
f2Pi (6.60)

whereZ (as de�ned in lemma 6.1) indexes the irreducible subrepresentations of the trace-

less symmetric representation of the Cli�ord group and χi = Tr(PiE⊗2)/Tr(Pi) are the

prefactors associated to the di�erent subrepresentations. We also used that Tφ(E) is a de-

polarizing channel with depolarizing parameter f [2]. Using that P2
i = Pi and PiPj = 0

for i, j ∈ Z, i 6= j we can rewrite the variance as

V2
m =〈〈Q⊗2|

∑

i∈Z
χmi Pi|ν⊗2〉〉−〈〈Q⊗2|

∑

i∈Z
f2mPi|ν⊗2〉〉 (6.61)

=
∑

i∈Z
〈〈Q⊗2|Pi|ν⊗2〉〉(χmi −f2m). (6.62)
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We now apply a telescoping series identity, which is proven in corollary 6.1 of lemma 6.6,

to the factor χmi − f2m
in the above equation (for all i ∈ Z). This gives

V2
m = mf2(m−1)

∑

i∈Z
〈〈Q⊗2|Pi|ν⊗2〉〉(χi − f2) (6.63a)

+
∑

i∈Z
〈〈Q⊗2|Pi|ν⊗2〉〉(χi − f2)2

m∑

s=2

(s− 1)χm−si f2(s−2). (6.63b)

This equation contains two terms, eq. (6.63a) and eq. (6.63b) which we will bound sep-

arately. We now proceed to upper bound the �rst term, that is eq. (6.63a). For this we

will split the the input and output operators Q, ν into their ideal parts (that is, the Pauli

operator σP := P/
√
d) and deviations from that ideal. We de�ne the functions

Hi(Q, ν) := 〈〈Q⊗2|Pi|ν⊗2〉〉 −Q2
Pν

2
P〈〈σ⊗2

P |Pi|σ⊗2
P 〉〉 (6.64)

for all i ∈ Z where QP = Tr(QσP) and similarly for νP. Using this we can write

eq. (6.63a) as

mf2(m−1)
∑

i∈Z
〈〈Q⊗2|Pi|ν⊗2〉〉(χi − f2) = Q2

Pν
2
Pmf

2(m−1)
∑

i∈Z
〈〈σ⊗2

P |Pi|σ⊗2
P 〉〉(χi − f2)

(6.65a)

+mf2(m−1)
∑

i∈Z
Hi(Q, ν)(χi − f2).

(6.65b)

Now consider the �rst term of the RHS, eq. (6.65a). First note from lemma 6.2 that for

i 6∈ Zd = {tr, 1, 2} we have Pi|σ⊗2
P 〉〉 = 0. Hence we have

Q2
Pν

2
Pmf

2(m−1)
∑

i∈Z
〈〈σ⊗2

P |Pi|σ⊗2
P 〉〉(χi − f2)

= Q2
Pν

2
Pmf

2(m−1)
∑

i∈Zd

〈〈σ⊗2
P |Pi|σ⊗2

P 〉〉(χi − f2)

= Q2
Pν

2
Pmf

2(m−1)
∑

i∈Zd

Tr(Pi)
d2 − 1

(
Tr(PiE⊗2)

Tr(Pi)
− f2

)

= Q2
Pν

2
Pmf

2(m−1)

[
1

d2 − 1
Tr

[∑

i∈Zd

PiE⊗2

]
− f2

]

= Q2
Pν

2
Pmf

2(m−1)


 1

d2 − 1

∑

τ∈σq
〈〈τ⊗2|E⊗2|τ⊗2〉〉 − f2




(6.66)

where we used lemma 6.2 in the �rst and second equalities and the fact that

∑

i∈Zd

Pi =
∑

τ∈σq
|τ⊗2〉〉〈〈τ⊗2| (6.67)
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in the last equality (this can be seen from lemma 6.1). Now we use lemma 6.3 and the fact

that QPνP ≤ 1/4 to obtain an upper bound

Q2
Pν

2
Pmf

2(m−1)
∑

i∈Z
〈〈σ⊗2|Pi|σ⊗2〉〉(χi − f2) ≤ mf2(m−1) d2 − 2

4(d− 1)2
r2. (6.68)

This leaves us with the second term in the RHS, eq. (6.65b). Here we cannot attain a bound

that is quadratic in r. Instead we will attempt a bound that is linear in r using lemma 6.5.

We can write

mf2(m−1)
∑

i∈Z
Hi(Q, ν)(χi − f2) ≤ mf2(m−1)

∑

i∈Z
|Hi(Q, ν)||χi − f2|

≤ mf2(m−1) 2dr

d− 1

∑

i∈Z
|Hi(Q, ν)|

(6.69)

subject to the condition r ≤ 1
3 . Writing η(Q, ν) :=

∑
i∈Z |Hi(Q, ν)| we have a bound on

eq. (6.63a).

We continue by upper bounding the second term in the variance, that is eq. (6.63b). We

again split o� the ideal components of Q and ν and write

∑

i∈Z
〈〈Q⊗2|Pi|ν⊗2〉〉(χi − f2)2

m∑

s=2

(s− 1)χm−si f2(s−2)

= Q2
Pν

2
P

∑

i∈Z
〈〈σ⊗2

P |Pi|σ⊗2
P 〉〉(χi − f2)2

m∑

s=2

(s− 1)χm−si f2(s−2)

+
∑

i∈Z
Hi(Q, ν)(χi − f2)2

m∑

s=2

(s− 1)χm−si f2(s−2)

≤ 1

4

∑

i∈Zd

Tr(Pi)
d2 − 1

(χi − f2)2
m∑

s=2

(s− 1)χm−si f2(s−2)

+
∑

i∈Z
|Hi(Q, ν)|(χi − f2)2χm−2

i

m∑

s=2

(s− 1)χm−si f2(s−2)

(6.70)

where we have used the de�nition of the function Hi(Q, ν), lemma 6.2 and the triangle
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inequality. Now we use lemma 6.5 to upper bound this quantity as

∑

i∈Z
〈〈Q⊗2|Pi|ν⊗2〉〉(χi − f2)2

m∑

s=2

(s− 1)χm−si f2(s−2)

≤
∑

i∈Zd

Tr(Pi)
d2 − 1

(
dr

d− 1

)2 m∑

s=2

(s− 1)χm−si f2(s−2)

+
∑

i∈Z
|Hi(Q, ν)|

(
2dr

d− 1

)2 m∑

s=2

(s− 1)χm−si f2(s−2)

≤ d2r2

(d− 1)2

m∑

s=2

(s− 1)χm−si f2(s−2)

+
4d2r2

(d− 1)2

∑

i∈Z
|Hi(Q, ν)|

m∑

s=2

(s− 1)χm−si f2(s−2)

(6.71)

where we have used the fact that

∑
i∈Zd

Tr(Pi) = d2− 1. It remains to deal with the last

factor. This we do by using lemma 6.4 which states that χi ≤ u for all i ∈ Z , where u is

the unitarity of the channel E . Writing again η(Q, ν) :=
∑
i∈Z |Hi(Q, ν)| we then have

∑

i∈Z
〈〈Q⊗2|Pi|ν⊗2〉〉(χi − f2)2

m∑

s=2

(s− 1)χm−si f2(s−2)

≤ d2r2

(d− 1)2

m∑

s=2

(s− 1)um−sf2(s−2)

+
4d2r2

(d− 1)2

∑

i∈Z
|Hi(Q, ν)|

m∑

s=2

(s− 1)um−sf2(s−2)

(6.72)

We can further make sense of this quantity by using the well known series identity

m∑

k=1

(k − 1)xk−2 =
(m− 1)xm −mxm−1 + 1

(1− x)2
, m ∈ N, (6.73)

Factoring out a factor of um−2
and setting x = f2/u we obtain the following

∑

i∈Z
〈〈Q⊗2|Pi|ν⊗2〉〉(χi − f2)2

m∑

s=2

(s− 1)χm−si f2(s−2)

≤ d2r2

(d− 1)2
(1 + 4η(Q, ν))um−2 (m− 1)(f2/u)m −m(f2/u)m−1 + 1

(1− (f2/u))2
.

(6.74)

This �nishes the upper bounding of eq. (6.63b). Gathering all terms we come to a �nal
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bound

V ≤ mfm−1 d2 − 2

4(d+ 1)2
r2+

d2

(d− 1)2
r2um−2 (m− 1)

(
f2/u

)m −m
(
f2/u

)m−1
+ 1

(1− (f2/u))2

+η(Q, ν)mfm−1r+η(Q, ν)r2um−2 (m− 1)
(
f2/u

)m −m
(
f2/u

)m−1
+ 1

(1− (f2/u))2

(6.75)

which is the bound we set out to �nd. �

Noting that f2 ≤ u and that the factor

(m− 1)
(
f2/u

)m −m
(
f2/u

)m−1
+ 1

(1− (f2/u))2
, (6.76)

is monotonically decreasing in u we can upper bound this factor by taking the limit u→
f2

. This gives

lim
u→f2

(m− 1)
(
f2/u

)m −m
(
f2/u

)m−1
+ 1

(1− (f2/u))2
=
m(m− 1)

2
. (6.77)

which can be con�rmed by an application of l’Hôpital’s rule. Plugging this in to eq. (6.75)

we obtain eq. (6.5).

6.6.3. State preparation and measurement (SPAM) terms
In the central bound on the variance ( theorem 6.1) we had to account for the fact that

the variance can depend on how well the input states ρ, ρ̂ and the output POVMQ can be

implemented. The ideal behavior of ν = 1
2 (ρ− ρ̂) and Q are given by

Qid =
1

2
(1 + P) (6.78)

νid =
P

2d
(6.79)

where P is a pre-speci�ed element of the Pauli group (see �g. 6.1). The deviation ofQ and

ν from this ideal can be captured by writing

Q = Qid +Qspam (6.80)

ν = νid + νspam (6.81)

where 〈Qid, Qspam〉 = 〈νid, νspam〉 = 0.

In the variance bound the deviation from the ideal has an e�ect which is measured by the

parameter η(Q, ν). This parameter η(Q, ν) was de�ned as

η(Q, ν) =
∑

i∈Z
Hi(Q, ν) =

∑

i∈Z
|〈〈Q⊗2|Pi|ν⊗2〉〉 − 〈〈Q⊗2

id |Pi|ν⊗2
id 〉〉| (6.82)
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whereZ indexes the irreducible representations of the traceless symmetric representation

of the Cli�ord group and the Pi are projectors onto the spaces carrying these subrepre-

sentations (lemma 6.1). Let us now analyze these terms further. For i ∈ Zd we have

Hi(Q, ν) = |〈〈(Qid +Qspam)⊗2|Pi|(νid + νspam)⊗2〉〉 − 〈〈Q⊗2
id |Pi|ν⊗2

id 〉〉|
= |〈〈Q⊗2

id |Pi|ν⊗2
spam〉〉+ 〈〈Q⊗2

id |Pi|ν⊗2
id 〉〉+ 〈〈Q⊗2

spam|Pi|ν⊗2
spam〉〉|

(6.83)

where we have used that 〈Qid, Qspam〉 = 〈νid, νspam〉 = 0 which implies that 〈〈Qid ⊗
Qspam|Pi = Pi|νid ⊗ νspam〉〉 = 0 for i ∈ Zd. Using the triangle inequality and the

Cauchy-Schwarz inequality we can get

Hi(Q, ν)≤ |〈〈Q⊗2
id |Pi|ν⊗2

spam〉〉|+|〈〈Q⊗2
spam|Pi|ν⊗2

id 〉〉|+|〈〈Q⊗2
spam|Pi|ν⊗2

spam〉〉|
≤
∥∥Q⊗2

id

∥∥
2

∥∥Pi(ν⊗2
spam)

∥∥
2
+
∥∥Q⊗2

spam

∥∥
2

∥∥Pi(ν⊗2
id )
∥∥

2
+
∥∥Q⊗2

spam

∥∥
2

∥∥Pi(ν⊗2
spam)

∥∥
2

≤‖Pi‖2→2

(
‖Qid‖22 ‖νspam‖22+‖Qspam‖22 ‖νid‖22+‖Qspam‖22 ‖νspam‖22

)

(6.84)

where ‖Pi‖2→2 is the induced 2-norm of the superoperator Pi. It is well known that this

norm is equal to the largest singular value of the Liouville representation of Pi [2], which

since the Liouville representation of Pi is an orthonormal projection, is equal to one. This

means we have for i ∈ Zd that

Hi(Q, ν) ≤ ‖Qid‖22 ‖νspam‖22 + ‖Qspam‖22 ‖νid‖22 + ‖Qspam‖22 ‖νspam‖22
= ‖Qid‖22 ‖ν − νid‖22 + ‖Q−Qid‖22 ‖νid‖22 + ‖Q−Qid‖22 ‖ν − νid‖22 .

(6.85)

Note that this expression is zero when both Q and ν are ideally implemented but is non-

zero when either of them is not. This behavior is in general unavoidable as we argue in

section 6.5.7. But �rst we will consider the functions Hi(Q, ν) for i ∈ Z[S] ∪ Z{S}. Note

�rst that since supp(Pi) ⊂ Span{Sσ,σ′ ‖ σ, σ′ ∈ σq, σ 6= σ′} we must have that

Pi|ν⊗2
id 〉〉 = 〈〈Q⊗2

id |Pi = 0. This means we can write

Hi(Q, ν) = |〈〈Q⊗2|Pi|ν⊗2〉〉 − 〈〈Q⊗2
id |Pi|ν⊗2

id 〉〉| (6.86)

= |〈〈Q⊗2
spam|Pi|νid⊗νspam+νspam⊗νid〉〉

+ 〈〈Qid⊗Qspam+Qspam⊗Qid|Pi|ν⊗2
spam〉〉+〈〈Q⊗2

spam|Pi|ν⊗2
spam〉〉

+ 〈〈Qid⊗Qspam+Qspam⊗Qid|Pi|νid⊗νspam+νspam⊗νid〉〉|
(6.87)

≤‖Pi‖2→2

(∥∥Q⊗2
spam

∥∥
2

∥∥ν⊗2
spam

∥∥
2

+ 2 ‖Qspam‖2 ‖Qid‖2
∥∥ν⊗2

spam

∥∥
2

+ 2 ‖νspam‖2 ‖νid‖2
∥∥Q⊗2

spam

∥∥
2

+ 4 ‖νspam‖2 ‖νid‖2 ‖Qspam‖2 ‖Qid‖2
)

(6.88)
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which we can rewrite as

Hi(Q, ν) ≤ ‖Q−Qid‖2 ‖ν − νid‖2
(
‖Q−Qid‖2 ‖ν − νid‖2

+ 2 ‖ν − νid‖2 ‖Qid‖2 + 2 ‖Q−Qid‖2 ‖νid‖2 + 4 ‖νid‖2 ‖Qid‖2
)

(6.89)

which makes manifest thatHi(Q, ν) = 0 ifQ and ν are ideal and moreover that this term

actually scales with the product of the deviations inQ and ν (as measured in the 2-norm).

Hence we see that to lowest order in Qspam and νspam the SPAM parameter η(Q, ν) is

proportional to

η ≈ ‖Q−Qid‖2 ‖ν − νid‖2 + ‖Q−Qid‖22 + ‖ν − νid‖22 (6.90)

with the exact expression being

η(Q, ν) ≤ 3
[
‖Qid‖22 ‖ν−νid‖22 + ‖Q−Qid‖22 ‖νid‖22+‖Q−Qid‖22 ‖ν−νid‖22

]

+ 5

[
‖Q−Qid‖2 ‖ν−νid‖2

(
‖Q−Qid‖2 ‖ν−νid‖2

+ 2 ‖ν−νid‖2 ‖Qid‖2+2 ‖Q−Qid‖2 ‖νid‖2+4 ‖νid‖2 ‖Qid‖2
)]

(6.91)

where the factors 3 and 5 arise from the fact that |Zd| = 3 and |Z[S] ∪ Z{S}| = 5 re-

spectively (this is for q ≥ 3, for q = 1 we get the signi�cantly better |Zd| = 2 and

|Z[S] ∪ Z{S}| = 1 instead [35]).

6.6.4. Sample complexity of iteratively
reweighted least sqares

In this section we analyze the sample complexity of the RB �tting procedure using itera-

tively reweighted least squares, as outlined in section 6.5.3. Given a set of sequence lengths

M we will assume that N random sequences are sampled for each sequence length. It is

possible to let N be a function of the sequence length m and prove a more general ver-

sion of the theorem presented here but we will not pursue this here. We will also only be

interested in the uncertainty around the estimate for the depolarizing parameter f , it is

straightforward to extend our analysis to also include the uncertainty around estimate for

the pre-factor A. The methods we use are all standard and can be found in [12, 22]. See

also [3] for an earlier calculation of this form in the context of randomized benchmarking

(not taking into account the heteroskedasticity of randomized benchmarking data).

Theorem 6.2. LetM be a set of integers denoting sequence lengths and let {km,N}m∈M
be a set of RB data points obtained by sampling N random sequences for each sequence

length m ∈ M. Denote by f∗, A∗ the true values for the RB �tting parameters and de-

note by fest, Aest their estimates as obtained by the iteratively reweighted least squares
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procedure outlined in algorithm 1. We then have that

Pr [|f∗ − fest| ≤ ε] ≥ 1− δ (6.92)

where δ is upper bounded by

δ ≤ 2H[Vfit, εfit]
N |M|

(6.93)

with H de�ned in eq. (8.30) and

Vfit =
1

|M|
∑

m∈M
Vm(f∗)w(fest,m) (6.94)

εfit =
ε[JTJ ]

Jfest
(6.95)

and

J =

[
− 1

|M|
∑

m∈M
mA∗f∗m−1w(f∗) ,

1

|M|
∑

m∈M
f∗mw(f∗,m)

]
(6.96)

and Jfest is the �rst entry of this vector.

Proof. The starting o� point for this proof is given by Eq. 1.6.19 in [22, Page 45] which

states that the outcome of the IRLS procedure satis�es the following equality

1

|M|
∑

m∈M
(km,N −Aestf

m
est)w(fest,m) = 0 (6.97)

where w(f,m) is the weight function given by the inverse of eq. (6.24) (we suppress the

dependency on the unitarity here for notational simplicity). We can rewrite eq. (6.97) as

1

|M|
∑

m∈M
(km,N +A∗f∗m −A∗f∗m −Aestf

m
est)w(fest,m) = 0 (6.98)

⇐⇒ 1

|M|
∑

m∈M
(A∗f∗m −Aestf

m
est)w(fest,m) =

1

|M|
∑

m∈M
(km,N −A∗f∗m)w(fest,m).

(6.99)

We can now think of the LHS of eq. (6.99) as a function of the vector [fest, Aest]. Assuming

[fest, Aest] is close to [f∗, A∗] we can expand the LHS of eq. (6.99) to �rst order to get

JT [f∗ − fest, A
∗ −Aest] ≈

1

|M|
∑

m∈M
(A∗f∗m −Aestf

m
est)w(fest,m) (6.100)

where J is the Jacobian associated to the LHS of eq. (6.99), that is:

J =

[
− 1

|M|
∑

m∈M
mA∗f∗m−1w(f∗) ,

1

|M|
∑

m∈M
f∗mw(f∗,m)

]
. (6.101)
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Taking the Moore-Penrose inverse JMP = (JTJ)−1J of J and inserting this in the �rst

entry of eq. (6.100) we can say that

f∗ − fest ≈ (JTJ)−1Jest
1

|M|
∑

m∈M
(A∗f∗m −Aestf

m
est)w(fest,m) (6.102)

where Jf̂ is the �rst entry of J . Now we can say that

Prob [|f∗ − fest| ≥ ε] ≈ Prob

[∣∣∣∣∣[J
TJ ]−1Jf̂

1

|M|
∑

m∈M
(A∗f∗m −Aestf

m
est)w(fest,m)

∣∣∣∣∣ ≥ ε
]

(6.103)

= Prob

[∣∣∣∣∣[J
TJ ]−1Jf̂

1

|M|
∑

m∈M
(km,N −A∗f∗m)w(fest,m)

∣∣∣∣∣ ≥ ε
]

(6.104)

Now note that km,N can be seen as a number drawn from a random variable Km with

mean A∗(f∗)m and variance Vm(f∗)/N2
where N is the number of random sequences

drawn for each data-point km,N . Moreover km,N and kN,m′ for m 6= m′ are drawn

from independent random variablesKm andKm′ . Hence we can apply the concentration

inequality given in eq. (8.30) to eq. (6.104) to get

Prob [|f∗ − fest| ≥ ε] ≤ 2H[Vfit, εfit]
N |M|

(6.105)

with Vfit, εfit given by

Vfit =
1

|M|
∑

m∈M
Vm(f∗)w(fest,m) (6.106)

εfit =
ε[JTJ ]

Jfest
(6.107)

which completes the proof. �

Using eq. (6.4) or eq. (6.6) then gives an upper bound on total amount of data that needs

to be gathered for rigorous RB.

6.6.5. Technical lemmas
In this section state all technical lemmas used in the main result theorem 6.1.

Projectors in the traceless symmetric subspace
In lemma 6.2 we prove a series of useful upper bounds on the trace overlap between the

superoperator-projectors associated to the traceless-symmetric representation of the Clif-

ford group and the normalized Pauli matrices. The saturated versions of these inequalities

are critical to establishing the quadratic scaling with in�delity of the variance bound in

the case of SPAM-free RB.
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Lemma 6.2. Let E :Md →Md be a quantum channel and consider the twirled operator

TφTS
(E⊗2) with respect to the traceless-symmetric representation. This operator can then

be written as (lemma 6.1)

TφTS
(E⊗2) =

∑

i∈Z

Tr(EPi)
Tr(Pi)

Pi (6.108)

with Z = {tr, 1, 2, [1], [2], [3], {1}, {2}} and Pi the projector onto the spaces Vi ⊂M⊗2
d .

Let I(x ∈ A) be the indicator function for the set A (that is I(x ∈ A) = 1 if x ∈ A and

I(x ∈ A) = 0 otherwise). We have the following statements

• For i ∈ Z and σ, σ′ ∈ σq we have that

|〈〈σ⊗2|Pi|σ′⊗2〉〉| = |〈〈σ⊗2|Pi|σ′⊗2〉〉|I(i ∈ Zd) ≤ Tr(Pi)I(i ∈ Zd)

d2 − 1

with equality when σ = σ′ .

• For i ∈ Z , τ, τ ′ ∈ σq and σ ∈ Cτ , σ
′ ∈ Cτ ′ we have that

|〈〈Sσ,σ·τ |Pi|Sσ′,σ′·τ ′〉〉| = |〈〈Sσ,σ·τ |Pi|Sσ′,σ′·τ 〉〉|I(i ∈ Z[S])δτ,τ ′

≤ 2 Tr(Pi)I(i ∈ Z[S])δτ,τ ′

(d2 − 1)(d2/2− 2)

with equality when σ = σ′.

• For i ∈ Z , τ, τ ′ ∈ σq and σ ∈ Nτ , σ
′ ∈ Nτ ′ we have that

|〈〈Sσ,iσ·τ |Pi|Sσ′,iσ′·τ ′〉〉| = |〈〈Sσ,iσ·τ |Pi|Sσ′,iσ′·τ 〉〉|I(i ∈ Z{S})δτ,τ ′

≤ 2 Tr(Pi)I(i ∈ Z{S})δτ,τ ′
(d2 − 1)(d2/2)

with equality when σ = σ′.

where the sets Zd,Z[S],Z{S} are de�ned in lemma 6.1.

Proof. We begin by proving the �rst claim. Let Pi be a projector as de�ned in the lemma

statement with i ∈ Z and take σ, σ′ ∈ σq . From lemma 6.1 we have immediately that

〈〈σ⊗2|Pi|σ′⊗2〉〉 = 〈〈σ⊗2|Pi|σ′⊗2〉〉I(i ∈ Zd). (6.109)

Now consider i ∈ Zd. Note that since Pi is a projector it is a real matrix and we have

that Pi ≥ 0, that is Pi is a positive semide�nite matrix. This means that we have, by the

Sylvester principal minor conditions, that

|〈〈σ⊗2|Pi|σ′⊗2〉〉| ≤
√
〈〈σ′⊗2|Pi|σ′⊗2〉〉〈〈σ⊗2|Pi|σ⊗2〉〉 (6.110)
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for all σ, σ′ ∈ σq . Now consider the case σ = σ′. Note that for all τ, σ ∈ σq there is a

Gστ ∈ Cq such that Gστ (τ) = ±σ. That is, the Cli�ord group acts transitively on σq [36].

This means we can write

〈〈σ⊗2|Pi|σ⊗2〉〉 =
1

d2 − 1

∑

τ∈σq
〈〈Gστ (τ)⊗2|Pi|Gστ (τ)〉〉

=
1

d2 − 1

∑

τ∈σq
〈〈τ⊗2|

(
Gστ
)†⊗2
Pi
(
Gστ
)⊗2|τ⊗2〉〉

=
1

d2 − 1

∑

τ∈σq
〈〈τ⊗2|Pi|τ⊗2〉〉

=
Tr(Pi)
d2 − 1

(6.111)

where we used the fact that Pi commutes with G⊗2
for all G ∈ Cq and the fact that

Vi ⊂ Vd (where Vd is de�ned in lemma 6.1). This proves the �rst claim of the lemma.

Next we consider the second claim of the lemma. Let τ, τ ′ ∈ σq and take σ ∈ Cτ and

σ′ ∈ Cτ ′ . Again from lemma 6.1 we have immediately that

〈〈Sσ,σ·τ |Pi|Sσ′,σ′·τ ′〉〉 = 〈〈Sσ,σ·τ |Pi|Sσ′,σ′·τ ′〉〉I(i ∈ Z[S]). (6.112)

Now consider i ∈ Z[S]. From lemma 6.1 we have that we can write

Pi =
∑

τ∈σq
Pτi (6.113)

where Pτi has support in the space

V [τ ] = {Sσ,σ·τ ‖ σ ∈ Cτ}. (6.114)

From this we immediately get

〈〈Sσ,σ·τ |Pi|Sσ′,σ′·τ ′〉〉 = 〈〈Sσ,σ·τ |Pi|Sσ′,σ′·τ ′〉〉δτ,τ ′ . (6.115)

Now consider τ = τ ′. Again from the Sylvester minor conditions we get for all σ, σ′ ∈ Cτ

that

|〈〈Sσ,σ·τ |Pi|Sσ′,σ′·τ 〉〉| ≤
√
〈〈Sσ′,σ′·τ |Pi|Sσ′,σ′·τ 〉〉〈〈Sσ,σ·τ |Pi|Sσ,σ·τ 〉〉. (6.116)

Now consider the case σ = σ′. From [36] we can see that the action of the Cli�ord group

on the set A = {(σ, σ · τ) ‖ τ ∈ σq, σ ∈ Cτ} is 2-transitive. That is, for all pairs

(ν, µ) ∈ A there is a Gσ,τν,µ ∈ Cq such that

Gσ,τν,µ⊗2(Sσ,σ·τ
)

= Sν,ν·µ. (6.117)
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This implies we can make essentially the same argument as before, that is

〈〈Sσ,σ·τ |Pi|Sσ,σ·τ 〉〉 =
1

|A|
∑

(µ,ν)∈A
〈〈Sν,ν·µ|

(
Gσ,τν,µ

)†⊗2
PiGσ,τν,µ⊗2|Sν,ν·µ〉〉

=
1

|A|
∑

(µ,ν)∈A
〈〈Sν,ν·µ|Pi|Sν,ν·µ〉〉

=
2 Tr(Pi)

(d2 − 1)(d2/2− 2)

(6.118)

where we have used the fact that G⊗2
commutes with Pi for all G ∈ Cq and also the

de�nition of the space V[S] (given in lemma 6.1). The factor of two appears from the fact

that the setA counts the basis of V[S] twice since Sν,ν·µ = Sν·µ,ν for all (µ, ν ·µ) ∈ A. We

have also used that |A| = |σq||Cτ | = (d2 − 1)(d2/2 − 2). This proves the second claim

of the lemma.

The proof of the third claim of the lemma proceeds in the same way as the proof of the

second claim with the di�erence that anti-commuting, rather than commuting elements

of the Pauli group must considered. We will not write it down explicitly. �

Bound on sum of sqares of the diagonal elements of aqantum channel
This lemma (lemma 6.3) proves that the diagonal elements of a CPTP map are generically

quite close to their mean. The key technique used here is the fact that the diagonal ele-

ments of a CPTP map are invariant under Pauli twirling. This is a structural result about

quantum channels on arbitrarily many qubits and might this be of independent interest.

We use it to establish the quadratic scaling of the variance in the in�delity in the case of

SPAM-free RB.

Lemma 6.3. Let E :Md →Md be a quantum channel with in�delity r and depolarizing

parameter f = 1− dr
d−1 . The quantity

1

d2 − 1

∑

τ∈σq
E2
τ,τ , (6.119)

where Eτ,τ = 〈τ, E(τ)〉, has the following upper and lower bounds in terms of the in�-

delity r

f2 = 1− 2d

d− 1
r +

d2

(d− 1)2
r2 ≤ 1

d2 − 1

∑

τ∈σq
E2
τ,τ ≤ 1− 2d

d− 1
r +

2(d+ 1)

(d− 1)
r2.

(6.120)

Proof. We begin by noting that upper and lower bounds of the quantity eq. (6.119) can be

found by maximizing and minimizing respectively the following optimization

max (min)

{Eττ}τ

∑

τ∈σq
E2
τ,τ

subject to

∑

τ∈σq
Eτ,τ = (d2 − 1)f

E a CPTP map.

(6.121)
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Here we maximize (minimize) the quantity eq. (6.119) over all possible CPTP maps which

have depolarizing parameter f . Solving this optimization problem is not easy since it not

clear how to express the CP condition in terms of the optimization parameters Eττ . We

will therefore relax this problem to an easier one which we can solve. We begin by noting

that the optimization variables Eττ are invariant under the action of a Pauli channel, i.e.

for all G ∈ Pq with Pq the Pauli group, we have that

(G†EG)τ,τ = 〈τ,GE(G†τG)G†〉 = 〈G†τG, E(G†τG)〉
= [sgn(τ,G)]

2 〈G†Gτ, E(G†Gτ)〉
= 〈τ, E(τ)〉
= Eτ,τ ,

(6.122)

for all τ ∈ σq ∪ σ0 where sgn(τ,G) is de�ned as

sgn(τ,G) =

{
−1 if {τ,G} = 0,

+1 if [G, τ ] = 0,
(6.123)

which, since τ ∈ σq∪σ0 is a normalized element of the Pauli group, is well de�ned because

elements of the multi-qubit Pauli group can either commute ([., .]) or anti-commute ({., .})
with each other [37]. By eq. (6.122) and linearity we can now note that the optimization

variables in the optimization eq. (6.121) are invariant under twirling over the Pauli group

Pq , i.e.

TP (E)τ,τ =
1

|Pq|
∑

G∈Pq
〈G†τG, E(G†τG)〉 =

1

|Pq|
∑

G∈Pq
Eτ,τ = Eτ,τ . (6.124)

Note also that the “twirl” operation, for any group, preserves complete positivity [25].

This means we can relax the optimization eq. (6.121) to

max (min)

{TPq (E)τ,τ}τ

∑

τ∈σq
TPq (E)2

τ,τ

subject to

∑

τ∈σq
TPq (E)τ,τ = (d2 − 1)f

TPq (E) a CPTP map.

(6.125)

Note that this is a relaxation of the previous optimization because while the twirl of a CP

map will always be CP the opposite need no be true. Now we use the following result due

to Holevo [38] which states that any CPTP map E , twirled over the Pauli group, is of the

form

TPq (E)(X) =
∑

G∈Pq
pGGXG

† ∀X ∈Md, (6.126)

where {pG}G is a probability distribution, i.e. pG ≥ 0,∀G ∈ Pq and

∑
G∈Pq pG = 1. Let

us now rewrite the optimization eq. (6.125) in terms of this probability distribution. We
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begin by noting that since E is TP we have that Eσ0σ0
= 1 and hence we can write the

depolarizing constraint in eq. (6.125) as

∑

τ∈σq
TPq (E)τ,τ = (d2 − 1)f ⇐⇒

∑

τ∈σq∪σ0

TPq (E)τ,τ = (d2 − 1)f + 1. (6.127)

Now, using the form of the Pauli-twirled channel, we can write the RHS of this equivalence

as

∑

τ∈σq∪σ0

TPq (E)τ,τ =
∑

τ∈σq∪σ0

∑

G∈Pq
pG〈τ,GτG†〉

=
∑

G∈Pq
pG

∑

τ∈σq∪σ0

sgn(τ,G)

= pId
2,

(6.128)

where in the last line we used that the identity Pauli element I commutes with all Pauli

matrices τ ∈ σq ∪ σ0, whereas every non-identity Pauli G commutes with exactly of the

elements of σq∪σ0 and anti-commutes with the other half. We also used that |σq∪σ0| =
d2

. We can make a similar calculation for the objective of eq. (6.125) which gives

∑

τ∈σq
TPq (E)2

τ,τ =
∑

τ∈σq∪σ0

TPq (E)2
τ,τ − 1

= (−1) +
∑

τ∈σq∪σ0


∑

G∈Pq
pG〈τ,GτG†〉




2

= (−1) +
∑

G,Ĝ∈Pq

pGpĜ

∑

τ∈σq∪σ0

sgn(τ,G)sgn(τ, Ĝ†)

= (−1) +
∑

G∈Pq
p2
G

∑

τ∈σq∪σ0

sgn(τ,GG†)

+
∑

G,Ĝ∈Pq
G6=Ĝ

pGpĜ

∑

τ∈σq∪σ0

sgn(τ,GĜ†)

= (−1) + d2
∑

G∈Pq
p2
G,

(6.129)

where we have used that sgn(τ,G)sgn(τ, Ĝ) = sgn(τ,GĜ), that GG† = I, ∀G ∈ Pq and

again that the Pauli identity I commutes with all elements of σq ∪ σ0 while every non-

identity Pauli GĜ†, G 6= GĜ commutes with exactly half of the elements of σq ∪ σ0 and

anti-commutes with the other half. We have now rewritten the optimization eq. (6.125)
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completely in terms of the probability distribution {pG}G. This becomes

max (min)

{pG}G
(−1) + d2

∑

G∈Pq
p2
G

subject to d2pI = (d2 − 1)f + 1
∑

G∈Pq
pG = 1

pG ≥ 0 G ∈ Pq.

(6.130)

Noting that the element pI is essentially �xed we can eliminate this element from the

optimization and obtain an even simpler optimization

max (min)

{pG}G
(−1) + d2

∑

G∈Pq/{I}
p2
G + d2

(
d2 − 1

d2
f +

1

d2

)2

subject to

∑

G∈Pq/{I}
pG = 1− d2 − 1

d2
f − 1

d2

pG ≥ 0 G ∈ Pq/{I}.

(6.131)

The above optimization is a well studied instance of a class of optimization problems called

quadratic programs [39]. This problem has the minimum [39, Chapter 4, Section 4]:

pG,min =
1

d2 − 1

(
1− d2 − 1

d2
f − 1

d2

)
∀G ∈ Pq/{I}, (6.132)

and has d2 − 1 degenerate maxima indexed by the non-identity Pauli elements G̃ of the

form

pG,max =

{
1− d2−1

d2 f − 1
d2 if G = G̃

0 otherwise.
(6.133)

This means we can lower bound the quantity eq. (6.119), for any CPTP map E , by:

1

d2 − 1

∑

τ∈σq
E2
τ,τ ≥

d2

d2 − 1

(
d2 − 1

d2
f +

1

d2

)2

+
d2

(d2 − 1)2

(
1− d2 − 1

d2
f − 1

d2

)2

− 1

d2 − 1
.

By now using the relation f = 1 − dr
d−1 we can rewrite this lower bound in terms of the

in�delity r. This process is straightforward but rather tedious so we will not write it down.

At the end of the calculation we obtain

1

d2 − 1

∑

τ∈σq
E2
τ,τ ≥ 1− 2dr

d− 1
+

d2r2

(d− 1)2
. (6.134)

Similarly we can write for the upper bound

1

d2 − 1

∑

τ∈σq
E2
τ,τ ≤

d2

d2 − 1

(
d2 − 1

d2
f +

1

d2

)2

+
d2

d2 − 1

(
1− d2 − 1

d2
f − 1

d2

)2

− 1

d2 − 1
,
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which, by essentially the same tedious but straightforward calculation yields

1

d2 − 1

∑

τ∈σq
Eττ ≤ 1− 2

dr

d− 1
+

2(d+ 1)

(d− 1)
r2, (6.135)

which completes the lemma.

�

Eigenvalues of twirledqantum channels
Lemma 6.4 proves that the unitarity upper bounds the eigenvalues of the twirled superop-

erator TφTS(E⊗2). This resolves an open question posed in [2] and allows us to establish

the long sequence length behavior of the variance of RB.

Lemma 6.4. Let E :Md →Md be a quantum channel with unitarity u and consider the

twirled operator TφTS(E⊗2) with respect to the traceless-symmetric representation. This

operator can then be written as (lemma 6.1)

TφTS
(E⊗2) =

∑

i∈Z
χiPi (6.136)

with Z = {tr, 1, 2, [1], [2], [3], {1}, {2}}, Pi the projector onto the spaces Vi ⊂M⊗2
d and

χi :=
Tr(EPi)
Tr(Pi)

, (6.137)

where the trace is taken over superoperators. We now have for all i ∈ Z that

χi ≤ u. (6.138)

Proof. We begin by considering i ∈ Zd. Note �rst that for i = tr we have that

χi =
Tr(PtrE⊗2)

Tr(Ptr)
=

1

d2 − 1

∑

τ,τ ′∈σq
〈〈τ⊗2|E⊗2|τ ′⊗2〉〉, (6.139)

where we have used the de�nition of Ptr (lemma 6.1). We can calculate

1

d2 − 1

∑

τ,τ ′∈σq
〈〈τ⊗2|E⊗2|τ ′⊗2〉〉 =

1

d2 − 1

∑

τ,τ ′∈σq
〈〈τ |E|τ ′〉〉2

=
1

d2 − 1

∑

τ,τ ′∈σq
〈〈τ |E|τ ′〉〉〈〈τ ′|E†|τ〉〉

=
1

d2 − 1

∑

τ,τ ′∈σq
〈〈τ |EuE†u|τ〉〉

= u(E)

(6.140)
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where we have used the de�nition of the unitarity. Now consider i ∈ Zd. We have

χi =
Tr(PiE⊗2)

Tr(Pi)

=
1

Tr(Pi)
∑

τ∈σq
〈〈τ⊗2|PiE⊗2|τ⊗2〉〉

=
1

Tr(Pi)
∑

τ,τ ′∈σq
〈〈τ⊗2|Pi|τ ′⊗2〉〉〈〈τ ′⊗2|E⊗2|τ⊗2〉〉

(6.141)

Where we have used that the support of Pi lies in Vd (de�ned in lemma 6.1). Now we can

use lemma 6.2 to upper bound this quantity. We have

χi ≤
1

Tr(Pi)
∑

τ,τ ′∈σq

Tr(Pi)
d2 − 1)

〈〈τ ′⊗2|E⊗2|τ⊗2〉〉

=
1

d2 − 1

∑

τ,τ ′∈σq
〈〈τ ′|E|τ〉〉〈〈τ |E†|τ ′〉〉

= u

(6.142)

where we have again used the de�nition of the unitarity.

Next we consider the case of i ∈ Z[S]. We have

χi =
Tr(PiE⊗2)

Tr(Pi)
=

1

4

1

Tr(Pi)
∑

τ,τ ′∈σq

∑

σ∈Cτ
σ′∈Cτ′

〈〈Sσ,σ·τ |Pi|Sσ′,σ′·τ ′〉〉〈〈Sσ′,σ′·τ ′ |E⊗2|Sσ,σ·τ 〉〉

where we have used that the support of Pi lies in V[S] (de�ned in lemma 6.1) and the

factor of 1/4 accounts for the fact that we are double counting the basis of V[S] since

Sσ,σ·τ = Sσ·τ,σ (we double count twice: once in the de�nition of the trace and once in the

resolution of the identity on V[S]). From lemma 6.2 we can lose one of the sums and get

χi =
1

4

1

Tr(Pi)
∑

τ,τ ′∈σq

∑

σ∈Cτ
σ′∈Cτ′

〈〈Sσ,σ·τ |Pi|Sσ′,σ′·τ ′〉〉δτ,τ ′〈〈Sσ′,σ′·τ ′ |E⊗2|Sσ,σ·τ 〉〉

=
1

4

1

Tr(Pi)
∑

τ∈σq

∑

σ,σ′∈Cτ
〈〈Sσ,σ·τ |Pi|Sσ′,σ′·τ 〉〉〈〈Sσ′,σ′·τ |E⊗2|Sσ,σ·τ 〉〉.

(6.143)

We can further use lemma 6.2 to upper bound this quantity as

χi ≤
1

4

1

Tr(Pi)
∑

τ∈σq

∑

σ,σ′∈Cτ
|〈〈Sσ,σ·τ |Pi|Sσ′,σ′·τ 〉〉||〈〈Sσ′,σ′·τ |E⊗2|Sσ,σ·τ 〉〉|

≤ 1

4

1

Tr(Pi)
∑

τ∈σq

∑

σ,σ′∈Cτ

2 Tr(Pi)
(d2 − 1)(d/2− 2)

|〈〈Sσ′,σ′·τ |E⊗2|Sσ,σ·τ 〉〉| (6.144)

=
1

2

1

(d2 − 1)(d2/2− 2)

∑

τ∈σq

∑

σ,σ′∈Cτ
|〈〈σ|E|σ′〉〉〈〈σ · τ |E|σ′ · τ〉〉+〈〈σ · τ |E|σ′〉〉〈〈σ|E|σ′ · τ〉〉|
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where we have also used the triangle inequality for the absolute value. Using the triangle

inequality again together with the fact that 2|ab| ≤ a2 + b2 for all a, b ∈ R we can write

χi ≤
1

2

1

(d2 − 1)(d2/2− 2)

∑

τ∈σq

∑

σ,σ′∈Cτ
|Eσ,σ′Eσ·τ,σ′·τ |+ |Eσ·τ,σ′Eσ,σ′·τ |

≤ 1

4

1

(d2 − 1)(d2/2− 2)

∑

τ∈σq

∑

σ,σ′∈Cτ
E2
σ,σ′ + E2

σ·τ,σ′·τ + E2
σ·τ,σ′ + E2

σ,σ′·τ

(6.145)

Now since σ ∈ Cτ ⇐⇒ σ · τ ∈ Cτ we can roll the four sums in the above expression

into one, that is

χi ≤
1

(d2 − 1)(d2/2− 2)

∑

τ∈σq

∑

σ,σ′∈Cτ
E2
σ,σ′

=
∑

σ,σ′∈σq

∑

τ∈Cσ∩Cσ′
E2
σ,σ′

≤ 1

(d2 − 1)

∑

σ,σ′∈σq
E2
σ,σ′

= u

(6.146)

where we used the fact that σ ∈ Cτ ⇐⇒ τ ∈ Cσ , the fact that |Cσ ∩Cσ′ | ≤ |Cσ| =
d2/2− 2 and the de�nition of the unitarity. This means we have χi ≤ u for all i ∈ Z[S].

The argument for i ∈ Z{S} is conceptually the same as that for i ∈ Z[S] so we will not

write it down. �

Lemma 6.5 proves that the eigenvalues of the twirled superoperator TφTS
(E⊗2) are close

to the depolarizing parameter f . This fact is key in our analysis of the variance of RB in

the presence of SPAM.

Lemma 6.5. Let E :Md →Md be a quantum channel with in�delity r and depolarizing

parameter f = 1− dr
d−1 and consider the twirled operator TφTS(E⊗2) with respect to the

traceless-symmetric representation. This operator can then be written as (lemma 6.1)

TφTS(E⊗2) =
∑

i∈Z
χiPi (6.147)

with Z = {tr, 1, 2, [1], [2], [3], {1}, {2}}, Pi the projector onto the spaces Vi ⊂M⊗2
d and

χi :=
Tr(EPi)
Tr(Pi)

, (6.148)

where the trace is taken over superoperators. We now have for all i ∈ Zd

|χi − f2| ≤ 2dr

d− 1
, (6.149)

and for all i ∈ Z[S] ∪ Z{S}
|χi − f2| ≤ 2dr

d− 1
. (6.150)

subject to the constraint r ≤ 1
3
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Proof. From lemma 6.4 we have that χi ≤ u for all i ∈ Z . And since u ≤ 1 for all quantum

channels [13] we certainly have that

χi − f2 ≤ 1−
(

1− dr

d− 1

)2

≤ 2dr

d− 1
. (6.151)

Hence we are only interested in upper bounding f2−χi, and thus lower bounding χi for

all i ∈ Z . First consider i ∈ Zd. We proceed in much the same way as lemma 6.4. We

have

χi =
Tr(PiE⊗2)

Tr(Pi)

=
1

Tr(Pi)
∑

τ,τ ′∈σq
〈〈τ⊗2|Pi|τ ′⊗2〉〉〈〈τ ′⊗2|E|τ⊗2〉〉

=
1

Tr(Pi)
∑

τ∈σq
〈〈τ⊗2|Pi|τ⊗2〉〉E2

τ,τ +
1

Tr(Pi)
∑

τ,τ ′∈σq
τ 6=τ ′

〈〈τ⊗2|Pi|τ ′⊗2〉〉E2
τ ′,τ

(6.152)

We begin by considering the �rst term in eq. (6.152). Using lemma 6.2 we can say

1

Tr(Pi)
∑

τ∈σq
〈〈τ⊗2|Pi|τ⊗2〉〉E2

τ,τ =
Tr(Pi)

(d2 − 1) Tr(Pi)
∑

τ∈σq
E2
τ,τ ≥ f2

(6.153)

where we have also used the lower bound from lemma 6.3. Now let us consider the second

term in eq. (6.152). We have

1

Tr(Pi)
∑

τ,τ ′∈σq
τ 6=τ ′

〈〈τ⊗2|Pi|τ ′⊗2〉〉E2
τ ′,τ ≥ −

1

Tr(Pi)
∑

τ,τ ′∈σq
τ 6=τ ′

|〈〈τ⊗2|Pi|τ ′⊗2〉〉|E2
τ ′,τ

≥ − 1 Tr(Pi)
(d2 − 1) Tr(Pi)

∑

τ,τ ′∈σq
τ 6=τ ′

E2
τ ′,τ

= − 1

d2 − 1

∑

τ,τ ′∈σq
E2
τ ′,τ +

1

d2 − 1

∑

τ∈σq
E2
τ,τ

≥ −u+ f2

(6.154)

where we have again used lemma 6.2, the lower bound from lemma 6.3 and the de�nition

of unitarity. We can now see that for i ∈ Zd we have

f2 − χi ≤ f2 − 2f2 + u = u− f2 ≤ 1−
(

1− dr

d− 1

)2

≤ 2dr

d− 1
. (6.155)

Now consider i ∈ Z[S] (note that we are implicitly taking d ≥ 4 for this part of the proof,

this is justi�ed as the set Z[S] is empty for q = 1). From lemma 6.4 and in particular
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eq. (6.143) we get

χi =
1

4

1

Tr(Pi)
∑

τ∈σq

∑

σ,σ′∈Cτ
〈〈Sσ,σ·τ |Pi|Sσ′,σ′·τ 〉〉〈〈Sσ′,σ′·τ |E⊗2|Sσ,σ·τ 〉〉. (6.156)

We can rewrite this a little bit as follows

χi =
1

4

1

Tr(Pi)
∑

τ∈σq

∑

σ,σ′∈Cτ
〈〈Sσ,σ·τ |Pi|Sσ′,σ′·τ 〉〉(Eσ′,σEσ′·τ,σ·τ + Eσ′,σ·τEσ′·τ,σ)

(6.157)

=
1

4

1

Tr(Pi)
∑

τ∈σq

∑

σ,σ′∈Cτ
〈〈Sσ,σ·τ |Pi|Sσ′,σ′·τ 〉〉Eσ′,σEσ′·τ,σ·τ

+
1

4

1

Tr(Pi)
∑

τ∈σq

∑

σ,σ′∈Cτ
〈〈Sσ,σ·τ |Pi|Sσ′,σ′·τ 〉〉Eσ′,σ·τEσ′·τ,σ

(6.158)

=
1

4

1

Tr(Pi)
∑

τ∈σq

∑

σ,σ′∈Cτ
〈〈Sσ,σ·τ |Pi|Sσ′,σ′·τ 〉〉Eσ′,σEσ′·τ,σ·τ

+
1

4

1

Tr(Pi)
∑

τ∈σq

∑

σ,σ′∈Cτ
〈〈Sσ,σ·τ |Pi|Sσ′·τ,(σ′·τ)·τ 〉〉Eσ′·τ,σ·τE(σ′·τ)·τ,σ

(6.159)

=
1

2

1

Tr(Pi)
∑

τ∈σq

∑

σ,σ′∈Cτ
〈〈Sσ,σ·τ |Pi|Sσ′,σ′·τ 〉〉Eσ′,σEσ′·τ,σ·τ (6.160)

where we used that σ′ ∈ Cτ ⇐⇒ σ′ · τ ∈ Cτ , that (σ′ · τ) · τ = σ′ and that Sσ′,σ′·τ =
Sσ′·τ,σ′ . We can again separate o� the ‘diagonal’ terms to get

χi =
1

2

1

Tr(Pi)
∑

τ∈σq

∑

σ∈Cτ
〈〈Sσ,σ·τ |Pi|Sσ,σ·τ 〉〉Eσ,σEσ·τ,σ·τ (6.161a)

+
1

2

1

Tr(Pi)
∑

τ∈σq

∑

σ,σ′∈Cτ
σ 6=σ′

〈〈Sσ,σ·τ |Pi|Sσ′,σ′·τ 〉〉Eσ′,σEσ′·τ,σ·τ . (6.161b)

We will analyze the terms eq. (6.161a) and eq. (6.161b) separately. We begin with eq. (6.161a).

We can use lemma 6.2 to get

eq. (6.161a) =
1

(d2 − 1)
(
d2

2 − 2
)
∑

τ∈σq

∑

σ∈Cτ
Eσ,σEσ·τ,σ·τ . (6.162)
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Now we use the generic statement 2ab = a2 + b2 − (a− b)2
for all a, b ∈ R to write

eq. (6.161a) =
1

2

1

(d2 − 1)
(
d2

2 − 1
)
∑

τ∈σq

∑

σ∈Cτ
E2
σ,σ + E2

σ·τ,σ·τ

− 1

2

1

(d2 − 1)
(
d2

2 − 2
)
∑

τ∈σq

∑

σ∈Cτ
(Eσ,σ − Eσ·τ,σ·τ )2

(6.163)

=
1

(d2−1)
(
d2

2 − 2
)
∑

τ∈σq

∑

σ∈Cτ
E2
σ,σ

− 1

2

1

(d2−1)
(
d2

2 −2
)
∑

τ∈σq

∑

σ∈Cτ
(Eσ,σ − Eσ·τ,σ·τ )2

(6.164)

=
1

(d2 − 1)
(
d2

2 − 2
)
∑

σ∈σq

∑

τ∈Cσ
E2
σ,σ

− 1

2

1

(d2 − 1)
(
d2

2 − 2
)
∑

τ∈σq

∑

σ∈Cτ
(Eσ,σ − Eσ·τ,σ·τ )2

(6.165)

=
1

d2 − 1

∑

σ∈σq
E2
σ,σ −

1

2

1

(d2 − 1)
(
d2

2 − 2
)
∑

τ∈σq

∑

σ∈Cτ
(Eσ,σ − Eσ·τ,σ·τ )2

(6.166)

≥ f2 − 1

2

1

(d2 − 2)
(
d2

2 − 1
)
∑

τ∈σq

∑

σ∈Cτ
(Eσ,σ − Eσ·τ,σ·τ )2

(6.167)

where we again used that σ ∈ Cτ ⇐⇒ σ · τ ∈ Cτ and that σ ∈ Cτ ⇐⇒ τ ∈ Cσ and

also the lower bound from lemma 6.3. It remains to bound the second term in eq. (6.167).

To do this we will maximize the quantity (Wν,ν − Wν·µ,ν·µ)2
for µ ∈ σq and ν ∈ Cµ

subject to the constraint thatW is a CPTP map with depolarizing parameter f . That is,

we will try to solve the maximization problem

max (Wν,ν −Wµ,µ)2

subject to

∑

τ∈σq
Wττ = (d2 − 1)f

W a CPTP map.

(6.168)

As in lemma 6.3 we can restrict ourselves toW being a Pauli channel (since the optimiza-

tion function is a function of only the diagonal elements ofW). That is we can consider

W(X) =
∑
G∈Pq pGGXG

†
where {pG}G is a probability distribution over the Pauli
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group. We can write the optimization objective as

(Wν,ν −Wν·µ,ν·µ)2 =


∑

G∈Pq
pG〈ν,GνG†〉 − 〈ν · µ,Gν · µG†〉




2

=


∑

G∈Pq
pG〈ν,GνG†〉 − 〈ν · µ, (GνG†) · (GµG†)〉




2

=


∑

G∈Pq
pGsgn(ν,G)

(
1− sgn(µ,G)

)



2

(6.169)

where the sgn(ν,G) (as de�ned in eq. (6.123)) encodes the commutation relations of the

elements of the Pauli group. Note that the above quantity does not depended on p1 (the

weight associated with the Pauli identity) since sgn(µ,1) = 1 for all µ ∈ σq . Hence we

can solve the optimization problem

max


 ∑

G∈Pq/{1}
pGsgn(ν,G)

(
1− sgn(µ,G)

)



2

subject to

∑

G∈Pq/{1}
pG = 1− d2 − 1

d2
f2 − 1

d2

pG ≥ 0 ∀G ∈ Pq.

(6.170)

This problem has an easily spotted maximum in that we want to put all probability weight

on a single G ∈ Cν ∩ Nµ and set all other pG to zero (subject to the constraint that

the overall channel must have depolarizing parameter f , which is encoded in the �rst

constraint of eq. (6.170) ). Hence we have


∑

G∈Pq
pGsgn(ν,G)

(
1− sgn(µ,G)

)



2

≤
[
d2 − 1

d2
(1− f2)

]2

. (6.171)

We can feed this back into eq. (6.167) to obtain

eq. (6.161a) ≥ f2 − 1

2

1

(d2 − 1)
(
d2

2 − 2
)
∑

τ∈σq

∑

σ∈Cτ

[
d2 − 1

d2
(1− f2)

]2

= f2 − 1

2

[
d2 − 1

d2
(1− f2)

]2

.

(6.172)
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This is a suitable lower bound on eq. (6.161a). Next we consider eq. (6.161b). We have

eq. (6.161b) ≥ − 1

(d2 − 1)
(
d2

2 − 2
)
∑

τ∈σq

∑

σ,σ′∈Cτ
σ 6=σ′

|Eσ,σ′Eσ·τ,σ′·τ |

≥ − 1

(d2 − 1)
(
d2

2 − 2
)
∑

τ∈σq

∑

σ,σ′∈Cτ
σ 6=σ′

1

2
(E2
σ,σ′ + E2

σ·τ,σ′·τ )

= − 1

(d2 − 1)
(
d2

2 − 2
)
∑

σ,σ′∈σq
σ 6=σ′

∑

τ∈Cσ∩Cσ′
E2
σ,σ′

= −
d4

4 − 3

(d2 − 1)
(
d2

2 − 2
)


 ∑

σ,σ′∈σq
E2
σ,σ′ −

∑

σ∈σq
E2
σ,σ′




≥ −
d4

4 − 3
d2

2 − 2
(u− f2)

(6.173)

where we used an array of steps that have been used before: the triangle inequality and

lemma 6.2 for the �rst inequality, the fact that 2|ab| ≤ a2 + b2 for all a, b ∈ R for the

second inequality, the fact that σ ∈ Cτ ⇐⇒ τ ∈ Cσ for the third equality, the fact

that |Cσ ∩Cσ| = d2/4− 3 for σ 6= σ′ [35] for the fourth equality and lemma 6.3 and the

de�nition of unitarity for the last equality. This is a good lower bound on eq. (6.161b). We

can now combine the lower bounds on eq. (6.161a) and eq. (6.161b) to get

χi ≥ f2 − 1

2

[
d2 − 1

d2
(1− f2)

]2

−
d4

4 − 3(
d2

2 − 2
) (u− f2) (6.174)

for i ∈ Z[S]. This gives a �nal bound (using u ≤ 1)

f2 − χi ≤ f2 − f2 +
1

2

[
d2 − 1

d2
(1− f2)

]2

+
d4

4 − 3
d2

2 − 2
(1− f2) (6.175)

which we can rewrite to yield

f2 − χi ≤
2dr

d− 1

(
d4

4 − 3
d2

2 − 2

(
1− 1

2

dr

d− 1

)
+

1

2

(d2 − 1)2

d4

2dr

d− 1

(
1− 1

2

dr

d− 1

)2
)

(6.176)

Setting

(
1− 1

2
dr
d−1

)
≤ 1 and working out we get

f2 − χ ≤ 2d

d− 1
r (6.177)

for

r ≤
(

1−
d4

4 − 3
d2

2 − 2

)
d3(d− 1)

(d2 − 1)2
. (6.178)
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This completes the proof for i ∈ Z[S]. The proof for i ∈ Z{S} is conceptually the same as

that of i ∈ Z[S] and yields the same bound so we will not write it down here. The only

notable di�erence is the di�erence in size for the sets Nτ and Nτ ∩Nτ ′ for τ, τ ′ ∈ σq
which gives a di�erent area of validity for the bound, namely

r ≤ 1

3
≤
(

1−
d4

4
d2

2

)
d3(d− 1)

(d2 − 1)2
. (6.179)

Choosing r ≤ 1/3 satis�es both constraints for all d and thus completes the proof. �

Telescoping series
Lemma 6.6 and corollary 6.1 provide us with a powerful tool to break up the analysis of

the variance of RB into manageable pieces.

Lemma 6.6. For two arbitrary ordered lists ofm elements {a1, . . . , am} and {b1, . . . , bm}
of an algebra with associative and distributed addition and multiplication we have,

am:1 − bm:1 =

m∑

j=1

am:j+1(aj − bj)bj−1:1. (6.180)

where aj:k with j ≥ k is de�ned with respect to the list {a1, . . . , am} as

aj:k = ajaj+1 · · · ak−1ak. (6.181)

Proof. We will prove this by induction. For m = 1 the statement is trivial. For m+ 1, we

have

am+1:1 − bm+1:1 = am+1am:1 − am+1bm:1 + am+1bm:1 − bm+1bm:1

= am+1(am:1 − bm:1) + (am+1 − bm+1)bm:1

=

m+1∑

j=1

am:j+1(aj − bj)bj−1:1

by induction hypothesis. This proves the lemma. �

Corollary 6.1. For a, b, c ∈ C with c ≥ a, we have

am − bm = mbm−1(a− b) + (a− b)2am−2 (m− 1)(b/a)m −m(b/a)m−1 + 1

(1− (b/a))2

≤ mbm−1(a− b) + (a− b)2 (m− 1)bm −mcbm−1 + cm

(c− b)2

Proof. Note �rst that the statement is trivial if a = b. Therefore assume a 6= b. We begin

by applying lemma 6.6 to am − bm. This gives

am − bm =

m∑

j=1

am−j(a− b)bj−1. (6.182)
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We now perform the following manipulation

am − bm =

m∑

j=1

am−j(a− b)bj−1

=

m∑

j=1

(am−j − bm−j + bm−j)(a− b)bj−1

= (a− b)
m∑

j=1

bm−j+j−1 +

m∑

j=1

(am−j − bm−j)(a− b)bj−1

= mbm−1(a− b) +

m∑

j=1

(am−j − bm−j)(a− b)bj−1.

(6.183)

Note that be have used the fact that a, b ∈ C are commutative. Now we can apply

lemma 6.6 again to the factors (am−j − bm−j) in the second term in the above to ob-

tain

am − bm = mbm−1(a− b) +

m∑

j=1

m−j∑

t=1

am−j−t(a− b)bj−t−1(a− b)bj−1

= mbm−1(a− b) + (a− b)2
m∑

j=1

m−j∑

t=1

am−(j+t)bj+t−2.

(6.184)

Performing the substitution s = j + t and working out we obtain

am + bm = mbm−1(a− b) + (a− b)2
m∑

j=1

m−j∑

t=1

am−(j+t)bj+t−2

= mbm−1(a− b) + (a− b)2
m∑

j=1

m∑

s=j+1

am−sbs−2

= mbm−1(a− b) + (a− b)2
m∑

s=2

s−1∑

j=1

am−sbs−2

= mbm−1(a− b) + (a− b)2
m∑

s=2

(s− 1)am−sbs−2

(6.185)

Now we can factor out am−1
from the second term to obtain

am + bm = mbm−1(a− b) + (a− b)2am−2
m∑

s=2

(s− 1)(b/a)s−2. (6.186)

We can further rewrite this using the standard series identity

m∑

k=1

(k − 2)xk−2 =
(m− 1)xm −mxm−1 + 1

(1− x)2
. (6.187)

The upper bound follows by upper bounding each term in the sum. �



7
The statistics of unitarity
randomized benchmarking

Unitarity randomized benchmarking (URB) is an experimental procedure for estimating the
coherence of implemented quantum gates independently of state preparation and measure-
ment errors. These estimates of the coherence are measured by the unitarity. A central prob-
lem in this experiment is relating the number of data points to rigorous con�dence intervals.
In this work we provide a bound on the required number of data points for Cli�ord URB as
a function of con�dence and experimental parameters. This bound has favorable scaling in
the regime of near-unitary noise and is asymptotically independent of the length of the gate
sequences used. We also show that, in contrast to standard randomized benchmarking, a non-
trivial number of data points is always required to overcome the randomness introduced by
state preparation and measurement errors even in the limit of perfect gates. Our bound is suf-
�ciently sharp to benchmark small-dimensional systems in realistic parameter regimes using
a modest number of data points. For example, we show that the unitarity of single-qubit Clif-
ford gates can be rigorously estimated using few hundred data points under the assumption
of gate-independent noise. This is a reduction of orders of magnitude compared to previously
known bounds.

This chapter is published, with minor changes, in B. Dirkse, J. Helsen & S. Wehner, E�cient Unitarity Randomized
Benchmarking of Few-qubit Cli�ord Gates, Phys. Rev. A. A 99 (1), 012315
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7.1. Introduction
In this chapter we will analyze the statistics of the unitarity randomized benchmarking

protocol. The aim of this work is to contribute a solution to the following central ques-

tion: How many random sequences of gates are required in the URB protocol to get a

con�dent estimate of the unitarity from the obtained measurement data? We will proceed

in a manner similar to chapter 6, by providing a sharp bound on the variance of the under-

lying distribution from which the URB protocol samples. This additional knowledge of the

URB sampling distribution allows for more resource-e�cient estimation of the unitarity

from experimental data. Concretely we demonstrate how our variance bound can be used

to bound the required number of random sequences as a function of desired con�dence

parameters.

In this chapter, we derive a bound on the variance of the distribution induced by the ran-

dom sampling of gate sequences in a modi�ed version of the Cli�ord URB protocol. This

modi�cation is based on the adapted RB protocol we presented in chapter 6. It requires

no experimental overhead while leading to a sharper variance bound (and hence fewer

required gate sequences) as well as a simpler �t model for extracting the unitarity. In

addition, our statistical analysis reveals the optimal input state and output measurement

for minimizing the variance and maximizing the signal strength. We then apply this vari-

ance bound using standard concentration inequalities to relate the number of random

sequences to desired con�dence intervals. Our result is su�ciently sharp to perform the

modi�ed URB protocol on few-qubit systems with a modest number of sequences in realis-

tic parameter regimes. It is an improvement of several orders of magnitude in the number

of sequences required for �xed con�dence, compared to a concentration inequality that

does not use the variance (as was �rst done for RB in [1]). We show that the variance,

and thus number of required gate sequences, scales favorably in the regime of large uni-

tarity, which is the relevant regime for high quality gates. We also show that, in contrast

to standard RB, a non-trivial number of sequences is always required to overcome the

randomness introduced by state preparation and measurement errors even in the limit of

perfect gates.

This chapter is organized as follows. In the remainder of this section we introduce a mod-

i�cation of the protocol based on the modi�cation made in chapter 7 for the purpose of

improved statistics. Furthermore we explicitly distinguish the two di�erent implementa-

tions of the URB protocol and emphasize their bene�ts and drawbacks. In section 7.2 we

present our main result (eq. (7.16) and eq. (7.17)) and illustrate how to apply it using a

simulated example. In section 7.3 we examine the behavior of our bound in various pa-

rameter regimes and discuss the di�erent features of our bound. A brief overview of the

proof techniques used to derive our main result is presented in section 7.4. We will how-

ever delegate most of the actual technical work to section 7.6 In section 7.5 we summarize

the main conclusions of our work and provide suggestions for future research.

7.1.1. The URB protocol
This section gives an overview of the URB protocol of [2] and gives a small modi�cation

similar to modi�cation of the RB protocol given in chapter 6. The protocol is described for

any gate set G that is a unitary 2-design [3]. Note that even though the protocol works for

all these gate sets, our result of the con�dence analysis is only applicable to the Cli�ord
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Algorithm 2 Outline of the modi�ed unitarity randomized benchmarking protocol.

data: Let G ⊂ U(d) be a �nite subset of the unitary group that is also a unitary

2-design on a d-dimensional Hilbert space H . Let the noise model be G̃ = G̃E for

all G ∈ G, where E is a CPTP map.

input: Choose M ⊂ N and aNm ∈ N for eachm ∈ M. Pick states and an observable

ρ, ρ̂, E ∈ Md for the two-copy implementation or pick states and an observable

ρH, ρ̂H, EH ∈Md for the single-copy implementation.

output: An estimate of the unitarity of the noise map u(E).

Fix a gate setG, choose a set of sequence lengths M to use and determine the number

of random sequences Nm per sequence length m ∈ M.

1: procedure URB(G,M, {Nm})
2: for all sequence lengths m ∈ M do
3: repeat Nm times

4: Sample m random gates Gj1 , ...,Gjm independently and uniformly at ran-

dom from G;

5: Compose the sequence Gj = Gjm · · · Gj2Gj1 ;

6: if Two-copy implementation then
7: Prepare states ρ ≈ 1+S

d(d+1) and ρ̂ ≈ 1−S
d(d−1) , apply G⊗2

j to each state and

measure E ≈ S a large number of times (where S denotes the Swap gate);

8: From this data, estimate the average sequence purity as

q
(2)
j = (Tr[EG⊗2

j (ρ)]− Tr[EG⊗2
j (ρ̂)]) = Tr[EG⊗2

j (ρ̄)];

9: end if
10: if Single-copy implementation then
11: for all non-identity Pauli’s P,Q 6= 1 do
12: Prepare states ρ

(P )
H ≈ 1+P

d and ρ̂
(P )
H ≈ 1−P

d , apply Gj to each state

and measure E
(Q)
H ≈ Q a large number of times;

13: end for
14: From this data, estimate the average sequence purity as

q
(1)
j =

1

d2 − 1

∑

P,Q6=1

(
Tr[E

(Q)
H Gj(ρ

(P )
H )]− Tr[E

(Q)
H Gj(ρ̂

(P )
H )]

)2

;

15: end if
16: end repeat
17: Compute the empirical average over the sampled sequences q̄m = 1

Nm

∑
j qj;

18: end for
19: Fit q̄m = Bum−1

, where B is a constant absorbing SPAM errors and u is the

unitarity of the noise map.

20: end procedure
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group. In algorithm 2 we present an outline of the URB protocol, where we distinguish two

di�erent implementations (discussed later in this section). The URB protocol works similar

to the standard RB protocol. First one draws a uniformly distributed random sequence of

gates (with length m) from the gate set G. Denote such a sequence

Gj = Gjm · · · Gj2Gj1 , (7.1)

where each js denotes the randomly drawn gate from G at position s. The subscript j
denotes the multi-index (j1, j2, ..., jm) and therefore indexes the entire sequence. Such a

randomly sampled sequence Gj is then applied to a state ρ , after which a two-outcome

measurement is performed (in this work the operatorE denotes the hermitian observable

associated with a two-outcome measurement {M, I − M} with outcomes ±1). How-

ever, there are two di�erences here with respect to the RB protocol. First, there is no

global inverse applied at the end of each sequence and second, the expectation value of

the measurement outcome is squared. So the URB random variable of interest then be-

comes qj = Tr[EGj(ρ)]2. Throughout this work, we shall call the URB random variable qj
the sequence purity (in standard RB, the random variable of interest is typically referred

to as the survival probability). The rest of the procedure is then similar: estimate the mean

of the sequence purity qj using N random sequences of �xed length, repeat for various

sequence lengths and �t to the model

E[qj] = Bum−1 +A (7.2)

to obtain the unitarity. Here we analyze a slightly modi�ed version of the protocol of [2],

based on ideas of [4–6]. This protocol is outlined in algorithm 2.

Every sequence of randomly sampled gates Gj is applied to two di�erent input states ρ
and ρ̂, and half of the di�erence of their expectation values is taken before squaring. By

linearity of quantum mechanics, this is equivalent to performing URB with the traceless

input operator

ρ̄ :=
1

2
(ρ− ρ̂). (7.3)

The factor
1
2 is strictly not necessary but is added for better statistical comparison. The key

idea behind this is that one e�ectively works with a traceless input operator ρ̄. There are

two main bene�ts of this modi�cation. First, it improves the �tting procedure, because

the modi�ed �t model for the mean of the sequence purity becomes (see eq. (7.51) in

section 7.4.2)

E[qj] = Bum−1, (7.4)

where the constantB only depends on the input operator ρ̄ and the measurement observ-

able E. This is a linear �tting problem in u by taking the logarithm and can therefore

be performed more easily. Second, this modi�cation narrows the distribution of the se-

quence purity qj, improving the con�dence in our point estimate q̄m = 1
N

∑
qj of the

exact E[qj]. In the next section we discuss the implementation of the protocol in more

detail and emphasize that there are two possible methods to estimate qj.
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ρH

ρ E

a)

b)

EH

Gj2

Gj2Gj1 Gjm

Gj1 Gjm

Gj2Gj1 Gjm

Figure 7.1: Schematic di�erence between the single-copy implementation (a) and the two-copy implementation

(b) of the unitarity randomized benchmarking protocol. Each line represents a system on the base Hilbert space

H. In the single-copy implementation, the expected value of the measurement Tr[EHGj(ρ̄H)] needs to be

squared to obtain qj, whereas in the two-copy implementation qj = Tr[EG⊗2
j (ρ̄)] yields the direct outcome.

The two different implementations
In this section we discuss two di�erent possible implementations of the URB protocol

(as brie�y discussed in [2] and already alluded to in chapter 4), which are illustrated in

�g. 7.1. The choice of implementation depends on whether the experimenter has access

to two identical copies of the system or not. The implementations di�er in the way the

sequence purity qj is computed and what the ideal input operator ρ̄ and measurement E
are. By ideal operators, we mean the operators that maximize the signal strength (the

proportionality factor B in the �t model eq. (7.4)) from which the unitarity is estimated.

We will then show that the two implementations are closely related.

Let us start by discussing the two-copy implementation (�g. 7.1.b). As the name suggests,

this requires two copies of the systemH under investigation. The use of two copies follows

from the mathematical equivalence

qj = Tr[EGj(ρ̄)]2 = Tr[E⊗2G⊗2
j

(
ρ̄⊗2

)
]. (7.5)

If the experimenter has access to two identical copies of the system H, the input and

measurement operator can be entangled across the two copies of the system. The sequence

Gj is then applied to each half of the system H ⊗ H. This yields the sequence purity of

the two-copy implementation as

q
(2)
j = Tr[EG⊗2

j (ρ̄)], (7.6)

where ρ̄, E ∈ Md are now operators on the two copies of the system. Since E is a two-

valued measurement with outcomes (±1) and ρ̄ is half the di�erence between two physical

states, it is not hard to show that the sequence purity lies in the interval q
(2)
j ∈ [−1, 1].

In section 7.2.3 we show that this interval can be narrowed under mild assumptions. In

the two-copy implementation it is implicitly assumed that the experimenter can operate

identically on each subsystem without any cross-talk between the two subsystems. More-

over, the experimenter should be able to prepare and measure over the two copies of the

system. Experimentally the input and measurement operators ρ̄, E ∈ Md should be as

close to the ideal operators as possible. The ideal operators are given by (see [REF] for
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more details and proof)

ρid =
1 + S

d(d+ 1)
, ρ̂id =

1− S
d(d− 1)

, Eid = S, (7.7)

where 1 is the identity and S is the Swap operator on H ⊗H, and d is the dimension of

H. The state ρid (ρ̂id) is the maximally mixed state on the symmetric (anti-symmetric)

subspace of H ⊗H. Note that the maximally mixed state on a subspace can be prepared

by uniformly sampling pure states from an orthonormal basis of this subspace. The op-

erator Eid is the hermitian observable associated with a two-valued measurement that

discriminates between symmetric (outcome 1) and anti-symmetric states (outcome −1).

In the single-copy implementation, the experimenter must obtain an estimate of the se-

quence purity qj using only a single copy of the system H. From eq. (7.5), it can be seen

that qj = Tr[EHGj(ρ̄H)]2 is the sequence purity given the operators ρ̄H, EH ∈Md. Here

the subscriptH is to emphasize that the operators are on a single copy ofH. Throughout

this chapter we will just write ρ̄ and E for operators onH⊗H and indicate operators on

a single copy explicitly by adding a subscript H. There are two disadvantages in de�n-

ing the single-copy sequence purity using one pair of input and measurement operators

ρ̄H, EH ∈ Md. First, the proportionality factor B in eq. (7.4) is upper bounded by
1

d2−1 ,

where d is the dimension ofH [2]. This means that the signal strength decreases exponen-

tially with the system size. Second, the variance of the sequence purity is large. This leads

to large uncertainty in the estimated average sequence purity q̄m. These disadvantages

can be resolved by using multiple di�erent pairs of input and measurement operators [2].

The ideal set of operators is chosen in such a way that summing the expectation values

squared for each pair of operators leads to e�ectively simulating the ideal operators of

eq. (7.7). Let us make this more precise. De�ne the single-copy sequence purity as

q
(1)
j =

1

d2 − 1

∑

P,Q6=1

Tr[E
(Q)
H Gj(ρ̄

(P )
H )]2, (7.8)

where the sum is over all non-identity multi-qubit Pauli operators P,Q. Each ρ̄
(P )
H and

E
(Q)
H are di�erent input and measurement operator settings indexed by the non-identity

Pauli operatorsP andQ respectively. For each pairP,Q, the expectation value Tr[E
(Q)
H Gj(ρ̄

(P )
H )]

is to be estimated experimentally. This expectation can be shown to lie in the interval

[−1, 1] by de�nition of E and ρ̄, so that the expectation value squared lies in the unit

interval. Therefore the single-copy sequence purity can in principle lie anywhere in the

interval q
(1)
j ∈ [0, d2 − 1], since each summand lies in the unit interval and the sum-

mation runs over (d2 − 1)2
terms. However in section 7.2.3 we show that this interval

can be narrowed signi�cantly under mild assumptions. Since the sum runs twice over all

non-identity Pauli operators, estimating the sequence purity q
(1)
j requires (d2 − 1)2

dif-

ferent settings. This is a number that grows exponentially in the number of qubits com-

prising the system. We also emphasize that simply squaring and summing up estimates

of Tr[E
(Q)
H Gj(ρ̄

(P )
H )] to obtain an estimate of q

(1)
j yields a positively biased estimator for

q
(1)
j . This may lead to overestimating the unitarity. See section 7.4.1 for more details on

how to correctly estimate q
(1)
j . The states ρ

(P )
H , ρ̂

(P )
H and measurement E

(Q)
H should be
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implemented as closely as possible to the ideal operators

ρ
(P )
H,id =

1 + P

d
, ρ̂

(P )
H,id =

1− P
d

, E
(Q)
H,id = Q. (7.9)

The ideal state ρ
(P )
H,id (ρ̂

(P )
H,id) is the maximally mixed state on the positive (negative) eigenspace

of the Pauli operator P , and the measurement E
(Q)
H,id is the two-valued measurement that

discriminates between the positive (outcome 1) and negative (outcome −1) eigenspace of

the Pauli operator Q.

Next we show that the single-copy can be interpreted as a special case of the two-copy

implementation (this is not surprising in view of eq. (7.5)). To do so, we show that in the

single-copy implementation, one e�ectively works with two-copy operators of the form

ρ̄eff =
d

d2 − 1

∑

P 6=1

ρ̄
(P )
H ⊗ ρ̄(P )

H ,

Ēeff =
1

d

∑

Q 6=1

Ē
(Q)
H ⊗ Ē(Q)

H .

(7.10)

Here Ē (Ē
(Q)
H ) is the traceless part of the observable E (E

(Q)
H ) , de�ned as

Ē := E − Tr[E]
1
d2
, Ē := EH − Tr[EH]

1H
d
. (7.11)

Key point is that replacing the observableE with Ēmakes no di�erence, since Tr[EG⊗2
j (ρ̄)] =

Tr[ĒG⊗2
j (ρ̄)]. This follows directly from eq. (7.11), since Tr[1G⊗2

j (ρ̄)] = 0 by the trace-

lessness of ρ̄ and the trace-preserving property of G⊗2
j . Analogously, in the single-copy

implementation, the traceless measurement Ē
(Q)
H can be used instead of the observable

E
(Q)
H . Throughout, a bar over the measurement operator will mean the traceless compo-

nent as de�ned by eq. (7.11).

The key idea of eq. (7.10) is that ρ̄eff and Ēeff are constructed such that computing q
(1)
j with

eq. (7.8) is mathematically equivalent to computing q
(2)
j with eq. (7.6) using the e�ective

operators eq. (7.10),

q
(1)
j =

1

d2 − 1

∑

P,Q6=1

Tr[Ē
(Q)
H Gj(ρ̄

(P )
H )]2 (7.12)

= Tr
[
ĒeffG⊗2

j (ρ̄eff)
]

= q
(2)
j . (7.13)

In particular the ideal e�ective operators ρ̄eff,id and Ēeff,id (de�ned by eq. (7.10) for the

ideal single-copy operators eq. (7.9)) are equal to the ideal two-copy operators eq. (7.7),

ρ̄eff,id = ρ̄id and Ēeff,id = Ēid. (7.14)

This follows from the fact that [2]

S =
1

d

∑

P

P ⊗ P. (7.15)



7

118 7. The statistics of unitarity randomized benchmarking

Note that the sum is here over all Pauli matrices including the identity. As a result of

this, the rest of the chapter will exclusively deal with the two-copy operators ρ̄, E ∈Md.

The results can be interpreted for the single-copy protocol by considering the e�ective

operators eq. (7.10).

The two-copy implementation of the protocol as previously discussed, can only be imple-

mented if the experimenter has access to two di�erent, but identical copies of the system

under examination. These two systems must be simultaneously accessible for entangled

state preparation and measurements, but the unitary control on each subsystem needs to

be fully disjoint (i.e. without crosstalk) and identical (meaning noise must be identical on

each subsystem). These assumptions are hard if not impossible to ful�ll in any experimen-

tal system. We emphasize however that the two-copy implementation is introduced as a

mathematical tool for the analysis of the URB protocol and its equivalence to the more

realistic single-copy protocol was shown.

This concludes our review of the URB protocol, including the proposed modi�cation of

traceless input operators and emphasizing the two di�erent implementations (which we

have named the single-copy and two-copy implementation respectively). Next, we will

present our main result. We will show how a concentration inequality can be used to

relate the required resources (the number of sequencesN ) to parameters that quantify the

con�dence in the estimate of the average sequence purity q̄m. To do so, we will present

a sharp bound σ2
on the variance of the sequence purity V[q

(K)
j ] and present a bound L

on the length of the interval in which the sequence purity q
(K)
j lies. These bounds are

independent of K (the choice between single or two-copy implementation). Therefore, if

no implementation-speci�c details are discussed, the sequence purity is just denoted qj.

7.2. Summary of results
In this section the main contribution of this chapter is summarized. The main result is

a sharp bound on the number of sequences N required to obtain the average sequence

purity q̄m given �xed sequence length m with a certain a priori determined con�dence.

In section 7.2.1 we review a result from statistics to quantify the relation between the

number of sequences N and the con�dence. This relation requires some knowledge on

the distribution of the sequence purity qj. A bound on the variance and a bound on the

interval length of the sequence purity are needed. In section 7.2.2 we present a bound on

the variance of the URB sequence purity qj for benchmarking the Cli�ord gate set. This is

the main contribution of this work. In section 7.2.3 we present a bound on the length of

the interval in which qj must lie. Finally in section 7.2.4 we give some examples on how

to use our results.

7.2.1. Relation between the confidence parameters and the
number of seqences

Using concentration inequalities from statistics, the con�dence in the estimate q̄m can be

expressed as the probability that it deviates at most ε from the exact mean E[qj]. If this

probability Prob[|q̄m−E[qj]| ≥ ε] ≤ δ is to be bounded by δ, then the number of required
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data points N is related to the con�dence parameters ε, δ by [7]

2



(

L

L− ε

)L2−εL
σ2+L2

(
σ2

σ2 + εL

) σ2+εL

σ2+L2



N

≤ δ. (7.16)

In this expression σ2
is a bound on the variance V[qj] and L is a bound on the length of

the interval in which qj lies. Given σ2
and L, there are two ways to apply this inequality.

It can either be solved (numerically) for ε, given �xed N and δ, or it can be solved for

N given ε, δ. In any case, it provides a direct relation between the number of required

sequences N and the con�dence parameters ε, δ, given L and σ2
. So in order to apply

eq. (7.16), the bounds L and σ2
are needed.

In the next section we will present a sharp bound σ2
on the variance of the sequence purity

V[qj]. This bound is the key ingredient in using eq. (7.16) and it is the main contribution

of this chapter.

7.2.2. Bound on the variance of the seqence purity
In this section we present a bound σ2

on the variance of the sequence purity V[qj] that is

valid under the following assumptions:

1. The gate set under investigation is the d-dimensional Cli�ord group, denoted Cq . Here

d = 2q for a q-qubit system. This assumption is necessary for deriving a variance bound.

Even though the expected value E[qj] of the URB sequence purity is independent of the

chosen gate set (as long as it is a unitary 2-design), the variance is not. The Cli�ord group

was chosen as the default gate set.

2. Gate errors are independent of the gate. This is known as the gate-independent error

model. In this model, the implemented noisy gate is G̃ = GE , where G ∈ Cq is the ideal

Cli�ord gate and E is an arbitrary quantum channel describing the noise. Crucially, E does

not depend on the speci�c gate G ∈ Cq . This is assumption is necessary for deriving the

�t model for URB [2]. Consequently our variance bound also employs this assumption.

The URB protocol has not been analyzed in a gate dependent noise setting.

3. The noise map E is assumed to be unital if q ≥ 2 (or equivalently if d ≥ 4). A quantum

channel E is unital if the maximally mixed state is a �xed point of the map, E(1) = 1. If the

system under investigationH is a single-qubit system (d = 2), than this assumption is not

necessary. Our result thus holds for any single-qubit quantum channel E . This assumption

enters in our derivation of the variance bound. It is not a fundamental assumption but

rather a condition under which we were able to derive a useful, sharp bound.

At this point, we emphasize that V[qj] is the between-sequence variance, i.e. the variance

of qj due to the randomly sampled sequence indexed by j. In particular this means that

given a sequence j, we assume that qj can be determined with arbitrary precision. In reality

qj can only be estimated due to the probabilistic nature of quantum mechanics by taking

many single-shot measurements of the same sequence j. In section 7.4.1 we relax this

assumption by splitting the total variance into the sum of the between-sequence variance

(the variance due to randomly sampled j) and the within-sequence variance (the variance

due to uncertainty in qj for �xed j).
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Under the assumptions stated above, the following bound on the variance V[qj] is derived

(see theorem 1 in section 7.6.3)

V[q
(K)
j ] ≤ σ2 =

1− u2(m−1)

1− u2
(1− u)2

(
c1(d) + c2(d)‖Ēerr‖2∞

+ c3(d)‖ρ̄err‖21
)

+ ‖ρ̄err‖21‖Ēerr‖2∞, (7.17)

which is independent of the used implementation (single or two-copy, corresponding to

K = 1, 2). Here u is the unitarity of E , m is the sequence length, ‖Ēerr‖2∞, ‖ρ̄err‖21
are quantities depending on the quality of state preparation and measurement and ci are

constants that solely depend on the dimension d. The values of ci for small d are tabulated

in table 7.1. For precise de�nitions of these quantities, see theorem 1 in section 7.6.3. The

error operators have the following de�nitions:

ρ̄err = ρ̄− Tr[ρ̄idρ̄]

‖ρ̄id‖22
ρ̄id = ρ̄− (d2 − 1) Tr[ρ̄idρ̄]ρ̄id,

Ēerr = Ē − Tr[ĒidĒ]

‖Ēid‖22
Ēid = Ē − Tr[ĒidĒ]

d2 − 1
Ēid,

(7.18)

where the ideal operators ρ̄id, Ēid are de�ned in eq. (7.7) and a bar over the measurement

operator indicates its traceless component Ē = E− Tr[E]
d2 1 (as de�ned in eq. (7.11)). Recall

that ρ̄ was de�ned as the di�erence between two states (eq. (7.3)). The error operators are

de�ned in such a way that they are orthogonal to the ideal operators with respect to the

Hilbert-Schmidt inner product, i.e.

Tr[ρ̄errρ̄id] = Tr[ĒerrĒid] = 0. (7.19)

The norms on the error operators are the trace norm and operator norm respectively,

de�ned for all A ∈Md as

‖A‖1 = Tr[
√
A†A] =

∑

i

si(A),

‖A‖∞ = sup
06=x∈H⊗2

‖Ax‖2
‖x‖2

= max
i
{si(A)},

(7.20)

with si(A) the i-th singular value of A and ‖x‖2 the euclidean norm on H⊗2
. Note that

in the single-copy case the quantities ‖ρ̄err‖21, ‖Ēerr‖2∞ as de�ned in eq. (7.18) are to be

estimated using ρ̄eff and Ēeff as de�ned in eq. (7.10).

The variance bound of eq. (7.17) has some appealing qualitative features. The �rst feature

is that the �rst term is proportional to (1 − u)2
. This means that the �rst term goes to

zero quadratically as the unitarity u of the error map E approaches 1. The fact that the

second term is constant with respect to both u and m is unavoidable, as will be discussed

in section 7.3.2. The second appealing feature is the fact that the bound is asymptotically

independent of the sequence length m. Thus the variance bound is useful in any regime
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Table 7.1: Evaluation of the constants ci(d) for various small-dimensional systems. The last row indicates the

asymptotic behavior.

d c1(d) c2(d) c3(d)

2 11
12

13
9

5
2

4 179
60 54.675 48.053

8 1.6322 81.445 119.31

16 1.1443 110.64 296.88

32 1.0354 173.80 891.69

→∞ O(1) O(d) O(d2)

of m. In section 7.3 the dependence of the variance bound and the resulting number of

sequences on various parameters is discussed in greater detail.

In the next section we present a boundL in the length of the interval in which the sequence

purity qj lies. This is the �nal ingredient needed in order to apply eq. (7.16).

7.2.3. Bound on the interval of the seqence purity
In this section we present the improved bound L on the length of the interval in which

the sequence purity q
(K)
j lies. Even though the actual interval depends on K , the length

of these intervals is the same. Thus the bound L on the interval length of the sequence

purity is independent of the implementation indexed byK . The improved bound is derived

under the mild assumption that the experimental control is su�ciently good such that

Tr[ρ̄idρ̄] ≥ 0 and Tr[ĒidĒ] ≥ 0 (analogous assumption holds for the single-copy input

and measurement operators). These conditions are satis�ed only if the conditions

Tr[ρidρ] ≥ Tr[ρ̂idρ], Tr[ρ̂idρ̂] ≥ Tr[ρidρ̂], (7.21)

Tr[Eρ̄id] ≥ 0 (7.22)

are satis�ed. eq. (7.21) can be interpreted as requiring that the implemented states ρ, ρ̂
have more overlap with their corresponding ideal state than with the non-corresponding

ideal states. eq. (7.22) is equivalent to Tr[ĒĒid] ≥ 0 since Ēid = (d2 − 1)ρ̄id and

Tr[ρ̄idĒ] = Tr[Eρ̄id]. eq. (7.22) has the interpretation that the measurement {M, 1−M}
associated with the observable E = 2M − 1 assigns the correct outcome (+1 for ρid and

−1 for ρ̂id) with at least probability
1
2 , or alternatively, that the measurement can cor-

rectly discriminate the maximally mixed state on the symmetric subspace (ρid) from the

maximally mixed state on the anti-symmetric subspace (ρ̂id). These are very reasonable

assumptions for any practical quantum information device.

In lemma 7.8 of section 7.6.3 we show that under the stated assumption, the sequence
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purity lies in the interval

q
(1)
j ∈ [0, 1 + ‖ρ̄err‖1 + ‖Ēerr‖∞ + ‖ρ̄err‖1‖Ēerr‖∞], (7.23)

q
(2)
j ∈ [−‖ρ̄err‖1 − ‖Ēerr‖∞ − ‖ρ̄err‖1‖Ēerr‖∞, 1]. (7.24)

Therefore it follows that

L = 1 + ‖ρ̄err‖1 + ‖Ēerr‖∞ + ‖ρ̄err‖1‖Ēerr‖∞ (7.25)

for both implementations. The idea of the proof of lemma 7.8 is to decompose the input

and measurement operators ρ̄ and Ē into their ideal and error components according to

eq. (7.18). This gives rise to four terms. The ideal term Tr[EidG⊗2
j (ρ̄id)] can be bounded

in the interval [0, 1]. The other terms are then bounded in magnitude using Hölder’s

inequality, which contributes the last three terms in eq. (7.25).

7.2.4. Examples
Perhaps the best way to gain insight in the use of eq. (7.16), eq. (7.17) and eq. (7.25) is by

example. In example 1 we calculate the required number of sequences for a �xed choice of

all relevant parameters. In example 2 we simulate a URB experiment using �xed number

of sequences and compute the con�dence interval around each estimate q̄m. We compare

the results of these examples with a previously known bound (�rst used in [1]). This

bound does not use the variance, but just uses the boundedness of the sequence purity qj.
It claims that Prob[|q̄m − E[qj]| ≥ ε] ≤ δ, whenever [7]

2e−2N ε2

L2 ≤ δ. (7.26)

The number of sequences N is merely a function of the con�dence parameters ε, δ and

the interval length L. In particular it does not depend on the variance of qj.

Example 1. Suppose that a URB experiment is performed on the single-qubit Cli�ord

group (d = 2). The choice of implementation (single-copy or two-copy) is irrelevant

for this example since both the variance bound eq. (7.17) and the interval length bound

eq. (7.25) are independent of the choice of implementation. The only di�erence in practice

is how to estimate the SPAM parameters ‖ρ̄err‖21, ‖Eerr‖2∞. Furthermore suppose that an

priori estimate of the unitarity is u = 0.98 and an estimate for the SPAM parameters is

‖ρ̄err‖21 = ‖Eerr‖2∞ = 0.02. Then, after choosing appropriate sequence lengths to use in

the experiment, an upper bound on the variance as a function of the sequence length can

be computed using eq. (7.17). The interval length can be bounded using eq. (7.25). Using

‖ρ̄err‖21 = ‖Eerr‖2∞ = 0.02, this yields L = 1.02 + 0.2
√

2 ≈ 1.303. Finally, choosing an

interval ε and con�dence δ, eq. (7.16) gives the required number of sequences N (at �xed

length m). Concretely, setting ε = 0.02, δ = 0.01 and all other parameters as discussed,

the number of sequences required for sequences of length m = 10, is N = 242. For

sequence length m = 30, the required number is N = 366, whereas m = 100 requires

N = 452. The long sequence length limit (when u2(m−1) � 1), yields N = 457.

Let us compare these numbers with the previously known bound eq. (7.26) that does not

use the variance of qj. Given our choices of ε = 0.02, δ = 0.01 and ‖ρ̄err‖21 = ‖Eerr‖2∞ =
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Figure 7.2: Comparison of the 99% con�dence intervals around the average sequence purity q̄m calculated with

and without our variance bound at several di�erent sequence lengths. The plot is based on a simulated URB

experiment of the single-qubit Cli�ord group with N = 250 samples per sequence length m. The empirical

average sequence purity q̄m (marked with a cross) is plotted versus the sequence lengthm on a semilogarithmic

scale. The larger (blue) bars indicate the 99% con�dence interval without variance (eq. (7.26)) and the smaller

(red) bars indicate the 99% con�dence interval of eq. (7.16) based on our sharp variance bound eq. (7.17). Here we

used an a priori estimates of the unitarity and SPAM parameters of u = 0.98 and ‖ρ̄err‖21 = ‖Eerr‖2∞ = 0.02

respectively. Then eq. (7.25) yields L = 1.02 + 0.2
√

2. For completeness, a least-squares �t according to the

model q̄m = Bum−1
(see eq. (7.4)) is shown in the yellow solid line. This yields u ≈ 0.987.

0.02 (from which L = 1.02 + 0.2
√

2 ≈ 1.303 is computed using eq. (7.25)), the bound

eq. (7.26) yields N = 11242 required sequences. We emphasize that this number is inde-

pendent of u or m. In this scenario, our bound gives approximately two orders of magni-

tude improvement. �

Example 2. In �g. 7.2 we compare the 99% con�dence intervals ε (for �xedN = 250 and

δ = 0.01) around the empirical average sequence purity q̄m calculated with and without

our variance bound at several di�erent sequence lengths. The empirical average sequence

purity q̄m data is based on a simulated single-qubit Cli�ord URB experiment. The length

of the con�dence interval εwithout variance (larger blue bars) is computed from eq. (7.26).

Then the choice ofN = 250 and δ = 0.01 yields ε = 0.134. On the other hand, the length

of the con�dence interval ε with variance (smaller red bars in the plot) is computed from

eq. (7.16) by solving the equation for ε, using our sharp variance bound eq. (7.17). In the

evaluation of eq. (7.17), the a priori estimates u = 0.98 and ‖ρ̄err‖21 = ‖Eerr‖2∞ = 0.02
were used. Then eq. (7.25) yields L = 1.02 + 0.2

√
2. Using our sharp variance bound,

the values of the con�dence interval vary between ε = 0.019 (for m = 8) and ε = 0.029
(for m = 174). This is approximately an order of magnitude larger than the con�dence

interval without variance ε = 0.134.

In this simulated experiment the Cli�ord gates are implemented with a �xed error channel

E that is generated by taking a convex combination of the identity channel (with high

weight) and a random CPTP map (sampled using QETLAB [8]). Similarly, the noisy input

states and measurement operator are simulated by taking a convex combination of the

ideal operators and randomly generated operators (generated using QETLAB). For this
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Figure 7.3: Number of sequences N versus the sequence length m for various values of the unitarity u when

benchmarking the single-qubit Cli�ord group (d = 2). Con�dence parameters are ε = 0.02 and δ = 0.01. The

SPAM parameters are ‖ρ̄err‖21 = ‖Eerr‖2∞ = 0. By eq. (7.25) then L = 1 is used. The number of sequences is

asymptotically independent of the sequence length. This is consistent with our variance bound eq. (7.17).

particular realization of an error map E , the data points seem to be even more accurate

than our con�dence interval might suggest based on their proximity to the �t. This is due

to the fact that this particular error channel is well-behaved. We emphasize that our bound

is valid for any unital or single-qubit error map. In particular this means that our bound

is valid for the worst case realizations of E . It is unclear what error map E maximizes the

variance of the sequence purity.

We emphasize that the point of this simulated example is not to prescribe a direct method

for extracting the con�dence in the unitarity, as this generally depends on the �tting model

and the way the uncertainty in the average sequence purity are propagated into the uncer-

tainty of the unitarity. Moreover, more advanced statistical tools may be used to extract

the unitarity from the obtained (in this case simulated) data, like e.g. [9, 10]. The goal

of this example is to illustrate the signi�cant gain in con�dence of the average sequence

purity when the simple concentration inequalities of Hoe�ding are applied [7]. The point

is that the additional knowledge of a variance bound on the underlying distribution of the

sequence purity qj can be used by statistical tools to extract the unitarity with improved

con�dence. �

In the next section we explore the behavior of our bound in various parameter regimes.

7.3. Discussion
This section is devoted to discussing the variance bound and the interval length of the

sequence purity in more detail. In particular we discuss the variance bound in several

di�erent parameter regimes in more detail and aim to provide a better understanding of

the parameters that ultimately determine the statistical con�dence of the measurements.

In section 7.3.1 we discuss the dependence of the variance bound eq. (7.17) on the unitarity

u and the sequence length m. In section 7.3.2 we discuss the dependence on the SPAM

parameters ‖ρ̄err‖21 and ‖Ē∞‖21. Here we also show by example that the variance of the
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Figure 7.4: Semilogarithmic plot of the variance bound σ2
as a function of the unitarity u for various magnitudes

of SPAM errors in the large sequence limit for single-qubit Cli�ord URB (d = 2). The black dash-dotted line is

a reference line plotting σ2 = (1 − u)2. The di�erently colored solid lines indicate the various magnitudes of

SPAM errors, where ‖ρ̄err‖21 = ‖Ēerr‖2∞ = η. There are two regimes. For small SPAM errors and small u, the

variance scales as (1− u)2, whereas for nonzero SPAM errors and large u, the variance approaches a constant.

sequence purity does not go to zero in the presence of SPAM errors. In section 7.3.3 the

dependence of the variance bound on the system size is discussed.

7.3.1. Dependence on unitarity and seqence length
First, we discuss the dependence of the number of required sequences N on the sequence

length m. In �g. 7.3 this dependence is plotted for various values of u in the absence of

SPAM errors (i.e. ‖ρ̄err‖21 = ‖Eerr‖2∞ = 0). The con�dence parameters were �xed at

δ = 0.01 and ε = 0.02. It can be seen from the �gure that N approaches a constant

as m increases. This is consistent with our variance bound eq. (7.17), where the factor

depending on m is

1− u2(m−1)

1− u2
(1− u)2. (7.27)

This approaches a constant in the limit of large sequence lengths. This limit is approxi-

mately achieved when u2(m−1) � 1. The exact limit is given by

lim
m→∞

1− u2(m−1)

1− u2
(1− u)2 =

1− u
1 + u

. (7.28)

In the presence of SPAM errors, the asymptotic constant is larger than in its absence, but

the behavior is similar. Since the variance approaches a constant, so does the required

number of sequences for �xed values of the con�dence parameters. From here on out, the

‘large sequence limit’ means the regime of m where u2(m−1) � 1 so that the variance

bound (and thus the number of sequences) is approximately independent of m.

Second we discuss the dependence of the variance bound on the unitarity u. In �g. 7.4

the variance bound σ2
is plotted as a function of the unitarity u for various values of

SPAM errors in the long sequence length limit. This �gure shows two regimes. In the
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Figure 7.5: Color plot of the number of sequencesN as a function of the SPAM parameters ‖ρ̄err‖21 and ‖Eerr‖2∞
in the large sequence length limit for single-qubit Cli�ord URB (d = 2). The parameters u = 0.99 and ε = 0.02,

δ = 0.01 were used. This plot illustrates the sensitivity of our result to SPAM errors. In particular, the number

of sequences increases most signi�cantly when both state preparation and measurement errors are large.

regime of low unitarity and small SPAM error, the variance is proportional to (1 − u)2
.

This is consistent with eq. (7.17), where the variance is dominated by the �rst term in this

regime. However, for nonzero SPAM error and large unitarity, this behavior transitions

into a constant variance. In this regime, the variance is dominated by the second, constant

term (independent of u) in eq. (7.17).

The number of required sequences N shows qualitatively similar behavior, but there are

di�erences. This is due to the fact that N is a nonlinear function of σ2
. In the regime

of constant variance, the number of sequences is also constant. In the regime where the

variance bound is proportional to (1− u)2
, the number of sequences also decreases as N

increases, but the rate depends also on the choice of ε.

7.3.2. Dependence on SPAM parameters
In �g. 7.5 we show a color plot of the number of sequences N as a function of the SPAM

parameters ‖ρ̄err‖21 and ‖Eerr‖2∞ for �xed unitarity u in the limit of large sequences. The

plot illustrates the qualitative dependence ofN on the magnitude of these SPAM parame-

ters. There are two ways that the SPAM parameters contribute to the number of required

sequences N . First, the variance bound σ2
depends on the SPAM parameters ‖ρ̄err‖21 and

‖Eerr‖2∞ (see eq. (7.17)). Second, the interval length bound L depends on the square root

of these parameters, ‖ρ̄err‖1 and ‖Eerr‖∞ (see eq. (7.25). Both these bounds increase as

the SPAM parameters increase. From the concentration inequality eq. (7.16), it follows that

the required number of sequences N for �xed con�dence parameters grows with increas-

ing variance and interval length. Both these e�ects have qualitatively similar behavior.

This translate into the illustrated dependence of the number of sequencesN on the SPAM

parameters in �g. 7.5. In particular, the number of sequences most strongly depends on

the product between the two, showing a larger required number in the area where the

product ‖ρ̄err‖21‖Eerr‖2∞ is largest.

The variance bound of eq. (7.17) has a constant term ‖ρ̄err‖21‖Eerr‖2∞, independent of the
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unitarity u and sequence length m. In particular this means that the variance bound is

nonzero in the presence of SPAM error for all sequence lengths m even in the limit of

ideal gates E → I . This behavior is also seen in �g. 7.4. We argue that this is fundamental

to the URB protocol, by showing that the actual variance of the sequence purity V[qj]
also has this behavior even when ideal gates are considered. This is done in example 3.

In this example we construct noisy operators ρ̄ and Ē such that the average sequence

purity qj is not constant over all possible ideal gate sequences Gj (i.e. sequences with

E = I). Thus there exists an error channel (namely E = I) and noisy operators (namely

those constructed in example 3) such that the variance, and thus the required number of

sequences, is nonzero. This behavior is in contrast with standard RB, where all RB gate

sequences compose to the identity when E = I (in the RB protocol, a global inverse gate

is applied after each sequence). Therefore in standard RB, the survival probability does

not depend on the sequence in the absence of gate errors and hence the variance is zero.

Example 3. Consider a URB experiment where the gate set under investigation is the

single-qubit Cli�ord group Cq . Suppose that the gates are implemented perfectly, i.e. E =
I . Furthermore assume that the state and measurement operators are given by

ρ, ρ̂ =
1⊗ 1±X ⊗X

4
, and E = X ⊗X, (7.29)

where 1 is the identity and X is the Pauli-X matrix on the single-qubit Hilbert space

H ' C2
. Since E = I , the sequence Gj of m independently and uniformly distributed

Cli�ord gates reduces to a single Cli�ord gate Gi uniformly drawn from Cq . The group

Cq has 24 elements, 8 of which map X 7→ ±X . Whether such a map sends X to +X
or −X is irrelevant, since if G maps X 7→ ±X then G⊗2

maps X⊗2 7→ X⊗2
in either

case. The other 16 Cli�ord gates send X 7→ ±Y or X 7→ ±Z , where again the sign

is irrelevant. Thus, given that ρ̄ = X⊗X
4 , a fraction

8
24 of all sequences Gj will satisfy

G⊗2
j (ρ̄) = X⊗X

4 while the others will send ρ̄ either to
Y⊗Y

4 or
Z⊗Z

4 . Since Tr[E(X⊗X4 )] =

1 and Tr[E(Y⊗Y4 )] = Tr[E(Z⊗Z4 )] = 0, the following probability distribution on q
(2)
j is

obtained:

Prob

[
q

(2)
j = 1

]
=

1

3
and Prob

[
q

(2)
j = 0

]
=

2

3
. (7.30)

Clearly then E[q
(2)
j ] = 1

3 and V[q
(2)
j ] = 2

9 > 0. This example shows that the variance

V[qj] of the sequence purity can not go to zero as the unitarity u→ 1. �

Given noisy implementations ρ̄ andE in the two-copy implementation, the SPAM param-

eters ‖ρerr‖21 and ‖Ēerr‖2∞ de�ned in eq. (7.18) can in principle be estimated by relating

them to the ideal states and measurements of eq. (7.7). In practice, this requires (partial)

knowledge of the noisy operators ρ̄ and E. If a full (tomographic) description of ρ, ρ̂, E
is available, then ‖ρ̄err‖21 and ‖Ēerr‖2∞ can be calculated from the de�nition eq. (7.18).

However, if only partial knowledge is available (e.g. a lower bound on state preparation

�delity), then the SPAM quantities need to be bounded. For example ‖ρ̄err‖21 can be upper

bounded if the �delity between ρ (ρ̂) and ρid (ρ̂id) is known, by application of the Fuchs-

Van de Graa� inequality [11]. In the single-copy implementation, slightly more work is

needed. The SPAM parameters are then de�ned with respect to ρ̄eff and Ēeff (eq. (7.10)).
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Figure 7.6: Number of sequences N as a function of the number of qubits q comprising the system for di�erent

values of the SPAM parameters. A �xed unitarity u = 0.99 and the large sequence length limit are used. The

interval bound L is computed using eq. (7.25) as a function of the SPAM quantities (see legend). The con�dence

parameters ε = 0.02, δ = 0.01 were used. The dashed line indicates the �rst-order bound (eq. (7.26)) corre-

sponding to ‖ρ̄err‖21 = ‖Ēerr‖2∞ = 0.02. For the given con�dence and SPAM parameters, our bound gives an

improvement of the required number of sequences up to 5-qubit systems.

However, only (partial) knowledge of the physical operators ρH and EH are available.

Noise on these physical operators needs to be translated to noise on the e�ective opera-

tors ρ̄eff and Ēeff .

7.3.3. Dimension-dependent constants
In this section, the dependence of the variance bound eq. (7.17) and consequently the

number of sequences on the system size is examined. An undesirable feature of the vari-

ance bound is the asymptotic growth of the constants c2(d) and c3(d) with the dimension

d = 2q of the q-qubit system. This means that for large systems, the bound becomes loose

and ultimately vacuous. This is illustrated in �g. 7.6, where the number of sequences N
is plotted as a function of the system size q on a semilogarithmic scale (for �xed unitarity

u and large sequence length m). The number of sequences is plotted in the absence of

SPAM error, with state preparation or measurement error only and with both errors si-

multaneously. This is done to distinguish the di�erent contributions of the constants c1,

c2 and c3 in eq. (7.17). In the absence of SPAM error, only c1 is relevant. This constant

takes its maximum at q = 2 and asymptotically goes to 1. However with measurement

error, the number of sequences needed grows exponentially with the system size. With

state preparation error, this expectational growth is even faster. This is consistent with

the asymptotic limits of the constants c2 = O(d) and c3 = O(d2), since d = 2q . In partic-

ular, this �gure shows that our variance bound is prohibitively loose for q ≥ 6 (assuming

u = 0.99 and large m), since the �rst order bound eq. (7.26) yields a smaller number of

sequences N as indicated by the black dash-dotted line in the �gure.

We believe that the unbounded growth of our variance bound with the system size is

an artifact of the proof rather than a fundamental property. The sequence purity qj is a

bounded, discrete random variable, where the bound L does not depend on the dimension
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d. Therefore the exact variance V[qj] can not asymptotically grow with the system dimen-

sion d. The bound of eq. (7.17) is however sharp enough for practical use in few-qubit

systems.

7.4. Methods
This section gives an high level overview of the methods used for deriving our main result

eq. (7.16), eq. (7.17). In section 7.4.1 we focus on the statistical aspect of our result related

to eq. (7.16). We also relate the between-sequence variance V[qj] (the quantity which we

bounded in this work) to the within-sequence variance that arises due to the fact that qj
can only be estimated by collecting a �nite sample of single shot measurements for a given

sequence. In section 7.4.2 we discuss the derivation of the �t model (as derived in [2]) and

derive an expression for the variance V[qj]. In section 7.4.3 we give an outline of the proof

of our variance bound eq. (7.17).

7.4.1. Estimation theory
Ultimately, the URB protocol leads to the complex statistical estimation problem of de-

termining u and the con�dence thereof, given a large set of realizations of the sequence

purity qj (for multiple sequence lengths m). There are several ways one can go about this

problem (see e.g. [10] for a Bayesian inference approach). Here we we take a frequentist

approach and determine a con�dence interval for the point estimates q̄m of E[qj]. These

con�dence intervals (for di�erent values ofm) can then be taken into account when �tting

the point estimates q̄m = Bum−1
to the �t model. The main contribution of this work

is improving the con�dence interval of q̄m by bounding the variance of the sequence pu-

rity qj. This variance bound provides strictly more information on the distribution of qj
than what was known before [2] and could therefore also be of value when using other

estimation techniques to extract the unitarity u from the set of measurement outcomes.

The intuitive idea is that estimating the mean of a bounded distribution of random vari-

ables requires fewer samples when the distribution is narrowly peaked around the mean.

Since the variance is a measure of the spread of the distribution, it is intuitive that having

knowledge of the variance improves the con�dence in the estimate of the mean. This idea

is made precise in statistics by concentration inequalities. Here we use a concentration

inequality due to Hoe�ding [7]. Given a collection of N independent and identically dis-

tributed (i.i.d.) random variables Xi, sampled from a distribution on a length L interval

with mean µ and variance σ2
, the following statement holds for all 0 ≤ ε ≤ L

Prob

[
|X̄ − µ| ≥ ε

]
≤ 2



[

L

L− ε

]L2−εL
σ2+L2

[
σ2

σ2 + εL

] σ2+εL

σ2+L2



N

, (7.31)

where X̄ = 1
N

∑
iXi is the empirical mean. This is essentially eq. (7.16) using the fact

that qj are i.i.d. random variables. The point is that if one wishes to bound this probability

by δ, then upper bounding the right-hand-side by δ gives a means to relate N , δ and ε.
Instead of the exact (unknown) variance of the distribution of qj, an upper bound is used.

The fact that our variance bound eq. (7.17) depends on the unitarity u, the quantity that

one ultimately attempts to estimate, may seems strange and circular. But this is actually
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a feature of statistics, which is more apparent in the Bayesian view. One may have an a

priori distribution of the unitarity u of the gate set and given some experimental data (the

complete URB data set) one can construct a more concentrated a posteriori distribution

on the unitarity. In the frequentist view, an a priori lower bound to the unitarity can be

known with very high con�dence. Then performing URB will improve the estimate of the

unitarity and increase the con�dence in this estimate. In principle this procedure can be

done by doing several successive URB experiments, further increasing the con�dence in

the outcome. Note that a �rst lower bound can always be obtained from the average gate

�delity (see chapter 2), which is estimated using standard RB.

Finally there is one subtlety that deserves some attention. The protocol requires the ex-

perimenter to measure Tr[EG⊗2
j (ρ)], but actually this is an expectation value of the mea-

surement operator E (a hermitian observable) given the state G⊗2
j (ρ). This expectation

value must be learned from multiple single-shot measurements of preparing the state,

apply gates and measure. The outcome is inherently probabilistic (with a Bernoulli distri-

bution) by the laws of quantum mechanics and either a click or no click is observed with

the probability given by Born’s rule. To estimate the expectation value Tr[EG⊗2
j (ρ)], a

large number of single shot measurements must be taken and the proportion of clicks

is an estimate Tr[EG⊗2
j (ρ)]. In reality then, there is also some uncertainty in each data

point qj, which propagates into increased uncertainty in the average q̄m. So far we have

assumed the uncertainty in q̄m is dominated by the uncertainty due to the randomly sam-

pled sequences and not due to the uncertainty in determining each sequence purity qj.
This assumption is motivated by experiments in which it is hard to store many sequences,

but easy to repeat single shot measurements of the same sequence. In these experiments it

is then easy to do enough single-shot measurements of each qj, such that the uncertainty

in q̄m is dominated by the uncertainty due to the randomly sampled sequences. This as-

sumption is however not fundamental but is related to classical hardware control of the

experimenter. In the next section we will discuss the validity of this assumption, estimate

the number of required single-shot measurements and show how this assumption can be

dropped if one wishes to explicitly take into account �nite sampling uncertainty.

Finite sampling statistics
In the previous section it was discussed that the quantity qj is actually not directly acces-

sible, but must be estimated by performing a large number of single shot measurements.

Born’s rule states that given a (two-valued) POVM measurement {M,1−M} and a state

ρ, the probability of getting outcome 1 (associated with M ) is given by Tr[Mρ] and out-

come 0 (associated with 1−M ) is 1−Tr[Mρ]. This can be used to construct a probability

distribution for a single shot measurement of q
(K)
j , given a �xed sequence indexed by

j. The distribution is determined by the de�nition of q
(K)
j and depends on the choice of

implementation. Recall that qj is calculated using the di�erence of two states ρ̄ = 1
2 (ρ−ρ̂).

Let us denote q̄j an unbiased estimator for the exact qj given a �xed sequence indexed by

j. Then there is uncertainty in q̄j due to the uniformly distributed random sequences j and

due to the fact that q̄j is itself a random variable for �xed j (since it is an estimator for the

exact qj). The contribution of each source of uncertainty can be quanti�ed by the law of
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total variance [12], which states that

V[q̄j] = E[V[q̄j|j]] + V[E[q̄j|j]]
= E[V[q̄j|j]] + V[qj].

(7.32)

Here the quantity V[q̄j|j] is referred to as the within-sequence variance (for the given

sequence j). It is the variance of the sequence purity q̄j given �xed j solely due to the

�nite sampling statistics. The quantity V[qj] is the between-sequence variance of qj and is

solely due to the fact that the sequences j are sampled from a uniform distribution. This

equation expresses that the total variance is the sum of the expected within-sequence

variance (expected over the uniformly distributed random sequences) and the between-

sequence variance. The quantity V[qj] was bounded in this work (eq. (7.17)).

To examine the termE[V[q̄j|j]] in eq. (7.32), an expression or bound on the within-sequence

variance V[q̄j|j] as a function of the number of single shot repetitions is required. We will

show how this is done for the two-copy implementation, leaving the more cumbersome

(but in principle not more di�cult) single-copy implementation as an open problem. De-

�ne the single shot random variable by xr , where the subscript r indexes the di�erent

single shot realizations (for r = 1, ..., R for some large R), by the following distribution

Prob[xr = y|j] =





a(1− b), if y = 1,

ab+ (1− a)(1− b), if y = 0,

(1− a)b, if y = −1.

(7.33)

Here a = Tr[MG⊗2
j (ρ)], b = Tr[MG⊗2

j (ρ̂)] and M = 1
2 (1 + E) is the POVM element

associated with the two-valued measurement E. The outcome xr = 1 is interpreted as

measuring a click only for ρ, outcome xr = 0 corresponds to a click for both or neither

states and outcome xr = −1 is associated with a click only for ρ̂. This is indeed the

single-shot outcome measurement outcome of a q
(2)
j measurement, since

q
(2)
j = E[xr|j] = a− b = Tr[EG⊗2

j (ρ̄)]. (7.34)

The natural unbiased estimator of q
(2)
j is then given by

q̄
(2)
j =

1

R

R∑

r=1

xr. (7.35)

The within-sequence variance V[q̄
(2)
j |j] is related to the variance of xr (which can be com-

puted given the probability distribution eq. (7.33)) using the fact that xr are i.i.d. and

mutually uncorrelated random variables

V[q̄
(2)
j |j] = V

[
1

R

R∑

r=1

xr

∣∣∣∣j
]

=
1

R2

R∑

r=1

V [xr|j] =
1

R
V[xr|j].

This follows the de�nition of the variance and linearity of the expected value. The variance

of xr (computed from the distribution eq. (7.33)) is then

V[xr|j] = (a(1− a) + b(1− b)) ≤ 1

2
, (7.36)
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where the upper bound is trivially obtained by maximizing over 0 ≤ a, b ≤ 1. The within-

sequence variance thus satis�es

V[q̄
(2)
j |j] =

1

R
(a(1− a) + b(1− b)) ≤ 1

2R
. (7.37)

Hence for the two-copy implementation, the total variance is bounded by

V[q̄
(2)
j ] ≤ σ2 +

1

2R
, (7.38)

where R is the number of single shot measurements taken per sequence and σ2
is the

variance bound of eq. (7.17).

It may seem that the modi�cation of the protocol to use the di�erence of two states ρ̄
means that twice as many single shot measurements must be taken. This is however not

the case, as already argued for RB in chapter 6. To see this, let Vρ be the variance associated

with a single measurement setting on the state ρ. Then for the di�erence of two states,

the variance associated with that measurement satis�es

Vρ̄ = V 1
2 (ρ−ρ̂) ≤

1

4
(Vρ + Vρ̂) ≤

1

2
max(Vρ,Vρ̂). (7.39)

So to the contrary, fewer sequences are required to get an accurate estimate of Tr[EGj(ρ̄)]
than of Tr[EGj(ρ)]. This can explicitly be seen in the two-copy implementation, where the

within-sequence variance Vρ̄[q̄j|j] was computed in eq. (7.37). However, if only a single

state ρ were used, then Prob[xr = 1] = a and Prob[xr = −1] = 1 − a. Therefore the

variance Vρ[q̄j|j] = 1
RVρ[xr|j] = 4a(1−a)

R ≤ 1
R , which is indeed a factor 2 larger than in

eq. (7.37).

The unbiased estimator of the seqence purity in the single-copy imple-
mentation
In the single-copy implementation care must be taken in de�ning an appropriate estimator

of q
(1)
j . Analogously to the above, one can de�ne a random variable xPQr associated with a

single shot measurement of Tr[E
(Q)
H Gj(ρ̄

(P )
H )] for a �xed sequence indexed by j, depending

on the Pauli’s P and Q. Then

E[xPQr |j] = Tr[E
(Q)
H Gj(ρ̄

(P )
H )], (7.40)

so that

q
(1)
j =

1

d2 − 1

∑

P,Q6=1

E[xPQr |j]2. (7.41)

If we denote x̄PQ = 1
R

∑R
r=1 x

PQ
r , then one could try to estimate q

(1)
j by

q̄
(1)
j = 1

d2−1

∑
P,Q6=1 x̄

2
PQ. This estimate is however biased, and overestimates the actual

value of q
(1)
j , since

E[x̄2
PQ|j] = E[x̄PQ|j]2 + V[x̄PQ|j]

= E[x̄PQ|j]2 +
1

R
V[xPQr |j].

(7.42)
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To remedy this, one can make use of the unbiased estimator

q̄
(1)
j =

1

d2 − 1

∑

P,Q6=1

x̄2
PQ −

1

R
s2
PQ, (7.43)

where

s2
PQ =

1

R− 1

R∑

r=1

(xPQr − x̄PQ) (7.44)

is the unbiased estimate of V[xPQr |j]. It is important to take this into consideration when

performing a Cli�ord URB experiment using the single-copy implementation, since over-

estimating q
(1)
j can lead to an overestimate of the unitarity obtained from the experiment.

7.4.2. Fit model and variance expression
In this section we �rst brie�y review the derivation of the �t model of URB (as derived in

[2]), slightly adapted with our modi�cation of a traceless input operator ρ̄. Then we derive

an expression for the variance of the sequence purity. For this it will be more convenient

to work in the Liouville representation, see chapter 2.

Using this notation, the expected value of the sequence purity E[qj] can be written as

E[qj] =
1

|Cq|m
∑

j

〈〈E|G⊗2
j |ρ̄〉〉

= 〈〈E|
(
G(2)

avgE⊗2
)m
|ρ̄〉〉,

(7.45)

where

G(n)
avg =

1

|Cq|
∑

G∈Cq
G⊗n. (7.46)

The key idea behind deriving the �tting model is that G(2)
avg is the orthogonal projection

onto the vector space W = Span{1, S} ⊂ Md. This is a result from representation

theory of �nite groups, see lemma 3.2 in chapter 3 for details. It is for this reason that the

ideal state and measurement operators of eq. (7.7) are elements of the subspace W . The

operators I and S do not form an orthogonal basis for W , but the following orthonormal

basis can be constructed

B1 =
1
d

= σ0 ⊗ σ0, (7.47)

B2 =
S − 1

d√
d2 − 1

=
1√

d2 − 1

∑

σ∈σq
σ ⊗ σ, (7.48)

where σ0 is the Hilbert-Schmidt normalized identity onH and σ ∈ σq are the d2−1 trace-

less normalized Pauli operators on H. Since G(2)
avg is an orthogonal projection, it follows

that (G(2)
avg)2 = G(2)

avg. Therefore we can rewrite

E[qj] = 〈〈E|Mm−1E⊗2|ρ̄〉〉, (7.49)



7

134 7. The statistics of unitarity randomized benchmarking

whereM = G(2)
avgE⊗2G(2)

avg. It can be shown thatM (which as only support onW ) has the

following matrix entries [2]

M =

[
1 0

‖α(E)‖2√
d2−1

u(E)

]
, (7.50)

in the basis {B1, B2}, with α the non-unitality vector of E . In particular this means that

u(E) = 〈〈B2|E⊗2|B2〉〉, which might not be too surprising in the view of de�nition 13.

Since the input state ρ̄ is traceless and quantum channels are trace preserving, eq. (7.49)

is evaluated as

E[qj] = 〈〈E|B2〉〉〈〈B2|ρ̄〉〉um−1 = Bum−1, (7.51)

where the �nal channel E⊗2
has been absorbed into the state as state preparation error.

The robustness to state preparation and measurement errors stems from the fact that every

component of ρ̄ and E outside the subspace W is projected out by the procedure.

In very similar fashion the variance, de�ned as V[qj] = E[q2
j ]− E[qj]

2
, can be computed.

Using Tr[A]2 = Tr[A⊗2], the mixed-product property of the tensor product (i.e. (A ⊗
B)(C ⊗D) = (AC)⊗ (BD)) and linearity, we write

E[q2
j ] =

1

|Cq|m
∑

j

〈〈E⊗2|G⊗4
j |ρ̄⊗2〉〉

= 〈〈E⊗2|
(
G(4)

avgE⊗4
)m
|ρ̄⊗2〉〉

= 〈〈E⊗2|Nm−1E⊗4|ρ̄⊗2〉〉,

(7.52)

whereN = G(4)
avgE⊗4G(4)

avg, using the fact thatG(4)
avg is also an orthogonal projection (lemma 6.2

in chapter 3), and

E[qj]
2 = 〈〈E⊗2|(M⊗2)m−1E⊗4|ρ̄⊗2〉〉. (7.53)

Putting it together yields the following expression for the variance

V[qj] = 〈〈E⊗2|Nm−1 − (M⊗2)m−1|ρ̄⊗2〉〉, (7.54)

where the �nal channel E⊗4
has again been absorbed into the state as state preparation

error. One of the key ingredients of understanding this expression is �nding the subspace

onto which G(4)
avg projects. The next section elaborates on this idea.

7.4.3. Sketch of proof on variance bound
In this section we discuss and sketch the main ideas for the proof of our variance bound

eq. (7.17). A complete proof is given in section 7.6.3, theorem 1. We actually prove a

slightly stronger statement

V[qj] ≤‖ρ̄err‖21‖Ēerr‖2∞ +
1− u2(m−1)

1− u2
(1− u)2×

(
α2β2c1(d) + α2c2(d)‖Ēerr‖2∞ + β2c3(d)‖ρ̄err‖21

)
,

(7.55)
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where

α =
Tr[ρ̄idρ̄]

‖ρ̄id‖22
= (d2 − 1) Tr[ρ̄idρ̄] (7.56)

β =
Tr[ĒidĒ]

‖Ēid‖22
=

Tr[ĒidĒ]

d2 − 1
. (7.57)

These quantities arise in the decomposition of the operators ρ̄, Ē into an ideal and error

parts as

ρ̄ = αρ̄id + ρ̄err and Ē = βĒid + Ēerr. (7.58)

It can be shown that−1 ≤ α, β ≤ 1 (see section 7.6.3, lemma 7.7), so that eq. (7.55) indeed

implies eq. (7.17). The quantities α, β are generally unknown to the experimenter and

therefore easily eliminated from the variance bound. Finally we remark that the bound

on the interval length L (given in eq. (7.25)) can also be slightly improved if additional

information on α or β is known. See section 7.6.3, lemma 7.8 for precise statement.

Our analysis departs from the expression of the variance eq. (7.54). First let us note that

fully characterizing the operator N seems infeasible. This was possible for the operator

M, since it only has support on the 2-dimensional subspace W . The dimension of the

support of N (the dimension of the space onto which G(4)
avg projects) is however given by

[13–15]

|Rge(N )| =





15 if d = 2;

29 if d = 4;

30 otherwise.

(7.59)

Therefore calculating the |Rge(N )|2 matrix entries of N seems infeasible. A di�erent

approach is thus needed. We use a telescoping series expansion, also used in chapter 6

(see lemma 6.6 therein)

Nm − (M⊗2)m =

m∑

s=1

Nm−s[N −M⊗2](M⊗2)s−1
(7.60)

in eq. (7.54). The main idea of this is to study the middle operatorN −M⊗2
carefully and

sharply bound the relevant matrix entries of this operator. The action of (M⊗2)s−1
is well

understood because the full 2-by-2 matrix description ofM is known (given in eq. (7.50)).

Finally the action of the remaining higher powers Nm−s−1
are bounded more trivially,

since less information in computed about N . Let us make these ideas more precise now.

In the previous it was discussed that the operatorM only has support on the subspace

W = Span{1, S} = Span{B1, B2}. Therefore the analysis of the variance expression

is quite di�erent for the components of ρ̄ and E on the subspace W and its orthogonal

complement. In fact, this lead to the decomposition of the operators ρ̄, Ē into an ideal and

error parts as

ρ̄ = αρ̄id + ρ̄err and Ē = βĒid + Ēerr, (7.61)

where the bar overE indicates its traceless component. In fact, the identity component of

E does not contribute at all to qj (and therefore to its mean and variance), because the input

operator is traceless and all applied maps Gj are trace preserving. So the traceless ideal



7

136 7. The statistics of unitarity randomized benchmarking

components are in the traceless subspace ofW (spanned byB2) and the error components

are in the orthogonal complement W⊥. In principle, plugging the above expansion into

eq. (7.54) yields 16 di�erent terms after distributing the tensor powers in ρ̄ andE over the

sum. However, 12 factors containing mixed tensor products of ideal and error components

(e.g. Ēid⊗ Ēerr) vanish. This is due to the structure of the space onto which G(4)
avg projects

(see section 7.6.2 for more details). Thus we expand eq. (7.54) as

V[qj] = α2β2〈〈Ē⊗2
id |Nm−1 − (M⊗2)m−1|ρ̄⊗2

id 〉〉 (7.62)

+α2〈〈Ē⊗2
err |Nm−1 − (M⊗2)m−1|ρ̄⊗2

id 〉〉 (7.63)

+β2〈〈Ē⊗2
id |Nm−1 − (M⊗2)m−1|ρ̄⊗2

err〉〉 (7.64)

+〈〈Ē⊗2
err |Nm−1 − (M⊗2)m−1|ρ̄⊗2

err〉〉. (7.65)

Each of these terms is bounded separately. Here we will demonstrate the ideas of our proof

using the term of eq. (7.63). The two terms eq. (7.62) and eq. (7.64) are similar (only a few

technical details are di�erent, see the theorem 1 in section 7.6.3 for precise treatment of

all terms). Using the telescoping series eq. (7.60) term eq. (7.63) can be written as

(7.63) = α2
m−1∑

s=1

〈〈Ē⊗2
err |Nm−s−1[N −M⊗2](M⊗2)s−1|ρ̄⊗2

id 〉〉

= α2
m−1∑

s=1

u2(s−1)〈〈Ē⊗2
err |Nm−s−1[N −M⊗2]|ρ̄⊗2

id 〉〉,
(7.66)

where the second line follows from the fact thatM|B2〉〉 = u |B2〉〉 and ρ̄id = 1√
d2−1

B2

(see eq. (7.105) in section 7.6.3). The next step is analyzing

N −M⊗2 | 1

d2 − 1
B⊗2

2 〉〉 =
1

d2 − 1

∑

i

ai |Ai〉〉 (7.67)

where ai = 〈〈Ai|N −M⊗2|B⊗2
2 〉〉 and |Ai〉〉 is a basis for the space Rge(G(4)

avg) on which

N has support. To �nd the basis |Ai〉〉 explicitly, the following ideas from representation

theory are used.

The map G 7→ G⊗n is a group representation of the Cli�ord group Cq for any n. From

the discussion on projection formulas in chapter 3 we know that G(n)
avg is the orthogonal

projection onto the trivial subspace of the representation G 7→ G⊗n. For n = 2, the trivial

subspace was found to be the space W [2], giving rise to the �t model of eq. (7.51). The

task at hand here is to �nd the trivial subspace for n = 4. To do so, the following is used. If

φ is an irreducible, real representation of a group C on a space V , then per the discussion

on tensor powers of representations in chapter 3,

Span{
∑

v∈V
v ⊗ v} (7.68)

carries the only trivial subrepresentation of φ ⊗ φ. This allows us to calculate all trivial

subrepresentations of G 7→ G⊗4
, using a complete description of the irreducible repre-

sentations of G 7→ G⊗2
. These were derived in chapter 5. Therefore eq. (7.68) provides
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a method to compute the |Ai〉〉 using the explicit description of the irreducible spaces of

G 7→ G⊗2
found in chapter 5.

Hence, the following expression is obtained for eq. (7.63), using the expansion eq. (7.67):

(7.63) =
α2

d2 − 1

m−1∑

s=1

u2(s−1)
∑

i

ai〈〈Ē⊗2
err |Nm−s−1|Ai〉〉, (7.69)

where ai = 〈〈Ai|N −M⊗2|B⊗2
2 〉〉 are the coe�cients of the expansion. The factor

1
d2−1

is later absorbed into the constant c2(d) in the �nal result. Up until this point, equality

still holds. Now we are �nally in a position to start bounding the term eq. (7.63). To do

so, we upper bound each ai. These bounds involve constants depending on the dimension

d (which are all absorbed into c2(d)) and are proportional to (1 − u)2
. Finally the inner

product containingNm−s−1
is upper bounded by a constant depending on the dimension

and proportional to ‖Ēerr‖2∞ (and in particular independent of m or s). This then gives a

total bound on the term eq. (7.63),

(7.63) ≤ 1− u2(m−1)

1− u2
(1− u)2α2c2(d)‖Ēerr‖2∞, (7.70)

where we used the geometric series

m−1∑

s=1

u2(s−1) =
1− u2(m−1)

1− u2
. (7.71)

The terms eq. (7.62) and eq. (7.64) can be bounded by repeating all these steps, using a

di�erent telescoping series expansion where the factors (M⊗2)s−1
and Nm−s

are inter-

changed in eq. (7.60). The analysis is then performed by simplifying the inner product from

left to right. This involves a few technicalities, but no new ideas. In the end, only the bound

on the �nal inner product with Nm−s−1
and the proportionality constants c1(d), c3(d)

di�er, as can be seen from the result eq. (7.55). Finally for the �nal term eq. (7.65), there is

not much more to do than

(7.65) = 〈〈Ē⊗2
err |Nm−1|ρ̄⊗2

err〉〉 ≤ ‖Ēerr‖2∞‖ρ̄err‖21, (7.72)

using Hölder’s inequality and the fact that N is contractive in the induced trace norm

[16], i.e. ‖N‖1→1 ≤ 1 (see proposition 7.7 in section 7.6.4).

7.5. Conclusion and future work
In this work we have shown a signi�cant reduction in the required number of random se-

quences for unitarity randomized benchmarking (URB) than previously could be justi�ed.

This reduction is achieved by analyzing the statistics of the protocol. In particular, we

have provided a bound on the variance of the sequence purity. Application of a concen-

tration inequality yields the reduction in number of sequences, provided that the variance

bound is sharp enough. We have shown that in realistic parameter regimes, the required

number of sequences is in the order of hundreds, when benchmarking few-qubit Cli�ord
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gates. This brings benchmarking the unitarity of few-qubit Cli�ord gates into the realm

of experimental feasibility.

The main ingredient of this result was a sharp bound on the variance of the sequence

purity. The analysis was done for a slightly modi�ed version of the protocol. This modi�-

cation leads to better guarantees on the con�dence and additionally yields a linear �tting

problem. Our variance bound has the attractive property that it scales quadratically in

1 − u, where u is the unitarity, up to constant contribution due to state preparation and

measurement (SPAM) errors. This implies that fewer sequences are required to estimate

highly coherent gates. We show that the constant contribution due to SPAM errors is a

fundamental property of URB (and therefore not an artifact of our bound). Furthermore

our bound is asymptotically independent of the sequence length and is therefore applica-

ble in both short and long sequence lengths. Finally our bound grows exponentially in the

number of qubits comprising the system. We argue that this is an artifact of the bound,

which could be improved upon. As a result, our bound becomes vacuous for large sys-

tems. However, we have shown that our bound is sharp enough to benchmark few-qubit

systems (say, up to 5 qubits).

During the analysis of the URB protocol, we have emphasized two di�erent implementa-

tion techniques. We have explicitly shown their optimal state preparation and measure-

ment settings for practical implementation. We highlighted the bene�ts and drawbacks of

each implementation and showed the statistical di�erence between the two.

Future work. There are a few caveats in the analysis of this work, which arise from the

assumptions under which the bound holds. Each of these assumptions as summarized in

section 7.2 is an open avenue for future research. First and foremost, the assumption of the

gate independent error model is rather strong and never completely satis�ed in practical

implementations of gates. The analysis of the URB protocol so far has been restricted

to the gate-independent noise model [2]. There are three somewhat independent open

problems with the URB protocol when one wants to generalize the model to (Markovian)

gate-dependent errors. First, the behavior of the protocol must be studied. This means that

the validity and deviation of the �t model must be studied under this more general noise

model. Second, the statistics of the protocol can be studied in the gate-dependent error

model. This aims to provide an answer to the question how many resources are required to

extract the unitarity from measurement data in this more general noise model, provided

that a generalized �t model is found. Finally one can attempt to relate the URB decay

rate(s) in the gate-dependent setting to physically relevant quantities (like the unitarity)

of the gates comprising the gate set. All three of these problems relating to gate-dependent

errors are tough problems and many research focused on answering analogous questions

for standard RB. For standard RB, progress has been made in terms of understanding the

�t model and relating the decay rate to a physically interpretable in�delity in the gate-

dependent error model [17–19]. However, statistical analyses of standard RB only apply

to the gate-independent error model [4, 5, 20]. We suspect that some of the progress made

in analyzing gate-dependent RB can be modi�ed and applied to URB, but we have left this

for future work.

A second interesting avenue is exploring how unitarity randomized benchmarking be-

haves when the assumption of unitary 2-design is relaxed [21]. This would give rise to a
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protocol that can benchmark the unitarity of di�erent gate sets that do not form a 2-design.

Interesting examples are the Dihedral group [22, 23], subgroups of monomial unitary ma-

trices [24] and subgroups of the Cli�ord group [25, 26], where progress have been made

for standard RB. Note that the �rst two of these gate sets are particularly interesting since

they contain the T -gate. A general framework for standard RB given an arbitrary gate

set is provided in [27]. An interesting open question is whether these techniques can be

applied to URB.

Finally it is interesting if the current limitations of our bound can be improved upon. In

particular an open question is how to improve this bound to be asymptotically indepen-

dent of the dimension, a caveat that currently renders our bound impractical for large

system (q � 5). Similarly we wonder if our bound can be generalized to general multi-

qubit noise models that need not be unital. These lines of future work could improve the

applicability of our bound.

7.6. Technical statements
In this technical section we will prove eq. (7.17) in detail (actually we prove eq. (7.55),

which implies eq. (7.17)). This section contains mostly technical statements and their

proofs, and gives no insights beyond those already given in previous section. Therefore

readers uninterested in technical details may skip this section.

This section is organized as follows. In section 7.6.1 we recall some lemmas which we will

need later. In section 7.6.3 then the variance bound of eq. (7.17) is proven. It also contains

the proof of the interval of the sequence purity (eq. (7.25)). Finally, all technical lemma’s

used in the proof of the variance bound are collected in section 7.6.4.

7.6.1. Technical lemma’s from literature
In this section we review a few lemma’s from literature that are required for our variance

bound. Some lemma’s are stated without proof and the reader is then referred to the

reference for a proof.

First we present a lemma that bounds the induced Schatten p → p norm of a quantum

channel. We recall the de�nition of the Schatten p-norms (for 1 ≤ p ≤ ∞), which are

de�ned as

‖A‖pp = Tr
[
(A†A)

p
2

]
= ‖s(A)‖pp =

∑

i

si(A)p. (7.73)

Here s(A) denotes the vector of singular values si(A) of A. The Hilbert-Schmidt norm

corresponds to p = 2. Other important special cases are the trace norm (p = 1) and the

operator norm to (p = ∞). The space of superoperators is typically equipped with the

induced Schatten-norms, de�ned as

‖E‖p→q = sup
A∈Md

{‖E(A)‖q : ‖A‖p = 1}. (7.74)

Important special cases are p = q = 1, which yields the induced trace norm and p = q = 2
which results in the operator norm (‖E‖∞ = ‖E‖2→2).
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Lemma7.1 (Perez-Garcia et al. [16]). Let E be a CPTP quantum channel on a d-dimensional

Hilbert spaceH, with d = 2q for a q-qubit system. Then for all p ∈ [1,∞],

‖E‖p→p = max
A∈Md

{‖E(A)‖p : ‖A‖p = 1} ≤ d1− 1
p (7.75)

and

‖E‖Hp→p := max
A∈Md

{
‖E(A)‖p : ‖A‖p = 1,Tr[A] = 0, A = A†

}
≤
(
d

2

)1− 1
p

. (7.76)

If in addition E is unital (E(1) = 1), then ‖E‖p→p ≤ 1 for all p ∈ [1,∞].

The following three lemma’s are used to bound the quantities ai (eq. (7.67)). First we

restate lemma 7.2 from chapter 6 in a slightly di�erent form. The proof is the same.

Lemma 7.2. Let E be a CPTP map on a d-dimensional Hilbert space. Then

0 ≤ 1

d2 − 1

∑

σ∈σq
〈〈σ|E|σ〉〉2 − f2 ≤ d2 − 2

d2
(1− f)2, (7.77)

where

f =
1

d2 − 1

∑

σ∈σq
〈〈σ|E|σ〉〉 (7.78)

is the randomized benchmarking decay parameter of E .

Here this lemma is applied to channels of the form

E1 =

[
1 0
0 EuE†u ,

]
and E2 =

[
1 0
0 E†u Eu,

]
(7.79)

where Eu is the unital block of the error map E under investigation, since then f(E1) =
f(E2) = u(E). It is not clear that these superoperators are even a quantum channel (i.e.

that they are CPTP). Therefore the following lemma provides a necessary condition on E
for which eq. (7.79) are CPTP maps.

Lemma 7.3. Let E be a CPTP quantum channel on a d-dimensional Hilbert space. Then

the channels E1, E2 de�ned in eq. (7.79) are CPTP if either d = 2 or if E is unital (or both).

Moreover ‖E1‖2→2, ‖E2‖2→2 ≤ 1.

Proof. If d = 2 (that is, if E is a single-qubit channel), then the unital part of E , de�ned as

Ê =

[
1 0
0 Eu

]
, (7.80)

is CPTP [30, Theorem IV.1]. For the general d-dimensional case, it is assumed that E is

unital, so that E = Ê . So in either case, Ê is CPTP and unital. It can be shown that

the adjoint of a CPTP and unital map is also CPTP and unital [29, Proposition 2.18 and

Theorem 2.26], i.e. Ê† is CPTP and unital. Therefore E1 = Ê Ê† and E2 = Ê†Ê are also

CPTP and unital. lemma 7.1 then ensures that ‖E1‖2→2 ≤ 1 and ‖E2‖2→2 ≤ 1. �
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Third is a lemma from matrix analysis. It is a characterization of positive semi-de�nite

matrices in terms of its principal minors. This lemma was used on I − ÊÊ† to bound its

o�-diagonal terms.

Lemma 7.4 (Sylvester’s criterion). LetA ∈Md be a hermitian matrix. ThenA is positive

semi-de�nite if and only if all of its principal minors are nonnegative.

Proof. See e.g. [31, Corollary 7.1.5 and Theorem 7.2.5] �

Next we present two results, also from matrix analysis, that are used several times to

bound inner products. The �rst is a trace inequality and the second is Hölder’s inequality.

Lemma 7.5. Let A,B ∈ Md be two linear operators on a d-dimensional Hilbert space

H. Denote their singular values as si(A), si(B) respectively with i = 1, ..., d, both in

decreasing order. Finally let s(A) and s(B) denote vectors with entries si(A) and si(B).

Then

1. (Von Neumann’s trace inequality) Re(Tr[AB]) ≤∑d
i=1 si(A)si(B), and

2. (Hölder’s inequality)

∑d
i=1 |si(A)si(B)| ≤ ‖σ(A)‖p‖σ(B)‖q = ‖A‖p‖B‖q , for

any pair p, q ∈ [1,∞] such that p−1 + q−1 = 1.

Since singular values are positive, combining the statements yields Re(Tr[AB]) ≤ ‖A‖p‖B‖q
for any pair p, q ∈ [1,∞] such that p−1 + q−1 = 1.

Proof. Statement 1 is proven for example in [31, Theorem 8.7.6] and statement 2 is proven

in [32, Theorem 31.3]. �

Corollary 7.1. If A,B ∈Md are hermitian, then Tr[AB]∗ = Tr[(AB)†] = Tr[B†A†] =
Tr[BA] = Tr[AB], so that Tr[AB] is real. Therefore Tr[AB] ≤ ‖A‖p‖B‖q for any

p, q ∈ [1,∞] satisfying p−1 + q−1 = 1.

Finally some of our bounds use the fact that the mean of squares is larger than the square

of the mean. We show this well-known fact below.

Lemma 7.6 (Mean of squares is larger than square of mean). Let {xi} ⊂ R be a collection

of N real numbers. Then (
1

N

N∑

i=1

xi

)2

≤ 1

N

N∑

i=1

x2
i . (7.81)

Proof. By direct computation, it follows that

(
1

N

N∑

i=1

x2
i

)
−
(

1

N

N∑

i=1

xi

)2

=

(
1

N

N∑

i=1

x2
i

)
− 2

(
1

N

N∑

i=1

xi

)(
1

N

N∑

k=1

xk

)
+

(
1

N

N∑

k=1

xk

)2

=
1

N

N∑

i=1


x2

i − 2xi

(
1

N

N∑

k=1

xk

)
+

(
1

N

N∑

k=1

xk

)2



=
1

N

N∑

i=1

(
xi −

(
1

N

N∑

k=1

xk

))2

≥ 0,

(7.82)
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since it is the sum of real numbers squared, proving the result. �

7.6.2. Trivial subrepresentations of the tensor-4 Liouville
representation of the Clifford group

This section is concerned with presenting the trivial subrepresentations of the represen-

tation G 7→ G⊗4
of the Cli�ord group Cq . This representation is equivalent to G 7→ G⊗4

by the intertwining isomorphism |·〉〉. Therefore both are considered the same and with

slight abuse of notation we refer to them both as the same representation, which we will

call the four-copy representation or tensor-4 Liouville representation.

The key idea is to apply lemma 3.2 and its corollaries to �nd the trivial subrepresentations

of the tensor-4 representation G 7→ G⊗4
. This requires a full description of the Liouville

tensor-2 representation (or two-copy representation) G 7→ G⊗2
in terms of its irreducible

components, which we discussed in chapter 5 Let us denote V = Md as the space that

carries the tensor-2 representation. The present problem is therefore to �nd the trivial

subrepresentations of G⊗4
, given a decomposition of G⊗2

into irreducible representations.

In an earlier result [13] the multiplicity of the trivial representation in G⊗4
was calculated.

They found that

|(G⊗4)Cq | =





15 if d = 2;

29 if d = 4;

30 otherwise,

(7.83)

which is a justi�cation of eq. (7.59) in the main text.

We continue with a quick review on the work done in chapter 5 as we will need these

results here. The two-copy representation of the Cli�ord group G⊗2
decomposes into a

number of irreducible representations, carried by subspaces summarized in table 7.2. First,

the representation G⊗2
decomposes into subrepresentations carried by the spaces

VS := Span{στ + τσ√
2

: σ, τ ∈ σq, σ 6= τ},

VA := Span{στ − τσ√
2

: σ, τ ∈ σq, σ 6= τ},

Vd := Span{σσ : σ ∈ σq},
Vr,l := Span{σ0σ, σσ0 : σ ∈ σq},
Vid := Span{B1 = σ0σ0}.

(7.84)

Recall that the tensor symbol is omitted for brevity (so στ means σ ⊗ τ here). Each of

these spaces carries a subrepresentation and furthermore V = Vid⊕Vr,l⊕Vd⊕VS ⊕VA.

Finally let us de�ne the traceless, symmetric subspace as

VTS := VS ⊕ Vd. (7.85)

Since the ideal input and measurement operators for the URB protocol ρ̄id, Ēid (as de�ned

in eq. (7.7), see also eq. (7.105)) are elements of VTS and since E⊗2(VTS) ⊆ VTS by the

trace-preserving property of E and the symmetry with respect to swapping the two copies

ofH, the only relevant subspace of V is VTS . Therefore we continue our analysis of VTS .
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Table 7.2: Hierarchy of subspaces contained within the traceless, symmetric subspace VTS , carrying the relevant

subrepresentation of the Liouville tensor-4 representationG 7→ G⊗4
. In the second and third row, the spaces are

broken into a direct sum of subspaces (each of which also carry a subrepresentation), summing to the complete

parent space in the row above it. De�nitions of all of these spaces are given in the main text (eq. (7.84), eq. (7.85)

and eq. (7.86)). The third row spaces V0, V1,2 and VS are irreducible if q = 1. The fourth row gives the �nal

decomposition into irreducible representations for q ≥ 2. These spaces are not explicitly de�ned in this text (see

[15] for their de�nitions). The last row gives the dimensions of the irreducible representations. If |Vi| = 0 for

certain d = 2 and/or d = 4, this means that the space is empty, i.e. not present in the decomposition. Adding the

sizes of the decompositions together, yields the following sizes for the decomposable spaces: |V1,2| = d2 − 2,

|Vd| = d2 − 1, |VS | = 1
2

(d2 − 1)(d2 − 2) and |VTS | = 1
2
d2(d2 − 1).

VTS

Vd
VS

V0 V1,2

V0 V1 V2 V{1} V{2} V[1] V[2] V[adj]

1 d(d+1)−2
2

d(d−1)−2
2

(d2−1)d(d+2)
8

(d2−1)d(d−2)
8 (d2 − 1)

(
d(d+2)

8 − 1
)

(d2 − 1)
(
d(d−2)

8 − 1
)

d2 − 1

The space Vd can be broken up into the two subrepresentations

V0 := Span



B2 =

1

d2 − 1

∑

σ∈σq
σσ



 and V1,2 := Vd \ V0. (7.86)

In the single-qubit case (q = 1), the spaces VS and V1,2 are irreducible, therefore fully

characterizing VTS = V0 ⊕ V1,2 ⊕ VS . However, if q ≥ 2 the space V1,2 breaks into 2

irreps, indexed by the index set Z1,2. For q = 2, VS breaks into 4 irreps, while for q ≥ 3
it breaks into 5 irreps, which will be indexed by ZS . So the space VTS breaks up into the

following number of irreps

|ZTS | =





3 if q = 1;

7 if q = 2;

8 if q ≥ 3,

(7.87)

where ZTS := Zd ∪ZS = {0} ∪ Z1,2 ∪ZS . A summary of all the subspaces of VTS that

carry subrepresentations is given in table 7.2, together with the dimensions of the spaces.

Now we will use lemma 3.2 to connect the irreducible representations of the tensor-2
Liouville representation given above with the trivial representations of the tensor-4 trivial

subrepresentations. Let Bi denote an orthonormal basis for Vi, for i ∈ ZTS . Then since

all irreps indexed by ZTS are mutually inequivalent, lemma 3.2 gives an explicit way to

compute the trivial subrepresentations the representation carried by (VTS ⊗ VTS) as

Ai =
1√
|Vi|

∑

vi∈Bi
vivi, ∀i ∈ ZTS , (7.88)

where the normalization constant is to normalize Ai with respect to the Hilbert-Schmidt

norm ‖Ai‖2 = 1. In the multi-qubit case where V1,2 and VS are not irrep, it is still useful

to de�ne

Aj =
1√
|Vj |

∑

i∈Zj

√
|Vi|Ai, j ∈ {S; d; 1, 2}. (7.89)
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In fact, this allows us to explicitly �nd A1,2 from Ad and A0. Using the basis for V0, Vd
and VS (in eq. (7.84) and eq. (7.86)), we therefore explicitly �nd

A0 := B2B2 =
1

d2 − 1

∑

σ,τ∈σq
σσττ, (7.90)

A1,2 :=
1√

d2 − 2


∑

σ∈σq
σ⊗4 −A0


 , (7.91)

AS :=

√
1

2(d2 − 1)(d2 − 2)

∑

σ,τ∈σq
σ 6=τ

στστ + σττσ. (7.92)

No explicit expression is needed for any i ∈ ZS or i ∈ Z1,2 if VS and V1,2 are reducible

(which happens in the multi-qubit case), because bounds are de�ned in terms of AS and

A1,2. The only exception to this is i = [adj] ∈ ZS . The space V[adj] ⊂ VS , which carries

an irrep, is de�ned by (see chapter 5)

V[adj] = Span

{
v[adj]
τ =

1

2
√
|Cτ |

∑

σ∈Cτ
σ(σ · τ) + (σ · τ)σ

∣∣∣τ ∈ σq
}
, (7.93)

where · indicates the normalized matrix product and where Cτ is the set of all elements

of σq that commute with τ as de�ned in eq. (5.2) in chapter 5 The corresponding trivial

subrepresentation, as computed using eq. (7.88), is

A[adj] =
1

2(d2 − 4)
√
d2 − 1

∑

τ∈σq

( ∑

σ∈Cτ
(σ · τ)σ + σ(σ · τ)

)⊗2

. (7.94)

In the next section, we use the trivial subrepresentations of the Liouville tensor-4 repre-

sentation to prove our variance bound.

7.6.3. Statement and proof of the variance bound and inter-
val length bound

In this section we will state and prove our main theorem on the variance bound and prove

the interval in which the average sequence purity is found. We also show the optimality

of the ideal input and measurement operators. First, we will recapture some of the most

important de�nitions and results discussed in the main text. The point of departure is the

expression for the variance of eq. (7.54) derived in the main text

V[qj] = 〈〈Ē⊗2|Nm−1 − (M⊗2)m−1|ρ̄⊗2〉〉, (7.95)

where the operators are de�ned as

M := G(2)
avgE⊗2G(2)

avg, N := G(4)
avgE⊗4G(4)

avg, G(n)
avg :=

1

|Cq|
∑

G∈Cq
G⊗n. (7.96)
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Here qj is the sequence purity due to the sequence j. As discussed in the main text, M
only has support on the space W = Span{B1, B2} ⊂ Md [2], where

B1 =
1
d

= σ0σ0, (7.97)

B2 =
S −B1√
d2 − 1

=
1√

d2 − 1

∑

σ∈σq
σσ. (7.98)

In particular the matrix elements ofM with respect to this basis (see also eq. (7.50) in the

main text) as

M =

[
1 0

‖α(E)‖2√
d2−1

u(E)

]
. (7.99)

From this it follows that

M|B2〉〉 = u |B2〉〉, (7.100)

which implies that 〈〈B2|M|B2〉〉 = 〈〈B2|E⊗2|B2〉〉 = u, since G(2)
avg |B2〉〉 = |B2〉〉 and B2

is normalized. This is used in the analysis of eq. (7.95).

In eq. (7.95) the measurement E is replaced with its the traceless counterpart Ē, which is

de�ned as

Ē := E − Tr[E]

d2
1 = E − 〈〈B1|E〉〉B1. (7.101)

Since ρ̄ is traceless by construction andGj is trace-preserving, it follows that qj = 〈〈E|G⊗2
j |ρ̄〉〉 =

〈〈Ē|G⊗2
j |ρ̄〉〉. This justi�es the replacement of E by Ē is all expectation value and vari-

ance expressions. In our analysis it is advantageous to think of Ē instead of E, since then

Ēid, ρ̄id ∝ B2. The ideal state and measurement operators were de�ned in eq. (7.7). For

completeness, they are

Eid = S = B1 +
√
d2 − 1B2, (7.102)

ρid =
1 + S

d(d+ 1)
=

1

d
B1 +

√
d2 − 1

d(d+ 1)
B2, (7.103)

ρ̂id =
1− S
d(d− 1)

=
1

d
B1 −

√
d2 − 1

d(d− 1)
B2, (7.104)

from which it follows that

Ēid =
√
d2 − 1B2 and ρ̄id =

ρid − ρ̂id

2
=

1√
d2 − 1

B2. (7.105)

The implemented operators ρ̄ and E can then be decomposed into an ideal part and an

error part as

α :=
〈〈ρ̄id|ρ̄〉〉
〈〈ρ̄id|ρ̄id〉〉

= (d2 − 1)〈〈ρ̄id|ρ̄〉〉, ρ̄err := ρ̄− αρ̄id, (7.106)

β :=
〈〈Ēid|Ē〉〉
〈〈Ēid|Ēid〉〉

=
1

d2 − 1
〈〈Ēid|Ē〉〉, Ēerr := Ē − βĒid. (7.107)
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This decomposition is chosen such that Tr[ρ̄idρ̄err] = Tr[ĒidĒerr] = 0. It can be shown

that the ideal operators ρ̄id, Ēid are in fact ideal, in the sense that they maximize the

prefactor B in the �t model E[qj] = Bum−1
(and also minimize the variance as we will

see). The prefactor B is given by (see eq. (7.51) of the main text)

B = 〈〈E|G(2)
avg|ρ̄〉〉 = 〈〈Ē|B2〉〉〈〈B2|ρ̄〉〉 = αβ. (7.108)

The ideal operators ρ̄id, Ēid will yield B = 1. The following lemma shows that this is in

fact optimal.

Lemma 7.7 (Optimality of ideal operators). The prefactor B in the �t model for URB as

given in eq. (7.108) satis�es |B| ≤ 1 for all input and measurement operators ρ̄, E.

Proof. Let us write the two-valued measurement E with outcomes ±1 in terms of its

POVM elements {M, 1 − M}, so that E = M − (1 − M) = 2M − 1. By de�nition

M satis�es 0 ≤ M ≤ 1. Since G(2)
avg is a CPTP map and ρ, ρ̂ ≥ 0 are quantum states,

it follows that G(2)
avg(ρ),G(2)

avg(ρ̂) ≥ 0. Using the fact that Tr[AB] ≥ 0 for all positive

semi-de�nite operators A,B ≥ 0, it follows that

0 = 〈〈0|G(2)
avg|ρ〉〉 ≤ 〈〈M |G(2)

avg|ρ〉〉 ≤ 〈〈1|G(2)
avg|ρ〉〉 = 1. (7.109)

In terms of the measurement E, this means that −1 ≤ 〈〈E|G(2)
avg|ρ〉〉 ≤ 1. Analogously,

this holds for ρ̂. Since ρ̄ = 1
2 (ρ− ρ̂) is follows that −1 ≤ B = 〈〈E|G(2)

avg|ρ̄〉〉 ≤ 1. �

Corollary 7.2. The quantities α, β as de�ned in eq. (7.106) and eq. (7.107) satisfy −1 ≤
α, β ≤ 1.

Proof. lemma 7.7 and eq. (7.108) show that −1 ≤ αβ ≤ 1 for all ρ̄, E. Note that α only

depends on ρ̄ and β only on E. Therefore if we �x ρ̄ = ρ̄id (which implies α = 1),

then we have −1 ≤ β ≤ 1. Analogously �xing E = Eid (which implies β = 1) yields

−1 ≤ α ≤ 1. �

Very similar reasoning also gives the bound on the interval in which the sequence purity

q
(K)
j lies (see eq. (7.25) of the main text). This bound will be proven in the following lemma.

Lemma 7.8 (Bound on interval lengths). Let q
(K)
j denote the sequence purity of the K-

copy implementation due to the random sequence j as de�ned in eq. (7.8) and eq. (7.6):

q
(1)
j =

1

d2 − 1

∑

P,Q6=1

〈〈E(Q)
H |Gj|ρ̄

(P )
H 〉〉2 and q

(2)
j = 〈〈E|G⊗2

j |ρ̄〉〉. (7.110)

Assume that α, β ≥ 0 (equivalent to Tr[ρ̄idρ̄] ≥ 0 and Tr[ĒidĒ] ≥ 0 stated in sec-

tion 7.2.3). Then for all operators ρ̄, E (which are the e�ective operators in the single-copy

implementation, see eq. (7.10)), all CPTP error maps E and all sequences of Cli�ord gates

indexed by j,

q
(1)
j ∈ [0, αβ + β‖ρ̄err‖1 + α‖Ēerr‖∞ + ‖ρ̄err‖1‖Ēerr‖∞], (7.111)

q
(2)
j ∈ [−β‖ρ̄err‖1 − α‖Ēerr‖∞ − ‖ρ̄err‖1‖Ēerr‖∞, 1]. (7.112)
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Corollary 7.3. The interval length for q
(1)
j and q

(2)
j can be bounded independent of α, β

by using that α, β ≤ 1 (lemma 7.7) as L = 1 + ‖ρ̄err‖1 + ‖Ēerr‖∞ + ‖ρ̄err‖1‖Ēerr‖∞.

Proof. Starting with the two-copy implementation, let us write E = M − (1 −M) =
2M − 1, where 0 ≤ M ≤ 1 is a POVM element (the measurement E is described by the

POVM set {M,1 −M}, assigning outcome 1 to M and −1 to 1 −M ). Then using the

fact that G⊗2
j (ρ) ≥ 0 is positive semi-de�nite, it follows that

0 = Tr[0G⊗2
j (ρ)] ≤ Tr[MG⊗2

j (ρ)] ≤ Tr[1G⊗2
j (ρ)] = 1,

expressing that Tr[MG⊗2
j (ρ)] is indeed the probability associated with obtaining outcome

M . Therefore −1 ≤ Tr[EG⊗2
j (ρ)] ≤ 1. Exactly the same argument holds for ρ̂, so that

(recall that ρ̄ = 1
2 (ρ− ρ̂))

− 1 ≤ q(2)
j = Tr[EG⊗2

j (ρ̄)] ≤ 1. (7.113)

The lower bound can be improved by using the decomposition eq. (7.106) and eq. (7.107)

to write ρ̄ = αρ̄id + ρ̄err and Ē = βĒid + Ēerr. Then

q
(2)
j = αβ Tr[ĒidG⊗2

j (ρ̄id)]+αTr[ĒerrG⊗2
j (ρ̄id)]+β Tr[ĒidG⊗2

j (ρ̄err)]+Tr[ĒerrG⊗2
j (ρ̄err)].

(7.114)

The �rst term satis�es Tr[ĒidG⊗2
j (ρ̄id)] ≤ 1 by eq. (7.113) (which holds for all E, ρ̄ so in

particular for Eid, ρ̄id). However, we also �nd that

Tr[ĒidG⊗2
j (ρ̄id)] = Tr[B2G⊗2

j (B2)] =
1

d2 − 1

∑

σ,τ∈σq
Tr[σGj(τ)]2 ≥ 0. (7.115)

The remaining three terms in eq. (7.114) are bounded using proposition 7.7, which yields

(using α, β ≥ 0)

α|Tr[ĒerrG⊗2
j (ρ̄id)]| ≤ α‖Ēerr‖∞‖ρ̄id‖ = α‖Ēerr‖∞

β|Tr[ĒidG⊗2
j (ρ̄err)]| ≤ β‖Ēid‖∞‖ρ̄err‖1 = β‖ρ̄err‖1

|Tr[ĒerrG⊗2
j (ρ̄err)]| ≤ ‖Ēerr‖∞‖ρ̄err‖1

(7.116)

So by combining eq. (7.114), eq. (7.115) and eq. (7.116), we �nd that

q
(2)
j ≥ 0− α‖Ēerr‖∞ − β‖ρ̄err‖1 − ‖ρ̄err‖1‖Ēerr‖∞. (7.117)

The above argument also holds in the single-copy implementation if we let E = Eeff and

ρ̄ = ρ̄eff as de�ned in eq. (7.10) of the main text. However, now we use it to upper bound

q
(1)
j . It follows that

q
(1)
j = αβ Tr[ĒidG⊗2

j (ρ̄id)] + αTr[ĒerrG⊗2
j (ρ̄id)] + β Tr[ĒidG⊗2

j (ρ̄err)] + Tr[ĒerrG⊗2
j (ρ̄err)]

≤ αβ + β‖ρ̄err‖1 + α‖Ēerr‖∞ + ‖ρ̄err‖1‖Ēerr‖∞.
(7.118)

The lower bound q
(1)
j ≥ 0 follows directly from the fact that it is de�ned as the sum of

real numbers squared. �



7

148 7. The statistics of unitarity randomized benchmarking

So far we have recaptured the essential de�nitions and notations, shown optimality of the

ideal operators and proven a bound in the interval in which the sequence purity qj lies.

Next we will state our variance bound eq. (7.17) and give the complete proof.

Theorem 1 (Variance bound). Let H be a d-dimensional Hilbert space, with d = 2q for
a q-qubit system. Let E ∈ M⊗2

d be the hermitian observable associated with a two-valued
measurement with outcomes ±1 and ρ, ρ̂ ∈ M⊗2

d be two quantum states on two copies of
the system. Consider the URB experiment (using the states and measurement ρ, ρ̂, E) of the
Cli�ord group Cq , assuming that a noisy implementation of G ∈ Cq is given by G̃ = GE ,
where E is a CPTP map. In this experiment the sequence purity is qj = 〈〈Ē|(M⊗2)m−1|ρ̄〉〉,
withM de�ned in eq. (7.96).
Under the assumption that d = 2 or E is unital (that is, E(1) = 1), the following bound on
the variance V[qj] holds

V[qj] ≤ σ2 =
1− u2(m−1)

1− u2
(1− u)2

(
α2β2c1(d) + α2c2(d)‖Ēerr‖2∞

+ β2c3(d)‖ρ̄err‖21
)

+ ‖ρ̄err‖21‖Ēerr‖2∞,
(7.119)

where u is the unitarity of E ,m is the length of the sequence indexed by j, ci(d) are functions
only of the dimension d and α, β, ρ̄err and Ēerr are de�ned in eq. (7.106) and eq. (7.107).
Precise de�nitions of the dimension-dependent functions ci(d) will be given in the proof, but
closed form expressions are messy and therefore not written down explicitly. Asymptotically,
these functions satisfy

c1(d) = O(1), c2(d) = O(d), c3(d) = O(d2). (7.120)

Proof. We start from the derived expression for the variance eq. (7.95). First, let us de-

compose the state and measurement operators in ideal and error components as (see

eqs. (7.105)-(7.107))

ρ̄ = αρ̄id + ρ̄err and Ē = βĒid + Ēerr. (7.121)

De�ne againW = Span{B1, B2} ⊂ M⊗2
d , withB1,B2 de�ned in eq. (7.97) and eq. (7.98)

respectively. Then the ideal components ρ̄id and Ēid are in W and the error compo-

nents ρ̄err and Ēerr are in the orthogonal complement W⊥. Plugging this expansion into

eq. (7.95) in principle yields 16 terms. However, the 12 terms with an ideal component

tensor error component (e.g. ρ̄err ⊗ ρ̄id) vanish. This is because both

(G(2)
avg)⊗2(W ⊗W⊥) = (G(2)

avg)⊗2(W⊥ ⊗W ) = ∅, (7.122)

G(4)
avg(W ⊗W⊥) = G(4)

avg(W⊥ ⊗W ) = ∅. (7.123)

eq. (7.122) is easy to see because G(2)
avg is the orthogonal projection onto W . eq. (7.123)

follows from the fact that W carries the trivial subrepresentations of the Liouville tensor-

2 representation and W⊥ carries all other necessarily non-trivial subrepresentations. By

lemma 3.2 the spaces W⊥ ⊗W and W ⊗W⊥ (which are representations of the Liouville
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tensor-4 representation) do not carry trivial subrepresentations. Hence G(4)
avg, the projector

onto the trivial subrepresentations of the Liouville tensor-4 representation does not project

onto any subspace of W⊥ ⊗W and W ⊗W⊥. This justi�es the following expression for

the variance

V[qj] =α2β2〈〈B⊗2
2 |Nm−1 − (M⊗2)m−1|B⊗2

2 〉〉 (7.124)

+
α2

d2 − 1
〈〈Ē⊗2

err |Nm−1 − (M⊗2)m−1|B⊗2
2 〉〉 (7.125)

+ (d2 − 1)β2〈〈B⊗2
2 |Nm−1 − (M⊗2)m−1|ρ̄⊗2

err〉〉 (7.126)

+ 〈〈Ē⊗2
err |Nm−1 − (M⊗2)m−1|ρ̄⊗2

err〉〉, (7.127)

where the expressions of eq. (7.105) are used for the ideal operators ρ̄id, Ēid. We will

analyze each of the four terms separately. The term we start with is eq. (7.125), since

this term most clearly conveys the idea of our analysis. Then the terms eq. (7.124) and

eq. (7.126) are treated in similar fashion, but with a small additional technicality. Finally

the term eq. (7.127) is treated in a totally di�erent fashion.

The analysis of eq. (7.125) starts by using lemma 6.6 (telescoping series lemma), so that

we can write this term as

eq. (7.125) =
α2

d2 − 1

m−1∑

s=1

〈〈Ē⊗2
err |Nm−s−1[N −M⊗2](M⊗2)s−1|B⊗2

2 〉〉

=
α2

d2 − 1

m−1∑

s=1

u2(s−1)〈〈Ē⊗2
err |Nm−s−1[N −M⊗2]|B⊗2

2 〉〉.
(7.128)

In the second line we used thatM|B2〉〉 = u |B2〉〉. The idea is to expandN−M⊗2 |B⊗2
2 〉〉

in the basis {Ai : i ∈ ZTS} of the subspace VTS ⊗VTS ⊂ Rge(G(4)
avg) ⊂M⊗4

d . VTS is the

trace-preserving, symmetric subspace ofM⊗2
d , as de�ned in section 7.6.2. The restriction

of G(4)
avg to VTS ⊗ VTS is justi�ed by the fact that E⊗2(B2) ∈ VTS . Hence we expand

N −M⊗2 |B⊗2
2 〉〉 =

∑

i∈ZTS
ai |Ai〉〉, where ai := 〈〈Ai|N −M⊗2|B⊗2

2 〉〉.

(7.129)

Therefore eq. (7.125) can be written as

eq. (7.125) =
α2

d2 − 1

m−1∑

s=1

u2(s−1)
∑

i∈ZTS
ai〈〈Ē⊗2

err |Nm−s−1|Ai〉〉. (7.130)

For the terms eq. (7.124) and eq. (7.126), something similar is done. The telescoping series



7

150 7. The statistics of unitarity randomized benchmarking

(lemma 6.6) is now written in the other way. Therefore we can write eq. (7.124) as

eq. (7.124) = α2β2
m−1∑

s=1

〈〈B⊗2
2 |(M⊗2)s−1[N −M⊗2]Nm−s−1|B⊗2

2 〉〉 (7.131)

= α2β2
m−1∑

s=1

u2(s−1)〈〈B⊗2
2 |[N −M⊗2]Nm−s−1|B⊗2

2 〉〉 (7.132)

(7.133)

The step from eq. (7.131) to eq. (7.132) is not immediately clear, since

〈〈B2B2| (M⊗2)s−1 = x
(s)
11 〈〈B1B1|+ x

(s)
12 〈〈B1B2|+ x

(s)
21 〈〈B2B1|+ u2(s−1)〈〈B2B2| ,

(7.134)

for some coe�cients x
(s)
11 , x

(s)
12 , x

(s)
21 ∈ R. However we show that eq. (7.132) is justi�ed,

since

〈〈BkBl|[N −M⊗2]Nm−s−1|B⊗2
2 〉〉 = 0, if k = 1 or l = 1. (7.135)

This follows from the trace-preserving properties of N ,M, the tracelessness of B2 and

the fact that B1 = 1
d . In particular,

〈〈BkBl|Nm−s|B⊗2
2 〉〉 =

1

|Cq|m−s
∑

j

〈〈Bk|G⊗2
j |B2〉〉〈〈Bl|G⊗2

j |B2〉〉 = 0, (7.136)

〈〈BkBl|M⊗2Nm−s−1|B⊗2
2 〉〉 =

1

|Cq|m−s−1

∑

j

〈〈Bk|MG⊗2
j |B2〉〉〈〈Bl|MG⊗2

j |B2〉〉 = 0,

(7.137)

if l = 1 or k = 1, since 〈〈B1|MG⊗2
j |B2〉〉 = 0 and 〈〈B1|G⊗2

j |B2〉〉 = 0. This justi�es

eq. (7.132). Next we use a similar expansion

〈〈B⊗2
2 | N −M⊗2 =

∑

i∈ZTS
bi〈〈Ai| , where bi := 〈〈B⊗2

2 |N −M⊗2|Ai〉〉.

(7.138)

Therefore we arrive at

eq. (7.124) = α2β2
m−1∑

s=1

u2(s−1)
∑

i∈ZTS
bi〈〈Ai|Nm−s−1|B⊗2

2 〉〉. (7.139)

Similarly to the analysis eq. (7.124), we can write eq. (7.126) as

eq. (7.126) = (d2 − 1)β2
m−1∑

s=1

u2(s−1)
∑

i∈ZTS
bi〈〈Ai|Nm−s−1|ρ̄⊗2

err〉〉. (7.140)

Finally, we slightly rewrite eq. (7.127) by noting that eq. (7.127) = 〈〈Ē⊗2
err |Nm−1|ρ̄⊗2

err〉〉,
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becauseM|ρerr〉〉 = 0. We therefore arrive at the following expression of the variance

V[qj] =α2β2
m−1∑

s=1

u2(s−1)
∑

i∈ZTS
ai〈〈B⊗2

2 |Nm−s−1|Ai〉〉 (7.141)

+
1

d2 − 1
α2

m−1∑

s=1

u2(s−1)
∑

i∈ZTS
ai〈〈Ē⊗2

err |Nm−s−1|Ai〉〉 (7.142)

+ (d2 − 1)β2
m−1∑

s=1

u2(s−1)
∑

i∈ZTS
bi〈〈Ai|Nm−s−1|ρ̄⊗2

err〉〉 (7.143)

+ 〈〈Ē⊗2
err |Nm−1|ρ̄⊗2

err〉〉. (7.144)

This expression is still exact, as we have only expanded each term in the equation.

The variance bound is obtained by bounding the remaining inner products and the quanti-

ties ai, bi in this expression. This technical task is delegated to section 7.6.4, with a number

of technical propositions that compute bounds on the quantities above. We summarize the

results here. The bounds on ai and bi for i ∈ {0; [adj];S; 1, 2} are obtained under the as-

sumption that d = 2 or that E is unital in Propositions 7.1, 7.2, 7.3, 7.4, 7.5 and 7.6. In

summary

0 = a0 = b0, (7.145)

0 ≤ a1,2, b1,2 ≤
√
d2 − 2

d2
(1− u)2, (7.146)

0 ≤ aS , bS ≤
√
d2 − 2

d2 − 1

√
2(1− u)2, (7.147)

0 ≤ a[adj], b[adj] ≤
√
d2 − 1(1− u)2. (7.148)

In the case of d ≥ 4, bounds on ai are needed for i ∈ Z1,2 ∪ ZS \ {[adj]} in terms of the

above bounds on aS and a1,2. To do so, we use eq. (7.89), which states

√
|V1,2|A1,2 =

∑

i∈Z1,2

√
|Vi|Ai

√
|VS |AS =

∑

i∈ZS

√
|Vi|Ai. (7.149)

From this it follows that√
|V1,2|a1,2 =

∑

i∈Z1,2

√
|Vi|ai,

√
|VS |aS =

∑

i∈ZS

√
|Vi|ai, (7.150)

√
|V1,2|b1,2 =

∑

i∈Z1,2

√
|Vi|bi

√
|VS |bS =

∑

i∈ZS

√
|Vi|bi. (7.151)

Thus, since ai, bi ≥ 0 by proposition 7.1, these equations imply the following bounds

ai ≤
√
|V1,2|
|Vi|

a1,2, bi ≤
√
|V1,2|
|Vi|

b1,2, ∀i ∈ Z1,2 (7.152)

ai ≤
√
|VS |
|Vi|

aS , bi ≤
√
|VS |
|Vi|

bS , ∀i ∈ ZS \ {[adj]}. (7.153)
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The size of the relevant spaces (as derived in [15]) was summarized in table 7.2. The

inner products in eq. (7.141)-eq. (7.144) are bounded using Propositions 7.7, 7.8 and 7.9.

proposition 7.7 is applicable since Nm
is a CPTP map for any m ∈ N, since CPTP maps

are closed under composition. Now N is CPTP because N is the convex combination of

the CPTP sequences Gj and a convex combination of CPTP maps is CPTP. The results of

Propositions 7.7, 7.8 and 7.9 are summarized as follows:

〈〈Ai|Nm−s−1|B⊗2
2 〉〉 ≤

1√
|Vi|

, (7.154)

〈〈Ē⊗2
err |Nm−s−1|Ai〉〉 ≤ d2‖Ēerr‖2∞, (7.155)

〈〈Ai|Nm−s−1|ρ̄⊗2
err〉〉 ≤

√
6

(d− 2)(d− 1)
‖ρ̄err‖21, (7.156)

〈〈Ē⊗2
err |Nm−1|ρ̄⊗2

err〉〉 ≤ ‖Ēerr‖2∞‖ρ̄err‖21, (7.157)

where we have used that ‖A⊗k‖p = ‖A‖kp for any k ∈ N and p ∈ [1,∞]. eq. (7.155) and

eq. (7.156) have single-qubit speci�c (d = 2) improvements (derived in proposition 7.8),

using the fact that V1,2 and VS actually carry irreducible subrepresentations of G⊗2
. Since

we have explicit expressions for A1,2 and AS (eq. (7.91) and eq. (7.92) respectively), their

norms can be computed directly. Using this gives the improved single-qubit bounds,

〈〈Ē⊗2
err |Nm−s−1|AS〉〉 ≤

5√
3
‖Ēerr‖2∞, 〈〈Ē⊗2

err |Nm−s−1|A1,2〉〉 ≤ 2
√

2‖Ēerr‖2∞,
(7.158)

〈〈AS |Nm−s−1|ρ̄⊗2
err〉〉 ≤

1√
3
‖ρ̄err‖21, 〈〈A1,2|Nm−s−1|ρ̄⊗2

err〉〉 ≤
√

2

3
‖ρ̄err‖21. (7.159)

Plugging all of these bounds into eq. (7.141)-eq. (7.144) and using the geometric series

m−1∑

s=1

u2(s−1) =
1− u2(m−1)

1− u2
(7.160)

will yield the bound eq. (7.119)

V[qj] ≤ σ2 =
1− u2(m−1)

1− u2
(1− u)2

(
α2β2c1(d) + α2c2(d)‖Ēerr‖2∞

+ β2c3(d)‖ρ̄err‖21
)

+ ‖ρ̄err‖21‖Ēerr‖2∞,
(7.161)

where

c1(d) =





√
2

4

1√
2

+

√
2

3

√
2

1√
3

=
11

12
, if d = 2,

√
d2 − 2

d2

∑

i∈Z1,2

√
|V1,2|
|Vi|

+
√

2

√
d2 − 2

d2 − 1

∑

i∈ZS\{[adj]}

√
|VS |
|Vi|

+

√
d2 − 1√
|V[adj]|

, if d ≥ 4,
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c2(d) =





1

3

(√
2

4
2
√

2 +

√
2

3

√
2

5√
3

)
=

13

9
, if d = 2,

d2

d2 − 1

(√
d2 − 2

d2

∑

i∈Z1,2

√
|V1,2|√
|Vi|

+
√

2

√
d2 − 2

d2 − 1

∑

i∈ZS\{[adj]}

√
|VS |√
|Vi|

+
√
d2 − 1

)
, if d ≥ 4,

c3(d) =





3

(√
2

4

√
2

3
+

√
2

3

√
2

1√
3

)
=

5

2
, if d = 2,

(d2 − 1)

√
6

(d− 2)(d− 1)

(√
d2 − 2

d2

∑

i∈Z1,2

√
|V1,2|√
|Vi|

+
√

2

√
d2 − 2

d2 − 1

∑

i∈ZS\{[adj]}

√
|VS |√
|Vi|

+
√
d2 − 1

)
, if d ≥ 4.

The size of the spaces Vi in these equations are found in table 7.2. The asymptotic behavior

of the dimension-dependent functions ci(d) can be found if all relevant dimensions of the

spaces are plugged into the above equations. �

7.6.4. Bounds on individualqantities in the proof
This section provides the technical lemma’s and propositions referred to in the previous

section. They are collected here together in an attempt not to clutter the main line of the

proof. Most of these technical lemma’s put a bound on quantities arising in the proof of

theorem 1.

We start by bounding the ai. Only bounds on a0, aS , a1,2 and a[adj] are provided. In the

multi-qubit case where VS and V1,2 are not irreducible representations, the quantities ai
for i ∈ ZS ,Zd are bounded by aS and a1,2. The only exception is i = [adj], for which we

provide a separate bound. Let us start with showing that all ai and bi are nonnegative.

Proposition 7.1 (Lower bound on ai and bi). For all CPTP E and all i ∈ ZTS , one has

ai = 〈〈Ai|N −M⊗2|B2B2〉〉 ≥ 0, bi = 〈〈B2B2|N −M⊗2|Ai〉〉 ≥ 0. (7.162)

Proof. If i = 0, then proposition 7.2 will show that a0 = 0, which includes this lower

bound. For all other i ∈ ZTS \ {0}, we show that M⊗2 |Ai〉〉 = 0. This is because

M⊗2
is supported on W⊗2 = Span{B1B1, B1B2, B2B1, B2B2}, where A0 = B2B2.

But B1B1, B1B2, B2B1 ∈ (V ⊗2
TS )⊥. Since Ai ∈ V ⊗2

TS \ Span{A0} the claim follows.

Therefore ai = 〈〈B2B2|N |Ai〉〉. Using the de�nitions of N (eq. (7.96)) and Ai (eq. (7.88)),

it follows that

ai =
1

|Vi||Cq|2
∑

G,G′∈Cq

∑

vi∈Bi
〈〈vivi|G⊗4E⊗4G′⊗4|B2B2〉〉

=
1

|Vi||Cq|2
∑

G,G′∈Cq

∑

vi∈Bi
〈〈vi|G⊗2E⊗2G′⊗2|B2〉〉2 ≥ 0,

(7.163)
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which is nonnegative as it is the sum of real numbers squared. Analogously,

bi =
1

|Vi||Cq|2
∑

G,G′∈Cq

∑

vi∈Bi
〈〈B2|G⊗2E⊗2G′⊗2|vi〉〉2 ≥ 0. �

Next we show that a0 vanishes.

Proposition 7.2 (Bound on a0). Let a0 be de�ned by eq. (7.129). Then for all CPTP quan-

tum channels E , a0 = 0.

Proof. By de�nition of eq. (7.129) it follows that (using that A0 = B2B2 by de�nition of

eq. (7.90))

a0 = 〈〈A0|N −M⊗2|B2B2〉〉 = 〈〈B2B2|E⊗4 − E⊗4|B2B2〉〉 = 0, (7.164)

since G(4)
avg |B2B2〉〉 = (G(2)

avg)⊗2 |B2B2〉〉 = |B2B2〉〉. �

The next proposition gives a bound on a1,2.

Proposition 7.3 (Bound on a1,2). Let a1,2 be de�ned as in eq. (7.129) and let E be a CPTP

map. If E is a single-qubit channel (i.e. if d = 2) or if E is unital (i.e. E(1) = 1), then

a1,2 =
1√

d2 − 2


 1

d2 − 1

∑

σ∈σq
〈〈σ|EuE†u |σ〉〉2 − u2


 ≤

√
d2 − 2

d2
(1− u)2. (7.165)

Proof. By the de�nition eq. (7.129), a1,2 = 〈〈A1,2|N −M⊗2|B2B2〉〉, where

B2B2 =
1

d2 − 1

∑

σ,τ∈σq
σσττ and A1,2 =

1√
d2 − 2


∑

σ∈σq
σ⊗4 −A0


 (7.166)

were de�ned in eq. (7.90) and eq. (7.91) respectively. Therefore a1,2 is computed as (recall-

ing that A0 = B2B2 and using eq. (7.100))

a1,2 = 〈〈A1,2|N −M⊗2|B2B2〉〉

=
1

(d2 − 1)
√
d2 − 2


 ∑

σ,σ̂,τ̂∈σq
〈〈σσσσ|E⊗4|σ̂σ̂τ̂ τ̂〉〉 − 〈〈B2B2|E⊗4|B2B2〉〉




=
1√

d2 − 2


 1

d2 − 1

∑

σ,σ̂,τ̂∈σq
〈〈σ|E|σ̂〉〉2〈〈σ|E|τ̂〉〉2 − u2




=
1√

d2 − 2


 1

d2 − 1

∑

σ∈σq
〈〈σ|EuE†u |σ〉〉2 − u2


 ,

(7.167)
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where in the last step, the following was used

∑

σ̂∈σq
〈〈σ|E|σ̂〉〉〈〈τ |E|σ̂〉〉 =

∑

σ̂∈σq
〈〈σ|E|σ̂〉〉〈〈σ̂|E†|τ〉〉 = 〈〈σ|EuE†u |τ〉〉, ∀σ, τ ∈ σq,

(7.168)

abusing notation slightly by writing Eu instead of 1⊕Eu and using the fact that

∑
σ̂∈σq |σ̂〉〉〈〈σ̂|

is the projection onto the unital block.

The bound of eq. (7.165) is then shown as follows. The idea is to apply lemma 7.2 to the

map

E :=

[
1 0
0 EuE†u

]
, (7.169)

since this map is constructed such that

f(E) =
1

d2 − 1

∑

σ∈σq
〈〈σ|E|σ〉〉 =

1

d2 − 1

∑

σ∈σq
〈〈σ|EuE†u |σ〉〉 = u(E) (7.170)

and

1

d2 − 1

∑

σ∈σq
〈〈σ|EuE†u |σ〉〉2 − u(E)2 =

1

d2 − 1

∑

σ∈σq
〈〈σ|E|σ〉〉2 − f(E)2. (7.171)

Application of lemma 7.2 requires the map E to be CPTP. This is guaranteed by lemma 7.3,

using the assumption that E is a single-qubit or unital channel. Therefore lemma 7.2 ap-

plied to the channel E de�ned above, yields

1

d2 − 1

∑

σ∈σq
〈〈σ|EuE†u |σ〉〉2 − u(E)2 =

1

d2 − 1

∑

σ∈σq
〈〈σ|E|σ〉〉2 − f(E)2

(7.172)

≤ d2 − 2

d2
(1− f(E))2 =

d2 − 2

d2
(1− u(E))2.

(7.173)

Plugging this into eq. (7.167) yields the result. �

The next proposition bounds the quantity aS .

Proposition 7.4 (Bound on aS). Let aS be de�ned as in eq. (7.129) and let E be a CPTP

map. If E is a single-qubit channel (i.e. if d = 2) or if E is unital (i.e. E(1) = 1), then

aS =

√
2

(d2 − 1)
3
2 (d2 − 2)

1
2

∑

σ,τ∈σq
σ 6=τ

〈〈σ|EuE†u |τ〉〉2 ≤
√
d2 − 2

d2 − 1

√
2(1− u)2. (7.174)

Proof. First, let us show the evaluation of aS . By the de�nition eq. (7.129) we have

aS = 〈〈AS |N −M⊗2|B2B2〉〉, where

B2B2 =
1

d2 − 1

∑

σ,τ∈σq
σσττ, (7.175)

AS =

√
1

2(d2 − 1)(d2 − 2)

∑

σ,τ∈σq
σ 6=τ

στστ + σττσ (7.176)
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were de�ned in eq. (7.90) and eq. (7.91) respectively. Therefore aS is computed as

aS = 〈〈AS |N −M⊗2|B2B2〉〉

=
1√

2(d2 − 1)
3
2 (d2 − 2)

1
2

∑

σ,τ,σ̂,τ̂∈σq
σ 6=τ

〈〈στστ + σττσ|E⊗4|σ̂σ̂τ̂ τ̂〉〉

=
1√

2(d2 − 1)
3
2 (d2 − 2)

1
2

∑

σ,τ,σ̂,τ̂∈σq
σ 6=τ

2〈〈σ|E|σ̂〉〉〈〈τ |E|σ̂〉〉〈〈σ|E|τ̂〉〉〈〈τ |E|τ̂〉〉

=

√
2

(d2 − 1)
3
2 (d2 − 2)

1
2

∑

σ,τ∈σq
σ 6=τ

〈〈σ|EuE†u |τ〉〉2

=

√
2

(d2 − 1)
3
2 (d2 − 2)

1
2

∑

σ,τ∈σq
σ 6=τ

〈〈σ|I − EuE†u |τ〉〉2.

(7.177)

In the fourth step, the trick of eq. (7.168) was again used. In the �nal step, it is used that

〈〈σ|EuE†u |τ〉〉2 is the square of o�-diagonal matrix elements of EuE†u , so that 〈〈σ|EuE†u |τ〉〉2 =
〈〈σ|I − EuE†u |τ〉〉2.

The bound is derived as follows. Under the stated assumption that E is a single-qubit or

unital channel, lemma 7.3 guarantees that ‖EuE†u ‖2→2 ≤ 1. Here ‖ · ‖2→2 is the induced

Schatten 2-norm (see eq. (7.74)). Since 〈〈A|B〉〉 = Tr[A†B] for any A,B ∈ Md (and

therefore ‖A‖2 = ‖ |A〉〉‖2 for all A ∈Md), it follows that ‖EuE†u ‖2→2 = ‖EuE†u ‖2→2. But

the operator norm (Schatten ∞-norm) on matrices is just the induced 2 → 2 norm, so

that it can be concluded that ‖EuE†u ‖∞ = ‖EuE†u ‖2→2 = ‖EuE†u ‖2→2 ≤ 1. Together with

the fact that a matrix of the form EuE†u is itself positive semi-de�nite, this implies that the

matrix I − EuE†u ≥ 0 is also positive semi-de�nite as a matrix (not to be confused with

being a positive superoperator). Now the key idea is to bound the o�-diagonal elements of

the symmetric positive semi-de�nite matrix I − EuE†u by the diagonal elements using the

Sylvester’s Criterion for positive semi-de�nite matrices (lemma 7.4). This criterion states

that a hermitian matrix is positive semi-de�nite if and only if all of its principal minors are

non-negative. Here we use the only if part, since it has been established that I − EuE†u is

positive semi-de�nite. In particular we use that the positive semi-de�niteness of I −EuE†u
implies that all of its second order minors are non-negative. This means that

〈〈σ|I − EuE†u |σ〉〉〈〈τ |I − EuE†u |τ〉〉 − 〈〈σ|I − EuE†u |τ〉〉2 ≥ 0, ∀σ, τ ∈ σq, σ 6= τ.
(7.178)



7.6. Technical statements

7

157

Plugging this into eq. (7.177) yields

aS ≤
√

2

(d2 − 1)
3
2 (d2 − 2)

1
2

∑

σ,τ∈σq
σ 6=τ

〈〈σ|I − EuE†u |σ〉〉〈〈τ |I − EuE†u |τ〉〉

=

√
2

(d2 − 1)
3
2 (d2 − 2)

1
2





∑

σ∈σq
〈〈σ|I − EuE†u |σ〉〉




2

−
∑

σ∈σq
〈〈σ|I − EuE†u |σ〉〉2


 .

(7.179)

The �nal step is to use that the mean of squares is larger than the square of the mean

(lemma 7.6). This means in our setting that

1

d2 − 1

∑

σ∈σq
〈〈σ|Ic− EuE†u |σ〉〉2 ≥


 1

d2 − 1

∑

σ∈σq
〈〈σ|I − EuE†u |σ〉〉




2

. (7.180)

Multiplying by −(d2 − 1) and plugging into eq. (7.179) yields the bound:

aS ≤
√

2

(d2 − 1)
3
2 (d2 − 2)

1
2

(
1− 1

d2 − 1

)
∑

σ∈σq
〈〈σ|I − EuE†u |σ〉〉




2

(7.181)

=

√
2

(d2 − 1)
3
2 (d2 − 2)

1
2

d2 − 2

d2 − 1

(
(d2 − 1)(1− u)

)2
(7.182)

=

√
d2 − 2

d2 − 1

√
2(1− u)2, (7.183)

using the de�nition of u (de�nition 13) and the fact that u(I) = 1. �

Finally, a bound on a[adj] is presented.

Proposition 7.5 (Bound on a[adj]). Let a[adj] be de�ned as in eq. (7.129) and let E be a

CPTP map. If E is a single-qubit channel (i.e. if d = 2) or if E is unital (i.e. E(1) = 1), then

a[adj] =
2

(d2 − 4)(d2 − 1)
3
2

∑

τ∈σq

( ∑

σ∈Cτ
〈〈σ · τ |EuE†u |σ〉〉

)2

≤
√
d2 − 1(1− u)2, (7.184)

where Cτ is the set of all normalized Pauli’s that commute with τ (except for τ and σ0),

as de�ned in eq. (5.2).

Proof. By the de�nition eq. (7.129), a[adj] = 〈〈AS |N −M⊗2|B2B2〉〉, where

B2B2 =
1

d2 − 1


∑

σ̂∈σq
σ̂σ̂



⊗2

, (7.185)

A[adj] =
1

2(d2 − 4)
√
d2 − 1

∑

τ∈σq

( ∑

σ∈Cτ
(σ · τ)σ + σ(σ · τ)

)⊗2

(7.186)
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were de�ned in eq. (7.90) and eq. (7.94) respectively. Therefore a[adj] is computed as

a[adj] =
1

2(d2 − 4)(d2 − 1)
3
2

∑

τ∈σq

〈〈( ∑

σ∈Cτ
(σ · τ)σ + σ(σ · τ)

)⊗2 ∣∣∣E⊗4
∣∣∣


∑

σ̂∈σq
σ̂σ̂



⊗2〉〉

=
1

2(d2 − 4)(d2 − 1)
3
2

∑

τ∈σq


∑

σ∈Cτ

∑

σ̂∈σq
〈〈(σ · τ)σ + σ(σ · τ)|E⊗2|σ̂σ̂〉〉




2

=
1

2(d2 − 4)(d2 − 1)
3
2

∑

τ∈σq


∑

σ∈Cτ

∑

σ̂∈σq
2〈〈σ · τ |E|σ̂〉〉〈〈σ|E|σ̂〉〉




2

=
2

(d2 − 4)(d2 − 1)
3
2

∑

τ∈σq

( ∑

σ∈Cτ
〈〈σ · τ |EuE†u |σ〉〉

)2

,

(7.187)

where in the �nal line we used again the trick of eq. (7.168). Our bound on this quantity

again starts with using the fact that the mean of the squares is larger than the square of

the mean (lemma 7.6), yielding for all τ ∈ σq
(

2

d2 − 4

∑

σ∈Cτ
〈〈σ · τ |EuE†u |σ〉〉

)2

≤ 2

d2 − 4

∑

σ∈Cτ
〈〈σ · τ |EuE†u |σ〉〉2. (7.188)

Multiplying with
d2−4

2 and plugging into the above yields

aS ≤
1

(d2 − 1)
3
2

∑

τ∈σq

∑

σ∈Cτ
〈〈σ · τ |EuE†u |σ〉〉2. (7.189)

Now we use the facts that σ · τ 6= σ to write this as

aS ≤
1

(d2 − 1)
3
2

∑

τ∈σq

∑

σ∈Cτ
〈〈σ · τ |I − EuE†u |σ〉〉2, (7.190)

where I−EuE†u is a positive semi-de�nite matrix, since ‖EuE†u ‖∞ = ‖EuE†u ‖2→2 ≤ 1 under

the stated assumptions on E by lemma 7.3 and the fact that a matrix of the form EuE†u is

itself positive semi-de�nite. This allows us again to use Sylvester’s criterion (lemma 7.4)

to bound o�-diagonal terms by diagonal terms by using the fact that all minors of degree

2 of I − EuE†u must be nonnegative:

〈〈σ|I − EuE†u |σ〉〉〈〈σ · τ |I − EuE†u |σ · τ〉〉−〈〈σ · τ |I − EuE†u |σ〉〉2 ≥ 0, ∀τ ∈ σq, ∀σ ∈ Cτ .
(7.191)
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Therefore, we arrive at

aS ≤
1

(d2 − 1)
3
2

∑

τ∈σq

∑

σ∈Cτ
〈〈σ|I − EuE†u |σ〉〉〈〈σ · τ |I − EuE†u |σ · τ〉〉

≤ 1

(d2 − 1)
3
2

∑

τ,σ∈σq
〈〈σ|I − EuE†u |σ〉〉〈〈τ |I − EuE†u |τ〉〉

=
√
d2 − 1(1− u)2,

(7.192)

where in the second line the sum over σ ∈ Cτ was completed to the sum over σ ∈ σq by

adding

all the nonnegative terms 〈〈σ|I − EuE†u |σ〉〉〈〈σ · τ |I − EuE†u |σ · τ〉〉 with σ ∈ σq \ Cτ for

each τ ∈ σq . All these terms are nonnegative because they are the product of diagonal

elements of positive-semide�nite matrices, which must be nonnegative. �

This completes the set of propositions to bound the quantities ai. The quantities bi are

strongly related to the quantities ai, and we will show that they satisfy the same upper

bounds. More precisely, the next proposition establishes that all bounds on ai also hold

for bi, for i ∈ {1, 2;S; 0; [adj]}.
Proposition 7.6 (Bounds on bi). Let E be a CPTP map. Assume that d = 2 or that E is

unital. Let ai = 〈〈Ai|N −M⊗2|B2B2〉〉 and bi = 〈〈B2B2|N −M⊗2|Ai〉〉 as above. Then

b0 = a0 = 0, (7.193)

b1,2 = a1,2 ≤
√
d2 − 2

d2
(1− u)2, (7.194)

bS = aS ≤
√
d2 − 2

d2 − 1

√
2(1− u)2, (7.195)

b[adj] ≤
√
d2 − 1(1− u)2. (7.196)

Proof. The equality b0 = a0 = 〈〈B2B2|N −M⊗2|B2B2〉〉 immediately follows from the

fact that A0 = B2B2. Thus b0 = 0 by proposition 7.2. In general, bi can be written as

bi = 〈〈B2B2|N −M⊗2|Ai〉〉 = 〈〈Ai|N † − (M⊗2)†|B2B2〉〉. (7.197)

Now sinceG(n)
avg are orthogonal projections, (G(n)

avg)† = G(n)
avg. ThereforeN † = G(4)

avg(E†)⊗4G(4)
avg

andM† = G(2)
avg(E†)⊗2G(2)

avg. Thus, bi and ai are related by bi(E) = ai(E†). That is, bi can

be obtained from ai by replacing E with E† in the exact expressions.

We �rst show that this implies b1,2 = a1,2 and bS = aS . This follows from the two

identities (using only the trick of eq. (7.168) over and over again)

∑

σ∈σq
〈〈σ|EuE†u |σ〉〉2 =

∑

σ∈σq
〈〈σ|Eu|σ̂〉〉2〈〈σ|Eu|σ̂〉〉2 =

∑

σ∈σq
〈〈σ̂|E†u Eu|σ̂〉〉2, (7.198)

∑

σ,τ∈σq
〈〈σ|EuE†u |τ〉〉2 =

∑

σ,τ,σ̂,τ̂∈σq
〈〈σ|Eu|σ̂〉〉〈〈τ |Eu|σ̂〉〉〈〈σ|Eu|τ̂〉〉〈〈τ |Eu|τ̂〉〉 =

∑

σ̂,τ̂∈σq
〈〈σ̂|E†u Eu|τ̂〉〉2.

(7.199)
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Now eq. (7.198) implies that a1,2(E) = a1,2(E†) = b1,2(E). Subtracting eq. (7.198) from

eq. (7.199) implies that aS(E) = aS(E†) = bS(E). This shows the second and third claim

of this proposition (eq. (7.194) and eq. (7.195)), using the bounds and expressions for a1,2

and aS from proposition 7.3 and proposition 7.4

For b[adj] it is not clear that b[adj] equals a[adj]. However, by copying the technique of the

proof of proposition 7.5 we show that the same bounds hold. Since b[adj](E) = a[adj](E†),

proposition 7.5 implies that

b[adj] =
2

(d2 − 4)(d2 − 1)
3
2

∑

τ∈σq

( ∑

σ∈Cτ
〈〈σ · τ |E†u Eu|σ〉〉

)2

. (7.200)

The bound is proven in exactly the same spirit as proposition 7.5. We �rst bound the square

of the mean by the mean of the squares (lemma 7.6) and then use that 〈〈σ · τ |E†u Eu|σ〉〉2 =
〈〈σ · τ |I − E†u Eu|σ〉〉2 (since σ · τ 6= ±σ). The matrix I −E†u Eu is then shown to be positive

semi-de�nite using ‖E†u Eu‖∞ ≤ 1 (by the assumptions on E and lemma 7.3) together with

the fact that E†u Eu ≥ 0 is positive semi-de�nite. Thus Sylvester’s criterion can be applied

(lemma 7.4)Therefore

b[adj] =
2

(d2 − 4)(d2 − 1)
3
2

∑

τ∈σq

( ∑

σ∈Cτ
〈〈σ · τ |E†u Eu|σ〉〉

)2

≤ 1

(d2 − 1)
3
2

∑

τ∈σq

∑

σ∈Cτ
〈〈σ · τ |E†u Eu|σ〉〉2

=
1

(d2 − 1)
3
2

∑

τ∈σq

∑

σ∈Cτ
〈〈σ · τ |I − E†u Eu|σ〉〉2

≤ 1

(d2 − 1)
3
2

∑

τ∈σq

∑

σ∈Cτ
〈〈σ|I − E†u Eu|σ〉〉〈〈σ · τ |I − E†u Eu|σ · τ〉〉

≤ 1

(d2 − 1)
3
2

∑

τ,σ∈σq
〈〈σ|I − E†u Eu|σ〉〉〈〈τ |I − E†u Eu|τ〉〉

=
√
d2 − 1(1− u)2,

(7.201)

where in the last inequality the sum is completed by adding the nonnegative terms

〈〈σ|I − E†u Eu|σ〉〉〈〈τ |I − E†u Eu|τ〉〉 for all τ ∈ σq and σ ∈ σq \ Cτ . Note that this is the

same bound as on a[adj]. �

Finally two more propositions are needed to bound the inner products in the expanded

variance expression. The tool for this is the following. This proposition is formulated for

any general CPTP map E and hermitian operatorsX,Y ∈Md. This theorem is applicable

to inner products involving the map Nm−s−1
, since this is a CPTP map.

Proposition 7.7. Let E be a CPTP map on a general Hilbert space H. Then for any pair

of hermitian operators X,Y ∈Md

〈〈X|E|Y 〉〉 ≤ ‖X‖∞‖Y ‖1. (7.202)
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Proof. By Von Neumann’s trace inequality and Hölders inequality (lemma 7.5) it follows

that

〈〈X|E|Y 〉〉 = Tr[XE(Y )] ≤ ‖X‖∞‖E(Y )‖1, (7.203)

using that X and E(Y ) are hermitian. We then use the induced trace norm (the 1 →
1 norm) and the fact that the map E is a CPTP map so that ‖E‖1→1 ≤ 1 (lemma 7.1).

Therefore

‖X‖∞‖E(Y )‖1 ≤ ‖X‖∞‖E‖1→1‖Y ‖1 ≤ ‖X‖∞‖Y ‖1. (7.204)

Putting this together proves the bound. �

In order to apply the above proposition to the inner products occurring in the variance

proof, a bound on the norms of the operators Ai with i ∈ ZTS is needed.

Proposition 7.8 (Norm bounds on Ai). Let {Ai : i ∈ ZTS} be de�ned as in eq. (7.88).

Then for d ≥ 4 the following bounds hold

‖Ai‖1 ≤ d2
and ‖Ai‖∞ ≤

√
6

(d− 2)(d− 1)
, ∀i ∈ ZTS . (7.205)

If d = 2, then ZTS = {S; 1, 2}, and

‖AS‖1 =
5√
3
, ‖AS‖∞ =

1√
3
, (7.206)

‖A1,2‖1 = 2
√

2, ‖A1,2‖∞ =

√
2

3
. (7.207)

Proof. For the d = 2 case, the norms can be computed directly, since AS and A1,2 are

explicitly de�ned in eq. (7.91)-eq. (7.92). By direct computation the result follows. For

d ≥ 4, the trace norm bound is trivial, since

‖Ai‖1 ≤
√
d4‖Ai‖2 = d2, (7.208)

by Hölder’s inequality. The last equality uses the fact thatAi are Hilbert-Schmidt normal-

ized (‖Ai‖2 = 1). The e�ort of the proof is in the bound on ‖Ai‖∞.

The proof of this statement uses the description of the tensor-2 Liouville representation

of [13] over [15], since their description is basis-free. Ref. [13] considers the action of the

Cli�ord group Cq onH⊗4
. The representationH⊗4

of the Cli�ord group Cq decomposes

as

H⊗4 =
⊕

k

Wk ⊗ Cdk (7.209)

whereWk are irreducible, pairwise inequivalent representations of the Cli�ord group that

occur with multiplicity dk . Here k is just an index for the irreducible, inequivalent repre-

sentations. Descriptions of these spaces and explicit expressions for their dimensions are

given in [13] (there the index k runs over Young Diagrams λ and signs s). We will show

that

‖Ai‖∞ ≤ max
k

1√
|Wk|

. (7.210)
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Since the dimensions of all Wk are given, the maximization can easily be done.

Using the intertwining isomorphismMd ' H⊗H∗ the tensor-4 Liouville representation

onM⊗4
d can be written in terms of the decomposition eq. (7.209):

M⊗4
d =

⊕

k,l

L(Wl,Wk)⊗ L(Cdl ,Cdk). (7.211)

where L(Cdl ,Cdk) denotes the linear operators from Cdl to Cdk and L(Wl,Wk) denotes

the linear operators fromWl toWk . In principle L(Wl,Wk) do not carry irreducible repre-

sentations. However, only the trivial subrepresentations of L(Wl,Wk) (denoted (L(Wl,Wk))Cq )

are relevant, since

(M⊗4
d )Cq =

⊕

k,l

(L(Wl,Wk))Cq ⊗ L(Cdl ,Cdk). (7.212)

The key point is that every element ϕ ∈ (L(Wl,Wk))Cq is an intertwining operator be-

tween the representations Wk and Wl [33]. By Schur’s Lemma [33] and the fact that Wk

are mutually inequivalent irreducible representations it follows that ϕ ∝ δk,l1Wk
. There-

fore

(M⊗4
d )Cq =

⊕

k

Span{1Wk
} ⊗Mdk). (7.213)

This description provides a simple orthogonal basis for the space (M⊗4
d )Cq , namely

A = {PWk
⊗ Em,n|k;m,n = 1, ..., dk}, (7.214)

where PWk
is the orthogonal projection onto Wk and {Em,n|m,n = 1, ..., dk} is the

canonical (or any other) orthonormal basis of Mdk . Normalizing with respect to the

Hilbert-Schmidt norm yields the orthonormal basis operators

Ak,m,n =
PWk√
|Wk|

⊗ Em,n. (7.215)

Note that our basis operators {Ai : i ∈ ZTS} might be di�erent than these Ak,m,n.

However, these Ai also span trivial subrepresentations ofM⊗4
d , so Ai ∈ (M⊗4

d )Cq . We

now show that ‖A‖ ≤ maxk |Wk|−
1
2 for all A ∈ (M⊗4

d )Cq such that ‖A‖2 = 1. Therefore

this bound holds in particular for our Ai of interest. To do so, A is written in the basis A
as

A =
∑

k

dk∑

m,n=1

αk,m,nAk,m,n, s.t.

∑

k

dk∑

m,n=1

|αk,m,n|2 = 1. (7.216)

Now we use that the operator A ∈ (M⊗4
d )Cq is block diagonal with respect to the spaces

Span{1Wk
} ⊗Mdk (see eq. (7.213)). Therefore the in�nity norm can be computed as the
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maximum over k of the in�nity norm of A restricted to Span{1Wk
} ⊗Mdk), yielding

‖A‖∞ =

∥∥∥∥∥
∑

k

dk∑

m,n=1

αk,m,nAk,m,n

∥∥∥∥∥
∞

= max
k

∥∥∥∥∥
dk∑

m,n=1

αk,m,nAk,m,n

∥∥∥∥∥
∞

= max
k

∥∥∥∥∥
PWk√
|Wk|

⊗
dk∑

m,n=1

αk,m,nEm,n

∥∥∥∥∥
∞

.

(7.217)

Using some basic properties of the Schatten p-norms, this is bounded as follows

‖A‖∞ = max
k

∥∥∥∥∥
PWk√
|Wk|

∥∥∥∥∥
∞

∥∥∥∥∥
dk∑

m,n=1

αk,m,nEm,n

∥∥∥∥∥
∞

= max
k

‖PWk
‖∞√

|Wk|

∥∥∥∥∥
dk∑

m,n=1

αk,m,nEm,n

∥∥∥∥∥
∞

≤ max
k

1√
|Wk|

, (7.218)

using that ‖PWk
‖∞ = 1 and

∥∥∥∥∥
dk∑

m,n=1

αk,m,nEm,n

∥∥∥∥∥
∞

≤
∥∥∥∥∥

dk∑

m,n=1

αk,m,nEm,n

∥∥∥∥∥
2

≤
dk∑

m,n=1

|αk,m,n|2 ‖Em,n‖2 = 1.

(7.219)

By Lemma 1 of [13], which gives all dimensions |Wk|, it follows that

‖A‖∞ ≤ max
k

1√
|Wk|

=

√
6

(d− 1)(d− 2)
, (7.220)

provided that d = 2q ≥ 4, q ∈ N. This proves the last bound. �

Finally, there is one inner product in the proof of theorem 1 for which a sharper bound

can be found than using proposition 7.7 and proposition 7.8. This sharper bound is given

in the following proposition.

Proposition 7.9. LetN be de�ned as in eq. (7.96), with E a single-qubit or unital quantum

channel. Then for any m ∈ N the following bound holds

〈〈Ai|Nm|B2B2〉〉 ≤
1√
|Vi|

, ∀i ∈ ZTS . (7.221)

Proof. Slightly rewriting the inner product yields

〈〈Ai|Nm|B2B2〉〉 = 〈〈Ai|Nm(B2B2)〉〉. (7.222)

From the de�nition of N eq. (7.96) it follows that

Nm(B2B2) =
1

|Cq|m
∑

j

G⊗4
j (B2B2) =

1

|Cq|m
∑

j

[G⊗2
j (B2)]⊗2, (7.223)
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where the sum is over all noisy sequences of lengthm indexed by j (i.e. j is a multi-index of

length m). We will show that ‖G⊗2
j (B2)‖2 ≤ 1. we treat the multi-qubit and single-qubit

case separately. In the multi-qubit case, we have

‖G⊗2
j (B2)‖2 ≤ ‖G⊗2

j ‖2→2‖B2‖2 = ‖Gj‖22→2. (7.224)

The inequality follows from the de�nition of the induced Schatten norms (see eq. (7.74)).

The equality is due to the fact that ‖B2‖2 = 1 is normalized. Under the assumption

that E is unital, the entire sequence Gj is unital. Therefore by lemma 7.1 (Perez-Garcia),

‖Gj‖22→2 ≤ 1. This shows that ‖G⊗2
j (B2)‖2 ≤ 1.

In case of a single-qubit, non-unital error channels E , some extra care must be taken. Let us

denoteMH
d := {A ∈ Md : Tr[A] = 0, A = A†} = SpanR{σ : σ ∈ σq} as the traceless

hermitian subspace ofMd. This space is a vector space over R, with an orthonormal basis

σq . Since Gj is positive (and thus maps hermitian operators to hermitian operators) and

trace-preserving, it maps the traceless hermitian subspace MH
d to itself. Observe that

B2 ∈ (MH
d )⊗2

. Therefore restrict G⊗2
j to (MH

d )⊗2
. This results in

‖G⊗2
j (B2)‖2 = ‖G⊗2

j

∣∣
(MH

d )⊗2(B2)‖2 ≤ ‖G⊗2
j

∣∣
(MH

d )⊗2‖2→2‖B2‖2 = ‖Gj
∣∣
MH

d

‖22→2.

(7.225)

The �rst equality is the restriction of Gj to the traceless hermitian subspace. The inequality

follows from the de�nition of the induced Schatten norm (eq. (7.74)). The �nal equality

is due to the fact that ‖B2‖2 = 1. The key point of restricting to the traceless hermitian

subspace ‖Gj
∣∣
MH

d

‖2→2 allows for the application of statement eq. (7.76) of lemma 7.1

(Perez-Garcia). By the lemma (where ‖Gj
∣∣
MH

d

‖2→2 is denoted ‖Gj‖H2→2), we have

‖Gj
∣∣
MH

d

‖2→2 ≤
√
d

2
, (7.226)

which in the single-qubit case means ‖Gj
∣∣
MH

d

‖2→2 ≤ 1. Therefore, we also have

‖G⊗2
j (B2)‖2 ≤ 1 in the single-qubit, non-unital case.

We have thus established that ‖G⊗2
j (B2)‖2 ≤ 1 for single-qubit or unital noise maps E .

Therefore, the following upper bound is valid

〈〈Ai|Nm|B2B2〉〉 =
1

|Cq|m
∑

j

〈〈Ai|[G⊗2
j (B2)]⊗2〉〉

≤ 1

|Cq|m
∑

j

max
Q∈(MH

d )⊗2

‖Q‖2≤1

〈〈Ai|Q⊗2〉〉

= max
Q∈(MH

d )⊗2

‖Q‖2≤1

〈〈Ai|Q⊗2〉〉.

(7.227)

In the second line, we have replaced the particular operator G⊗2
j (B2) ∈ (MH

d )⊗2
which

satis�es ‖G⊗2
j (B2)‖2 ≤ 1 with the maximization over all operators Q ∈ (MH

d )⊗2
that



7.6. Technical statements

7

165

satisfy ‖Q‖2 ≤ 1. To continue, we use the de�nition of Ai (eq. (7.88)), which is given by

Ai =
1√
|Vi|

|Vi|∑

s=1

v(i)
s v(i)

s , ∀i ∈ ZTS , (7.228)

where {v(i)
s } is an orthonormal basis of Vi ⊂ (MH

d )⊗2
. Let us expand Q is this basis,

Q = q⊥v
(i)
⊥ +

|Vi|∑

s=1

qsv
(i)
s s.t. |q⊥|2 +

|Vi|∑

s=1

|qs|2 ≤ 1, q⊥, qs ∈ C, ∀s = 1, ..., |Vi|.

(7.229)

Here q⊥v
(i)
⊥ is the component of Q in the space orthogonal to Vi, i.e. q⊥v

(i)
⊥ ∈ (MH

d )⊗2 \
Vi. The condition on q⊥ and the qs follow from the requirement that ‖Q‖2 ≤ 1. Actually,

there are additional constraints on q⊥ and the qs needed to ensure that Q is traceless and

hermitian, but these constraints are not necessary to prove the result. Using the expansion

eq. (7.229) it follows that

max
Q∈(MH

d )⊗2

‖Q‖2≤1

〈〈Ai|Q⊗2〉〉 ≤ max
{qs}∑
s |qs|2≤1

1√
|Vi|

|Vi|∑

s,t,k=1

|qsqt||〈〈v(i)
k v

(i)
k |v(i)

s v
(i)
t 〉〉| (7.230)

= max
{qs}∑
s |qs|2≤1

1√
|Vi|

|Vi|∑

k=1

|qk|2 ≤
1√
|Vi|

, (7.231)

using the fact that 〈〈v(i)
k v

(i)
k |v

(i)
s v

(i)
t 〉〉 = δskδtk by orthonormality of the basis. This com-

pletes the proof. �





8
Character randomized

benchmarking

Randomized benchmarking is a technique for estimating the average �delity of a set of quan-
tum gates. However, if this gate-set is not the multi-qubit Cli�ord group, robustly extracting
the average �delity is di�cult. Here we propose a new method based on representation theory
that has little experimental overhead and robustly extracts the average �delity for a broad
class of gate-sets. We apply our method to a multi-qubit gate-set that includes the T -gate,
and propose a new interleaved benchmarking protocol that extracts the average �delity of a
two-qubit Cli�ord gate using only single-qubit Cli�ord gates as reference.

This chapter is based on J. Helsen, X. Xue, L.M.K. Vandersypen & S. Wehner, A new class of e�cient randomized
benchmarking protocols, hopefullyfancyjournalhere

167
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8.1. Introduction
In chapter 4 we discussed randomized benchmarking. There we limited our discussion

to randomized benchmarking of gatesets that are 2-designs, in particular the Cli�ord

group. In this case, as we saw in chapter 4, it can be shown (under the assumption of

gate-independent noise) that the data {pm}m yielded by randomized benchmarking can

be �tted to a single exponential decay of the form

pm ≈fit A+Bfm (8.1)

whereA,B only depend on how well the state ρwas prepared and measured and the qual-

ity parameter f only depends on how well the gates in the gate-set G are implemented.

This parameter f can be related to the average �delity Favg [1].

However it is possible, and desirable, to perform randomized benchmarking on gate-sets

that are not the Cli�ord group and a wide array of proposals for randomized benchmarking

using non-Cli�ord gate-sets appear in the literature [2–7]. The most prominent use-case

is benchmarking a gate-set G that includes the vital T -gate [2, 3, 6] which, together with

the Cli�ord group, forms a universal set of gates for quantum computing. Another use-

case is simultaneous randomized benchmarking [7], which extracts information about

crosstalk and unwanted coupling between neighboring qubits by performing randomized

benchmarking on the gate-set consisting of single qubit Cli�ord gates on all qubits. In

these cases, and in other examples of randomized benchmarking with non-Cli�ord gate-

sets [4, 6, 7], the �tting relation eq. (8.1) does not hold. From lemma 4.1 in chapter 4 we

see that it must instead be generalized to

pm ≈fit

∑

λ∈RG

Aλf
m
λ , (8.2)

where RG is an index set that only depends on the chosen gate-set G, the fλ are general

‘quality parameters’ that only depend on the gates being implemented and the Aλ pref-

actors depend only on SPAM. The above holds because for non-Cli�ord groups averaging

does not fully smear out the noise. Rather the system state space will split into several

‘sectors’ labeled by λ such that states within the same sector experience the same noise

but the noise varies from sector to sector. The interpretation of the parameters fλ varies

depending on the gate-set G. In the case of simultaneous randomized benchmarking [7]

they can be interpreted as a measure of crosstalk and unwanted coupling between neigh-

boring qubits. For other gate-sets an interpretation is not always available. However, as

was pointed out for speci�c gate-sets in [2–4, 6] and for general �nite groups in [5] the

parameters fλ can always be jointly related (see eq. (8.5)) to the average �delity Favg of

the gate-set G. This means that randomized benchmarking can extract the average �delity

of a gate-set even when it is not the Cli�ord group.

However in practice the multi-parameter �tting problem given by eq. (8.2) is di�cult to

perform, with poor con�dence intervals around the parameters fλ unless impractically

large amounts of data are gathered. More fundamentally it is, even in the limit of in�nite

data, impossible to associate the estimates from the �tting procedure to the correct decay
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channel in eq. (8.2) and thus to the correct fλ, making it impossible to reliably reconstruct

the average �delity of the gate-set.

In the current literature on non-Cli�ord randomized benchmarking, with the notable ex-

ception of [6], this issue is sidestepped by performing the experiment several times using

di�erent input states ρλ that are carefully tuned to maximize one of the prefactors Aλ
while minimizing the others. This is unsatisfactory for several reasons: (1) the accuracy

of the �t now depends on the preparation of ρλ, undoing one of the main advantages of

randomized benchmarking over other methods such as direct �delity estimation [8], (2)

it is, for more general gate-sets, not always possible to e�ciently �nd such a maximiz-

ing state ρλ and (3) both previous problems become more pronounced as the number of

quality parameters fλ increases. These problems limit the practical applicability of cur-

rent non-Cli�ord randomized benchmarking protocols and more generally restrict which

groups can practically be benchmarked.

In this chapter we propose an adaptation of the randomized benchmarking procedure,

which we call character randomized benchmarking, which solves the above problems and

allows reliable and e�cient extraction of average �delities for gate-sets that are not the

Cli�ord group. We begin, in section 8.2, by discussing the general method, before applying

it to speci�c examples in section 8.3. In section 8.4 we discuss using character randomized

benchmarking in practice and argue the new method does not impose signi�cant experi-

mental overhead. Finally in section 8.5 we argue that character randomized benchmarking

is robust against gate-dependent �uctuations. Previous adaptations of randomized bench-

marking, as discussed in [6, 9–11], can be regarded as special cases of our method.

8.2. Character randomized benchmarking
In this section we will introduce the character randomized benchmarking protocol. We

will use the Liouville representation of quantum channels, see chapter 2, denoting a uni-

tary CPTP map by G. For convenience we will assume gate-independent noise. This means

we assume the existence of a CPTP map E such that the implementation of a unitary G
is given by G̃ = EG for all G ∈ G. Our results however also hold in the case of gate-

dependent noise, see section 8.5.3.

As explained in chapter 4, under the assumption of gate independent noise the average

sequence probability pm of the randomized benchmarking procedure with a gate-set G
(with input state ρ and measurement POVM {Q,1−Q}) with sequence length m can be

written as:

pm = 〈〈Q|
(

E
G∈G
G†EG

)m
|ρ〉〉. (8.3)

where EG∈G denotes the uniform average over G.

As discussed in chapter 4, the key insight to randomized benchmarking is that G is a rep-
resentation of G ∈ G. This representation will not in general be irreducible but will rather

decompose into irreducible subrepresentations, that is G =
⊕

λ∈RG
ϕλ(G) where RG is
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an index set and ϕλ are irreducible representations of G. We will assume for convenience

that all the representations ϕλ are mutually inequivalent, i.e. G is a multiplicity-free rep-

resentation. As was proven in lemma 4.1 in chapter 4 we can write eq. (8.3) as

pm =
∑

λ

〈〈Q|Pλ|ρ〉〉fmλ , (8.4)

where Pλ is the orthogonal projector onto the support of ϕλ (note that this is a superop-

erator) and fλ := Tr(PλE)/Tr(Pλ) is the quality parameter associated to the represen-

tation ϕλ (note that the trace is taken over superoperators). This reproduces eq. (8.2). The

average �delity of the gate-set G can then be related to the parameters fλ as

2qFavg + 1

2q + 1
=
∑

λ∈RG

Tr(Pλ)

2q
fλ. (8.5)

In order to estimate the parameters fλ we will make use of methods from the character

theory of representations. As discussed in chapter 3, associated to any representation ϕ̂
of a group Ĝ is a character function χϕ̂ : Ĝ → R, from the group to the real numbers

∗
.

Associated to this function is the following projection formula (see lemma 3.4 in chapter 3):

Ê
G∈Ĝ

χϕ̂(Ĝ)Ĝ =
1

|ϕ̂|Pϕ̂, (8.6)

where Pϕ̂ is the projector onto the support of ϕ̂ (and any subrepresentation of Ĝ equiva-

lent to ϕ̂) and |ϕ̂| is the dimension of the representation ϕ̂.

We will leverage this formula to adapt the randomized benchmarking procedure in a way

that singles out a particular exponential decay fmλ in eq. (8.2). To see this consider a group

G such that G is multiplicity free. We will estimate the average �delity of this group and

will henceforth refer to it as the ‘benchmarking group’. Now �x a λ′ ∈ RG. fλ′ is the

quality parameter associated to a speci�c subrepresentation ϕλ′ of G.

Now we must �nd a way to leverage eq. (8.6). We do this by introducing another group

Ĝ ⊂ G which we will refer to as the ‘character group’ going forward. It is important to

choose Ĝ in such a way that the Liouville representation Ĝ of Ĝ has a subrepresentation

ϕ̂, with character function χϕ̂, which has support inside the representation ϕλ′ of G. This

means that we want that Pϕ̂Pλ′ = Pϕ̂. Note that such a pair Ĝ, ϕ̂ always exists; we can

always choose Ĝ = G and ϕ̂ = ϕλ′ . However other natural choices often exist, as we shall

see in the examples in section 8.3. Now we can consider the following adapted randomized

benchmarking protocol which we call character randomized benchmarking. This protocol

will estimate the quality parameter fλ′ associated to the benchmarking group G.

The major di�erence between the standard and character randomized benchmarking pro-

tocols is the introduction of an extra average over the character group Ĝ. This extra gate

∗
Generally the character function is a map to the complex numbers, but in our case it is enough to only consider

real representations.
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1. Choose a state ρ and a two-component POVM {Q,1−Q} such that Tr(QPϕ̂(ρ))
is large.

2. Sample
~G = G1, . . . , Gm uniformly at random from G.

3. Sample Ĝ uniformly at random from Ĝ.

4. Prepare the state ρ and apply the gates (G1Ĝ), G2, . . . Gm.

5. Compute the inverse Ginv = (Gm · · ·G1)† and apply it (note that Ĝ is not in-

verted).

6. Estimate the weighted ‘survival probability’

kλ
′

m (~G, Ĝ) = |ϕ̂|χϕ̂(Ĝ)〈〈Q|G̃invG̃m · · · (̃G1Ĝ) |ρ〉〉.
7. Repeat for suitably many Ĝ ∈ Ĝ to estimate the average kλ

′

m (~G) = EĜ(kλ
′

m(~G, Ĝ)).

8. Repeat for suitably many
~G to estimate the average kλ

′

m = E~G(kλ
′

m(~G)).

9. Repeat for various m and �t to the exponential function Afmλ′ to obtain fλ′ .

Figure 8.1: The character randomized benchmarking protocol

Ĝ ∈ Ĝ is not included when computing the global inverse Ginv = (G1 . . . Gm)†. Note

that this extra gate is compiled into the sequence of gates (G1, . . . , Gm) and thus does not

result in extra noise. The average over the elements of Ĝ is also weighted by the character

function χϕ̂ associated to the representation ϕ̂ of Ĝ. This means that we are in e�ect ‘con-

structing’ the projector in eq. (8.6). Similar to eq. (8.3) we can rewrite the uniform average

over all
~G ∈ G×m and Ĝ ∈ Ĝ as

kλ
′

m = |ϕ̂|〈〈Q|
[

E
G∈G
G†EG

]m
Ê
G∈Ĝ

(χϕ̂(Ĝ)Ĝ)|ρ〉〉.

Using the character projection formula (eq. (8.6)) and the standard randomized bench-

marking representation theory formula (eq. (8.4)) we can write this as

kλ
′

m =
∑

λ∈RG

〈〈Q|PλPϕ̂|ρ〉〉fmλ = 〈〈Q|Pϕ̂|ρ〉〉fmλ′ , (8.7)

since we have chosen the character group Ĝ and ϕ̂ such that the support ofPϕ̂ is a subspace

of the support of Pλ′ . We can state the above formula more formally as the following

lemma.

Lemma 8.1. Consider the character randomized benchmarking procedure as described in

�g. 8.1 with a benchmarking group G (with Liouville representation G = ⊕λ∈RG
ϕλ(G)),

a character group Ĝ such that the Liouville representation of Ĝ has an irreducible subrep-

resentation ϕ̂ s.t. Pϕ̂Pλ′ = Pϕ̂, a parameter λ′ ∈ RG and a set of sequence lengths M.

Let E be a CPTP map such that G̃ = EG for all G ∈ G. Then the output data {kλ′m}m∈M
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can be �tted to an exponential decay of the form

kλ
′

m =fit Aλ′f
m
λ′ , (8.8)

with fλ′ = Tr(EPλ′)/Tr(Pλ′) where Pλ′ is the projection onto the irreducible subrepre-

sentation ϕλ′ of the Liouville representation of G.

Proof. Choose m ∈ M and consider the expression for kλ
′

m . Using the fact that G̃ = EG
for all G ∈ G we have

kλ
′

m = |ϕ̂| E
G1,...,Gm∈G

Ê
G∈Ĝ

χϕ̂(Ĝ)〈〈Q|EGinvEGmE . . . EGĜ|ρ〉〉. (8.9)

Using linearity we move the average over Ĝ inside the inner product and use the character

projection formula eq. (8.6). This gives

kλ
′

m = E
G1,...,Gm∈G

〈〈Q|EGinvEGmE . . . EGPϕ̂|ρ〉〉, (8.10)

where Pϕ̂ is as before the projector onto the irreducible subrepresentation ϕ̂ of the Liou-

ville representation Ĝ of Ĝ. Now we use the reasoning of lemma 4.1 to rewrite the above

expression further to

kλ
′

m = 〈〈Q|E
(∑

λ∈RG

fλPλ
)m
Pϕ̂|ρ〉〉. (8.11)

Now we use the fact that Pϕ̂Pλ = δλλ′Pϕ̂ by construction and thus we get

kλ
′

m = fmλ′ 〈〈Q|Pϕ̂|ρ〉〉, (8.12)

where we set Q → E†(Q). This means we can �t the data {kλ′m}m∈M to an exponential

decay of the form

kλ
′

m =fit Aλ′f
m
λ′ . (8.13)

This completes the proof. �

This means the character randomized benchmarking protocol isolates the exponential de-

cay associated to the quality parameter fλ′ independent of state preparation and measure-

ment. In practice one should take care to choose Q and ρ in a way that makes 〈〈Q|Pϕ̂|ρ〉〉
large enough. Repeating this procedure for all λ′ ∈ RG (choosing Ĝ and representations ϕ̂
of Ĝ such that Pϕ̂ ⊂ Pλ′ ) we can reliably reconstruct all quality parameters fλ associated

with randomized benchmarking over the benchmarking group G. Once we have all these

parameters we can use eq. (8.5) to obtain the average �delity of the gate-set G.

8.3. Examples of character benchmarking
We will now discuss several examples of randomized benchmarking experiments where

the character randomized benchmarking approach is bene�cial. The �rst example, bench-

marking T -gates, is taken from the literature [2] while the second one, performing inter-

leaved benchmarking on a 2-qubit gate using only single qubit gates a reference, is a new

protocol.
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8.3.1. Benchmarking T -gates
The most common universal gate-set considered in the literature is the Cli�ord+T gate-

set. The average �delity of the Cli�ord gates can be extracted using standard randomized

benchmarking over the Cli�ord group but to extract the average �delity of the T gate a

di�erent approach is needed. One choice is to perform randomized benchmarking over

the group Tq generated by the CNOT, Pauli X and T gates on q-qubits. (Another choice

would be to use dihedral randomized benchmarking [6] but this is limited to single qubit

systems). This group is an example of a CNOT-dihedral group and its use for randomized

benchmarking was investigated in [2]. There it was derived that the Liouville represen-

tation of the group Tq decomposes into 3 irreducible subrepresentations ϕ1, ϕ2, ϕ3 with

associated quality parameters f1, f2, f3 and projectors

P1 = |σ0〉〉〈〈σ0| (8.14)

P2 =
∑

σ∈Zq
|σ〉〉〈〈σ| (8.15)

P2 =
∑

σ∈σq\Z
|σ〉〉〈〈σ|, (8.16)

where σ0 is the normalized identity, σq is the set of normalized non-identity Pauli matrices

andZq is the subset of the normalized Pauli matrices composed only of tensor products of

Z and 1. Since there are three representations, we must estimate three quality parameters

f1, f2, f3 in order to estimate the average �delity. However, assuming the noisy gates are

CPTP maps it is easy to see that f1 = 1. This leaves us with estimating the parameters

f2, f3 using character randomized benchmarking. In order to perform character random-

ized benchmarking we must �rst choose a group Ĝ. A good choice for Ĝ is in this case the

Pauli group Pq . Note that Pq ⊂ Tq since T 4 = Z the Pauli Z matrix.

Having chosen Ĝ = Pq we must also choose irreducible subrepresentations ϕ̂ of the Li-

ouville representation of the Pauli group Pq such that Pϕ̂Pλ = Pϕ̂ for λ ∈ {2, 3}. As

explained in greater detail in section 8.5.1, the Liouville representation of the Pauli group

has 22q
irreducible inequivalent subrepresentations ϕσ labeled by the Pauli basis elements

σ ∈ σ0 ∩ σq . Concretely we have that the projector onto the support of ϕσ is given by

Pσ = |σ〉〉〈〈σ|. The character associated to the representation ϕσ is χσ(P ) = (−1)〈P,σ〉

where 〈P, σ〉 = 1 if and only if P and σ anti-commute and zero otherwise. This is again

derived in greater detail in section 8.5.1.

Now we explicitly write down the experiments that must be done to estimate f2 and f3.

Estimating f2:

To estimate the quality parameter f2 we must perform the following set of steps

1. Choose G = Tq the CNOT-dihedral group on q qubits and choose Ĝ = Pq the

q-qubit Pauli group.

2. Choose {Q,1 − Q} a two component POVM with Q = 1
2 (1 + Z⊗q) and choose

ρ = 1
2q (1 +Z⊗q) (see section 8.4 on how to prepare this non-pure state e�ciently).
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3. Choose ϕσ with σ = 2−q/2Z⊗q an irreducible subrepresentation of the Liouville

representation of Pq with character function χσ (which can be computed from

lemma 8.3).

4. Perform a character randomized benchmarking experiment (as given in �g. 8.1) with

G = Tq , Ĝ = Pq and ϕ̂ = ϕσ with σ = 2−q/2Z⊗q to obtain the quality parameter

f2.

For completeness we have included the character function χσ for σ = Z⊗2/2 in table 8.1.

Estimating f3:

To estimate the quality parameter f3 we must perform the following set of steps

1. Choose G = Tq the CNOT-dihedral group on q qubits and choose Ĝ = Pq the

q-qubit Pauli group.

2. Choose {Q,1 − Q} a two component POVM with Q = 1
2 (1 + X⊗q) and choose

ρ = 1
2q (1+X⊗q) (see section 8.4 on how to prepare this non-pure state e�ciently).

3. Choose ϕσ with σ = 2−q/2X⊗q an irreducible subrepresentation of the Liouville

representation of Pq with character function χσ (which can be computed from

lemma 8.3).

4. Perform a character randomized benchmarking experiment (as given in �g. 8.1) with

G = Tq , Ĝ = Pq and ϕ̂ = ϕσ with σ = 2−q/2X⊗q to obtain the quality parameter

f3.

For completeness we have included the character function χσ for σ = X⊗2/2 in table 8.1.

Computing the average �delity:

The average �delity can now be computed from eq. (8.5), provided we know the quantities

Tr(P2) and Tr(P3). These were computed in [2], giving an average �delity formula of the

form

Favg =
2q − 1

2q

(
1− f2 + 2qf3

2q + 1

)
. (8.17)

8.3.2. 2-for-1 interleaved benchmarking
The next example is a new protocol, which we call 2-for-1 interleaved randomized bench-

marking. It is a way to perform interleaved randomized benchmarking [12] of a 2-qubit

Cli�ord gate using only single-qubit Cli�ord gates as reference gates. The advantages of

this are (1) lower experimental requirements and (2) high �delity of the reference gates

relative to the interleaved gate which allows for a tighter estimate of the average �delity of

the interleaved gate (assuming single qubit gates have higher �delity than two qubit gates).

An interleaved benchmarking experiment consists of two stages, (1) a reference experi-

ment and (2) an interleaved experiment. The reference experiment for 2-for-1 interleaved
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randomized benchmarking consists of character randomized benchmarking using 2 copies

of the single-qubit Cli�ord group G = C⊗2
1 (this is also the group considered in [7]). The

�tting curve of a randomized benchmarking experiment over this group involves 4 qual-

ity parameters fw indexed by w = (w1, w2) ∈ {0, 1}×2
. Deriving the above is an easy

exercise in representation theory (performed earlier in [7]) but we include a proof for

completeness. Concretely we have the following lemma:

Lemma 8.2. Let G = C⊗2
1 be the two-fold tensor product of the single qubit Cli�ord

group. The Liouville representation of this group (acting on two qubits), decomposes

into four inequivalent irreducible subrepresentations ϕw indexed by w ∈ {0, 1}×2
with

projectors onto the supports of ϕw given by

P(0,0) = |σ0 ⊗ σ0〉〉〈〈σ0 ⊗ σ0| (8.18)

P(1,0) =
∑

σ∈σ1

|σ ⊗ σ0〉〉〈〈σ ⊗ σ0| (8.19)

P(0,1) =
∑

σ∈σ1

|σ0 ⊗ σ〉〉〈〈σ0 ⊗ σ| (8.20)

P(0,1) =
∑

σ,σ′∈σ1

|σ ⊗ σ′〉〉〈〈σ ⊗ σ′|. (8.21)

Proof. We begin by noting that for all G ∈ C1 we have that G|σ0〉〉 = |σ0〉〉. This already

implies that

CPw = PwC, C ∈ C⊗2
1 , w ∈ {0, 1}×2

(8.22)

which means allϕw de�ned in the lemma statement are subrepresentations of the Liouville

representation ofC⊗2
1 . To see that they are also irreducible we calculate the character inner

product of the Liouville representation of C⊗2
. We have

〈χLiouville, χLiouville〉 = E
C1,C2∈C1

|Tr(C1 ⊗ C2)|2 =

(

E
C1∈C1

|Tr(C1)|2
)2

. (8.23)

Because the single qubit Cli�ord group is a two-design we know that EC1∈C1
|Tr(C1)|2 =

2 [13], and hence that 〈χLiouville, χLiouville〉 = 4. Since characters are additive w.r.t. taking

direct sums of representations and 〈χϕ, χϕ〉 ≥ 1 with equality if and only ifϕ is irreducible

(see section 3.2) we conclude that ϕw must also be irreducible for all w ∈ {0, 1}×2
.

�

We now outline in detail the steps that must be taken to perform both the reference and

interleaved experiments.

Reference experiment

To perform the reference experiment, i.e. character randomized benchmarking with G =
C⊗2

1 , we choose Ĝ = P2 the 2-qubit Pauli group. For each w ∈ {0, 1}×2
we can isolate fw

by choosing a subrepresentation ϕσ of the Liouville representation of P2. Recalling that

Pσ = |σ〉〉〈〈σ|we can choose ϕ̂ = ϕσ correctly (using lemma 8.2) to isolate the parameters
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fw . Once we have obtained all relevant quality parameters fw we can compute the average

reference �delity Fref . More explicitly we must perform the following sequence of steps.

1. Choose G = C⊗2
1 the group of single qubit Cli�ords on two qubits and choose

Ĝ = P2 the two qubit Pauli group

2. Choose {Q,1 − Q} a two component POVM with Q = |00〉〈00| and choose ρ =
|00〉〈00|

3. Choose ϕσ with σ = (Z ⊗ 1)/2 an irreducible subrepresentation of the Liouville

representation of P2 with character function χσ (given explicitly in table 8.1)

4. Perform a character randomized benchmarking experiment (as given in �g. 8.1) with

G = C⊗2
, Ĝ = P2 and ϕ̂ = ϕσ with σ = (Z ⊗ 1)/2 to obtain the quality parameter

fw with w = (1, 0)

5. Choose ϕσ with σ = (1 ⊗ Z)/2 an irreducible subrepresentation of the Liouville

representation of P2 with character function χσ (given explicitly in table 8.1)

6. Perform a character randomized benchmarking experiment (as given in �g. 8.1) with

G = C⊗2
, Ĝ = P2 and ϕ̂ = ϕσ with σ = (1⊗Z)/2 to obtain the quality parameter

fw with w = (0, 1)

7. Choose ϕσ with σ = (Z ⊗ Z)/2 an irreducible subrepresentation of the Liouville

representation of P2 with character function χσ (given explicitly in table 8.1)

8. Perform a character randomized benchmarking experiment (as given in �g. 8.1) with

G = C⊗2
, Ĝ = P2 and ϕ̂ = ϕσ with σ = (Z⊗Z)/2 to obtain the quality parameter

fw with w = (1, 1)

Knowing that fw = 1 for w = (0, 0) (assuming the noise E a�ecting the gates is CPTP)

we can use eq. (8.5) to obtain the average reference �delity F ref
avg as

F ref
avg =

1

5

(
1

4

(
1 + 3f(0,1) + 3f(1,0) + 9f(1,1)

)
+ 1

)
. (8.24)

Interleaved experiment

The interleaved experiment similarly consists of a character randomized benchmarking

experiment using G = C⊗2
1 but for every sequence

~G = (G1, . . . , Gm) we apply the

sequence (G1, C,G2, . . . , C,Gm) instead, where C is a 2-qubit interleaving gate (from

the 2-qubit Cli�ord group). Note that we must then also invert this sequence (with C) to

the identity [12] . Similarly choosing Ĝ = P2 we can again isolate the parameters fw and

from these compute the ‘interleaved �delity’ Fint. Note that it is not immediately obvious

that this interleaved RB process again yields a single exponential. In section 8.5.2 we give

a proof that this is indeed the case up to a very small correction.

To perform the interleaved stage of two-for-one interleaved benchmarking we must per-

form the following sequence of steps:
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σ\P 11 Z1 1Z ZZ X1 1X XX Y 1 1Y Y Y ZX XZ ZY Y Z XY Y X

Z1 1 1 1 1 −1 1 −1 −1 1 −1 1 −1 1 −1 −1 −1
1Z 1 1 1 1 1 −1 −1 1 −1 −1 −1 1 −1 1 −1 −1
ZZ 1 1 1 1 −1 −1 1 −1 −1 1 −1 −1 −1 −1 1 1
XX 1 −1 −1 1 1 1 1 −1 −1 1 −1 −1 1 1 −1 −1

Table 8.1: Values for the character functionχσ(P ) forP ∈ P2 andσ ∈ {(Z1)/2, (1Z)/2, (ZZ)/2, (XX)/2},
suppressing the tensor product.

1. Choose G = C⊗2
1 the group of single qubit Cli�ords on two qubits and choose

Ĝ = P2 the two qubit Pauli group

2. Choose {Q,1 − Q} a two component POVM with Q = |00〉〈00| and choose ρ =
|00〉〈00|

3. Choose ϕσ with σ = (Z ⊗ 1)/2 an irreducible subrepresentation of the Liouville

representation of P2 with character function χσ (given explicitly in table 8.1)

4. Perform an interleaved character randomized benchmarking experiment (by fol-

lowing the steps in �g. 8.1 but interleaving the gate C) with G = C⊗2
, Ĝ = P2 and

ϕ̂ = ϕσ with σ = (Z ⊗ 1)/2 to obtain the quality parameter fw with w = (1, 0)

5. Choose ϕσ with σ = (1 ⊗ Z)/2 an irreducible subrepresentation of the Liouville

representation of P2 with character function χσ (given explicitly in table 8.1)

6. Perform an interleaved character randomized benchmarking experiment (by fol-

lowing the steps in �g. 8.1 but interleaving the gate C) with G = C⊗2
, Ĝ = P2 and

ϕ̂ = ϕσ with σ = (1⊗ Z)/2 to obtain the quality parameter fw with w = (0, 1)

7. Choose ϕσ with σ = (Z ⊗ Z)/2 an irreducible subrepresentation of the Liouville

representation of P2 with character function χσ (given explicitly in table 8.1)

8. Perform an interleaved character randomized benchmarking experiment (by fol-

lowing the steps in �g. 8.1 but interleaving the gate C) with G = C⊗2
, Ĝ = P2 and

ϕ̂ = ϕσ with σ = (Z ⊗ Z)/2 to obtain the quality parameter fw with w = (1, 1)

Knowing that fw = 1 for w = (0, 0) (assuming the noise a�ecting the gates is CPTP) we

can use eq. (8.5) to obtain the average interleaved �delity F ref
avg as [7]

F int
avg =

1

5

(
1

4

(
1 + 3f(0,1) + 3f(1,0) + 9f(1,1)

)
+ 1

)
. (8.25)

Obtaining the interleaved gate average �delity

Given values for F ref
avg and F int

avg (estimated by the protocols above) we can place upper and

lower bounds on the average �delity Favg(C̃, C) of the implementation of the gate C . We

will use the optimal bounds derived in [14] which state that

|ψ(int) − ψ(C)ψ(ref) + (1− ψ(C))(1− ψ(ref))| ≤
√
ψ(C)(1− ψ(C))

√
ψ(ref)(1− ψ(ref)),

(8.26)
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where

ψ(C) = 2−q((2q − 1)Favg(C̃, C)− 1), (8.27)

and similarly for ψ(int)
and ψ(ref)

. We can numerically solve the above inequality to ob-

tain lower and upper bounds on the value for ψ(C)
given ψ(int)

and ψ(ref)
and thus for

Favg(C̃, C) given F ref
avg and F int

avg.

An often quoted number for the gate average �delity Favg(C̃, C) is the ‘interleaved gate

�delity estimate’ F est
, given by [12]

F est = 1− (2q − 1)

2q

(
1− 2qF ref

avg − 1

2qF int
avg − 1

)
, (8.28)

which can also be estimated using 2-for-1 interleaved benchmarking. We however stress

that this number, without further knowledge of the underlying noise process, has no inter-

pretation as a point estimate of Favg(C̃, C) (apart from being a point in the interval given

by solving eq. (8.26)).

Comparing standard interleaved randomized benchmarking and 2-for-1 inter-
leaved randomized benchmarking

Note that in eq. (8.26) higher values forF ref
avg andF int

avg lead to sharper bounds onFavg(C̃, C).

This is, apart from lower resource cost, the main advantage of 2-for-1 character random-

ized benchmarking. In a typical quantum computing platform the single qubit gate �delity

is much higher than the two qubit gate �delity. Since a typical 2-qubit Cli�ord gate is

composed of two layers of single qubit gates and a single two qubit gate [15] the expected

reference �delity in 2-for-1 interleaved randomized benchmarking is much higher than

the reference �delity in standard interleaved randomized benchmarking, thus leading to

much sharper bounds on the average �delity of the interleaved gate. To illustrate this we

have simulated 2-for-1 interleaved randomized benchmarking and standard interleaved

randomized benchmarking using realistic values for single qubit gate �delities and two

qubit gate �delities [16]. In particular we have chosen the single qubit average gate �-

delity to be F
(1)
avg = 0.99 and the two qubit gate �delity to be F

(2)
avg = 0.898. In �g. 8.2

we show the result of a simulated experiment using these values. We see that the ref-

erence �delity in 2-for-1 interleaved benchmarking is signi�cantly higher (F ref
avg ≈ 0.98)

than the reference �delity of standard interleaved benchmarking (F ref
avg ≈ 0.87). This in

turn leads to a signi�cantly higher lower bound for the average �delity of the interleaved

gate (Favg(C̃, C) & 0.79 for 2-for-1 interleaved benchmarking and Favg(C̃, C) & 0.62 for

standard interleaved benchmarking).

8.4. Scalability and statistics
In this section we examine in more detail some aspects of the behavior of the character

randomized benchmarking protocol. First we will argue that the protocol is scalable (with

respect to the number of qubits q) as long as the character group Ĝ is chosen properly.
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Figure 8.2: Simulation of 2-for-1 interleaved randomized benchmarking (left) and standard two-qubit interleaved

randomized benchmarking (right). Inspired by the experimental results of [16] we chose single qubit gate average

�delities of Favg = 0.987 (on both qubits) and two-qubit gate average �delities of Favg = 0.898, explicitly

realized by a random unitary error map (corresponding to an error model dominated by calibration errors). Also

following [16] we simulated a measurement �delity of F = 0.8 and a state preparation �delity of F = 0.99.

Both experiments sampled 100 random sequences per sequence length for sequence lengths in the interval [1, 15].
The 2-for-1 interleaved experiment produces a reference �delity of Fref ≈ 0.98 and an interleaved �delity of

Fint ≈ 0.87. This leads to an ’interleaved gate �delity estimate’ of Fest = 0.89 with a guaranteed lower bound

of Favg(C̃, C) & 0.79. On the other hand the standard interleaved randomized benchmarking experiment

produces a reference �delity of Fref ≈ 0.86 and an interleaved �delity of Fint = 0.78. This leads to an

’interleaved gate �delity estimate’ of Fest ≈ 0.9 with a guaranteed lower bound of Favg(C̃, C) & 0.62. Note

that the lower bound produced by the standard interleaved randomized benchmarking experiment is signi�cantly

worse than the lower bound produced by 2-for-1 interleaved benchmarking. (Note that that we have not included

error estimates for the �tted values as we are only interested in the qualitative behavior of the experiment here.)

Note also that the 2-for-1 interleaved randomized benchmarking experiment yields three single exponential

decays that very nearly overlap. We will explain this behavior in section 8.5.2.
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Secondly we will investigate the �nite sampling regime of character randomized bench-

marking, arguing that character benchmarking has �nite sampling properties similar to

standard randomized benchmarking.

8.4.1. Scalability of character randomized benchmarking
When performing character randomized benchmarking, especially on many qubits, care

must be taken to select the group Ĝ and associated representation ϕ̂. For a group Ĝ the

representation ϕ̂ could have a dimension |ϕ̂| that grows exponentially in the number of

qubits in the system. Similarly the character function χϕ̂ could have values that grow ex-

ponentially in the number of qubits. This means the quantity kλ
′

m (~G) can not necessarily

be e�ciently estimated for experiments involving more than a few qubits. A solution to

this is to choose Ĝ such that ϕ̂ has small dimension. Since the maximal absolute value of

the character function is bounded by the dimension of the associated representation [17],

the value of the character function will also be small. This was the case in the two exam-

ples where we chose Ĝ = Pq which has only one-dimensional subrepresentations. When

benchmarking any group G which has the Pauli group Pq as a subgroup one can always

set Pq = Ĝ and project onto one of the one-dimensional subrepresentations of the Liou-

ville representation of Pq .

8.4.2. Finite sampling
Here we elaborate on the statistical aspects of character randomized benchmarking. We

will denote probability distributions by capital Greek letters (such as Λ) and their means by

the letter µ subscripted with the corresponding distribution. The character randomized

benchmarking protocol requires one to calculate the means of probability distributions.

This is however impossible to do exactly using only a �nite amount of samples drawn from

the probability distribution. Instead one must rely on empirical estimates of these means.

The reliability of these estimates is expressed by con�dence intervals. Imagine being given

a distribution with mean µ and an empirical estimate µN = 1
N

∑
x∈RN x where RN is a

set of N samples drawn independently from the distribution. Now a con�dence interval

(around µN ) is a pair of real numbers (ε, δ) such that

Pr(|µN − µ| ≥ ε) ≤ 1− δ, (8.29)

where the probability is taken with respect to the distribution being sampled from. Even

though con�dence intervals seem to require knowledge of the distribution being sampled

from they can in fact be constructed using only very limited knowledge of the distribu-

tion. In particular, if one knows that the distribution being sampled from is bounded i.e.,

it only takes values inside an interval [a, b] for a, b ∈ R then we can use Hoe�ding’s

concentration inequality [18], given by

Pr(|µN − µ| ≥ ε) ≤ 1− 2 exp

( −Nε2
(a− b)2

)
. (8.30)

Plugging in δ and inverting this equation we get a relation between the con�dence inter-

val (ε, δ) and the number of samples N from the distribution we need to construct this
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interval. We have

N ≥ log(2/δ)(a− b)2

ε2
. (8.31)

Note that this equation is completely generic, it can be used to empirically estimate the

mean of any probability distribution, as long as this distribution is bounded.

With the above we can analyze the behavior of character randomized benchmarking pro-

tocol w.r.t. �nite sampling. The main question we aim to answer here is how many samples

are required to accurately estimate the character average kλ
′

m for �xed m and λ′. There

are 3 sources of randomness in the character randomized benchmarking protocol.

1. The �rst source of randomness comes from sampling sequences uniformly at ran-

dom from the set G×m.

2. The second source of randomness comes from sampling an element from Ĝ uni-

formly at random.

3. The last source of randomness is quantum mechanics itself. In general we can per-

form the following sequence of events:

(a) Prepare a system in a state ρ,

(b) Apply some quantum operation E ,

(c) Measure using some two-component POVM {Q,1−Q}.

At the end of this sequence we will get a single bit of information xwhich takes the

value 0 (measure Q) or 1 (measure 1−Q). We can think of x as being an instance

of a random variable X which follows a Bernoulli distribution ΛBern with mean

µΛBern = 〈〈Q|E|ρ〉〉.

We will now investigate each of these sources of randomness.

In [11, 19] (see also chapter 6) it was shown that the average kλ
′

m over sequences
~G ∈ G×m

can be estimated with high precision and high con�dence using only a few hundred se-

quences. These results, which were derived for standard Cli�ord-randomized benchmark-

ing, can be extended to character randomized benchmarking. Whether similar results hold

when performing randomized benchmarking with other groups is however an open ques-

tion, making it a topic for further research in both character and standard randomized

benchmarking. This is however not an issue inherent to the character benchmarking ap-

proach but is rather common to all non-Cli�ord randomized benchmarking protocols.

The second source of randomness is unique to character randomized benchmarking, namely

estimating the mean of the distribution induced by uniform random sampling from the

group Ĝ. Formally we have

kλ
′

m (~G) = Ê
G∈Ĝ

χϕ̂(Ĝ)|ϕ̂|〈〈Q|G̃inv
~̃GĜ|ρ〉〉. (8.32)
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Note that this quantity mixes two of the above types of randomness as kλ
′

m (~G) is an aver-

age of quantities 〈〈Q|G̃inv
~̃GĜ|ρ〉〉 which are themselves means of Bernoulli distributions.

The naive way of estimating kλ
′

m (~G) would be to �rst estimate the means 〈〈Q|G̃inv
~̃GĜ|ρ〉〉

one by one, by performing the associated measurement procedure N times and using the

concentration inequality given above to construct an (accurate) estimate of 〈〈Q|G̃inv
~̃GĜ|ρ〉〉.

We can then multiply each estimate by χϕ̂(Ĝ)|ϕ̂| and average them to obtain an estimate

for kλ
′

m (~G).

However, to calculate kλ
′

m (~G) we would have to perform this procedure for every Ĝ ∈ Ĝ,

which would require |Ĝ|N samples in total. This is not a good approach when performing

character randomized benchmarking on more than a few qubits. The reason for this is that

typically the size of Ĝ will grow exponentially with the number of qubits. For instance, if

Ĝ is the Pauli group we have |Ĝ| = |Pq| = 4q for q qubits.

A second method, which will be more e�cient when |Ĝ| is very big, is to not try to estimate

all means 〈〈Q|G̃inv
~̃GĜ|ρ〉〉 individually. Instead we will perform an empirical estimate of

kλ
′

m (~G) directly by the following procedure.

1. Sample Ĝ ∈ Ĝ uniformly at random .

2. Prepare the state GinvGm · · · G1Ĝ|ρ〉〉 and measure it once obtaining a result b(Ĝ) ∈
{0, 1}.

3. Compute x(Ĝ) = χϕ̂(Ĝ)|ϕ̂|b(Ĝ) ∈ {0, χϕ̂(Ĝ)|ϕ̂|}.

4. Repeat su�ciently many times and compute the empirical average of x(Ĝ).

Every time we perform steps (1)-(3) we are are drawing a single sample from a certain

probability distribution. This probability distribution is a mixture distribution. Mixture

distributions are de�ned as linear combinations of probability distributions. Note that

there there is a di�erence between a mixture of distributions and an linear combination

of random variables [20]. Formally the mixture distribution induced by the procedure

outlined above will be de�ned as

Λλ′ = Ê
G∈Ĝ
|ϕ̂|χϕ̂(Ĝ)ΛBern,Ĝ, (8.33)

where ΛBern,Ĝ is a Bernoulli distribution with mean µΛBern,Ĝ
= 〈〈Q|G̃inv

~̃GĜ|ρ〉〉. The

distribution Λλ′ will in general be rather complex (as it is the mixture of |Ĝ| Bernoulli

distributions). A useful feature of mixture distributions however, is that their mean is

given by the weighted average the means of the mixing distributions with the weights

precisely given by the weights in the mixture [20]. In particular that means we have for
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µΛλ′ that

µΛλ′ = Ê
G∈Ĝ
|ϕ̂|χϕ̂(Ĝ)µΛBern,Ĝ

, (8.34)

= Ê
G∈Ĝ
|ϕ̂|χϕ̂(Ĝ)〈〈Q|G̃inv

~̃GĜ|ρ〉〉, (8.35)

= kλ
′

m(~G). (8.36)

Moreover the distribution Λλ′ is upper and lower bounded by ±|ϕ̂|χ∗ϕ̂ where χ∗ϕ̂ =

maxĜ |χϕ̂(Ĝ)|. This means that we can use the concentration inequality eq. (8.30) to

bound the number of times we need to sample from Λλ′ (via the procedure above) in or-

der to estimate kλ
′

m (~G). Note that the number of samples that need to be taken will now

not depend on |Ĝ| at all.

As an illustration consider the follow example. Let Ĝ be the Pauli group Pq on q qubits.

This group is of size |Pq| = 4q . However, as discussed above, the subrepresentations of of

the Pauli transfer matrix representation P are all of dimension one and are indexed by the

normalized Pauli matrices σ ∈ {σ0}∪σq . Let’s perform character randomized benchmark-

ing where λ′ = σ for some normalized Pauli matrix σ. Since the representation ϕσ is one

dimensional we have |ϕ̂| = |ϕσ| = 1. Moreover we have that the character |χσ(P )| = 1
for all P ∈ Pq . This means that the distribution Λσ is upper and lower bounded by ±1.

If we now want to estimate the mean kλ
′

m(~G) for a particular sequence
~G we can perform

the procedure above to sample from Λσ . Using the concentration inequality eq. (8.30) see

that for a con�dence interval of size ε = 0.02 and con�dence δ = 0.99 around the mean

µΛσ = kλ
′

m (~G) we need to draw

N ≥ log(2/0.99)(1− (−1))2

0.022
= 1769 (8.37)

samples. Note that this number is both ‘reasonable’ and completely independent of the

number of qubits q. Moreover, this is not a sophisticated estimate and using more knowl-

edge of the distribution being sampled one can probably further reduce this number.

The third source of randomness, quantum mechanics, is well studied. We would how-

ever like to make a note about a particular part of the procedure for estimating 〈〈Q|E|ρ〉〉,
that is the preparation of the state ρ. It will often be the case that the optimal state for a

character randomized benchmarking procedure is not a pure state but rather represented

by a density matrix of high rank. This introduces further experimental di�culties as an

experimental setup usually only gives access to pure states (by design). We can overcome

this di�culty by realizing that every density matrix ρ can be written as a probability dis-

tribution over pure states, that is

ρ =
∑

ψ

pρψ|ψ〉〈ψ|, pρψ ≥ 0,
∑

ψ

pρψ = 1. (8.38)



8

184 8. Character randomized benchmarking

This means that 〈〈Q|E|ρ〉〉 is also the mean of a mixture distribution that takes values in

the set {0, 1} (so the mixture is still a Bernoulli distribution). In particular it is a mixture

of Bernoulli distributions with mean 〈〈Q|E|ψ〉〉. This means that in the case of non-pure ρ
we can update our sampling procedure to be

1. Fix a decomposition ρ =
∑
ψ p

ρ
ψ|ψ〉〈ψ|.

2. Sample ψ according to {pρψ}ψ .

3. Sample Ĝ ∈ Ĝ uniformly at random .

4. Prepare the state GinvGm · · · G1Ĝ|ψ〉〉 and measure it once obtaining a result b(Ĝ) ∈
{0, 1}.

5. Compute x(Ĝ) = χϕ̂(Ĝ)|ϕ̂|b(Ĝ) ∈ {0, χϕ̂(Ĝ)|ϕ̂|}.
6. Repeat su�ciently many times and compute the empirical average of x(Ĝ).

This means we are now sampling from the mixture distribution

Λλ′ = Ê
G∈Ĝ

∑

ψ

pρψ|ϕ̂|χϕ̂(Ĝ)ΛBern,Ĝ,ψ, (8.39)

where ΛBern,Ĝ,ψ is now a Bernoulli distribution with mean 〈〈Q|G̃invG̃m · · · G̃1Ĝ|ψ〉〉. How-

ever the same reasoning as above holds and the number of samples (repetitions of the

above procedure) required to obtain an estimate for the mean of Λλ′ still only depends

on the interval on which Λλ′ is de�ned, yielding no increase in the number of samples

needed even when the ideal input state ρ is very non-pure (has high rank).

8.5. Technical statements
In this section we give some technical arguments that are not integral to the central idea

of the character randomized benchmarking protocol but are important enough to be men-

tioned explicitly. Firstly we discuss the subrepresentations of the Liouville representation

of the Pauli group. This representation features prominently in the examples of charac-

ter randomized benchmarking discussed in section 8.3 so it is valuable to repeat here in

detail some results about this representation. Secondly we discuss a technical lemma that

extends the validity of character randomized benchmarking beyond the assumption of

gate-independent noise. In particular we will prove a robustness result similar to the one

recently proven for standard randomized benchmarking in [21].

8.5.1. Representations of the Pauli group
Probably the most useful choice for the group Ĝ is the multi-qubit Pauli group. This group

is de�ned as Pq = 〈i1, X, Z〉⊗q . The reason this group is useful lies in the fact that the

irreducible subrepresentations of the Pauli transfer matrix representations of Pq are all of

dimension one and moreover that they are all inequivalent. We have the following lemma:

Lemma 8.3. Let Pq be the Pauli group on q qubits and consider its Liouville representa-

tion. The Liouville representation decomposes as

P =
⊕

σ∈{σ0}∪σq

ϕσ(P ), ∀P ∈ Pq, (8.40)
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with the projector Pσ onto the support of ϕσ given by

Pσ = |σ〉〉〈〈σ|, (8.41)

for all σ ∈ {σ0} ∪ σq. Moreover all representations ϕσ are one-dimensional, mutually

inequivalent and have character functions χσ given by

χσ(P ) = (−1)〈σ,P 〉, (8.42)

with

〈σ, P 〉 =

{
0 ⇐⇒ P and σ commute

1 ⇐⇒ P and σ anti-commute.
(8.43)

Proof. Consider the action of P on the vector |σ〉〉 for σ ∈ {σ0} ∪ σq and P ∈ Pq :

P|σ〉〉 = |PσP †〉〉 = (−1)〈σ,P 〉|PP †σ〉〉 = (−1)〈σ,P 〉|σ〉〉. (8.44)

This means that |σ〉〉 spans a subrepresentation of P . Since the space spanned by |σ〉〉 is

one dimensional, this subrepresentation is also irreducible. We call this subrepresentation

ϕσ . By construction Pσ = |σ〉〉〈〈σ|. Moreover the character function χσ is given as

χσ(P ) = Tr(P|σ〉〉〈〈σ|) = 〈〈σ|P|σ〉〉 = (−1)〈σ,P 〉. (8.45)

It remains to prove that for σ 6= σ′ the representations ϕσ, ϕσ′ are inequivalent. We do

this by leveraging eq. (3.13) from chapter 3 which states that the irreducible ϕσ, ϕσ′ are

inequivalent if and only if the character inner product

〈χϕσ , χϕσ′ 〉 = E
G∈G

χϕσ (G)χ̄ϕσ′ (G) (8.46)

is equal to zero.

We calculate the character inner product for representations ϕσ, ϕσ′ of Pq as follows:

〈χσ, χσ′〉 = E
P∈Pq

χσ(P )χ̄σ′(P ) = E
P∈Pq

(−1)〈P,σ〉(−1)〈P,σ
′〉. (8.47)

It is easy to verify by explicit computation that (−1)〈P,σ〉(−1)〈P,σ
′〉 = (−1)〈P,τ〉 with

τ ≈ σσ′, i.e τ is equal to σσ′ up to a proportionality factor. Since σσ′ ≈ 1 if and only

if σ = σ′ we have that τ 6= 1. Since a non-identity Pauli matrix (such as τ ) commutes

with precisely half of the elements of the Pauli group and anti-commutes with the other

half (for a proof of this fact see for instance [22, Lemma 1]) we have that 〈χσ, χσ′〉 = 0,

completing the lemma. �

Note that for two Pauli matrices P, P ′ we can also e�ciently (in the number of qubits q)

decide whether they commute or anti-commute. This means that the character function

χσ(P ) can be e�ciently computed on the �y for any σ and P . This is important because

we must compute an instantiation of the character function for every random sample

drawn during the character randomized benchmarking procedure. Note however that this

can be done in post-processing so high speed (not just e�cient) calculation of the character

function is not a requirement for the success of the character randomized benchmarking

procedure.
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8.5.2. Interleaved character randomized benchmarking
In section 8.3.2 we proposed 2-for-1 interleaved randomized benchmarking, a form of char-

acter interleaved randomized benchmarking. More generally we can consider performing

interleaved character randomized benchmarking with a benchmarking group G, a char-

acter group Ĝ, and an interleaving gate C . However it is not obvious that the interleaved

character randomized benchmarking procedure (for arbitrary G andC) always yields data

that can be �tted to a single exponential such that the average �delity can be extracted.

Here we will justify this behavior subject to an assumption on the relation between the

interleaving gate C and the benchmarking group G which we expect to be quite general.

This relation is phrased in terms of what we call the ‘mixing matrix’ of the group G and

gate C . This matrix, which we denote by M , has entries

Mλ,λ̂ =
1

Tr(Pλ)
Tr
(
PλCPλ̂C†

)
(8.48)

for λ, λ′ ∈ R′G = RG\{id} with ϕid the trivial subrepresentation of the PTM represen-

tation of G carried by |1〉〉 and where Pλ is the projector onto the subrepresentation ϕλ
of G. Note that this matrix is de�ned completely by C and the PTM representation of G.

Note also that this matrix has only non-negative entries, that is Mλ,λ̂ ≥ 0 ∀λ, λ̂.

In the following lemma we will assume that the mixing matrixM is not only non-negative

but also irreducible in the Perron-Frobenius sense [23]. Formally this means that there ex-

ists an integerL such thatAL has only strictly positive entries. This assumption will allow

us to invoke the powerful Perron-Frobenius theorem [23] to prove in lemma 8.4 that in-

terleaved character randomized benchmarking works as advertised. Below lemma 8.4 we

will also explicitly verify the irreducibility condition for 2-for-1 interleaved benchmark-

ing with the CPHASE gate. We note that the assumption of irreducibility of M can be

easily relaxed toM being a direct sum of irreducible matrices with the proof of lemma 8.4

basically unchanged. It is an open question if it can be relaxed further to encompass all

non-negative mixing matrices.

Lemma 8.4. Consider the outcome kmλ′ of an interleaved character randomized bench-

marking experiment (G, Ĝ, λ′,m,C) and assume the existence of quantum channels EC , E
s.t. C̃ = CEC and G̃ = EG for all G ∈ G. Now consider the matrix M(ECE) as a function

of the composed channel ECE with entries

Mλ,λ̂(ECE) =
1

Tr(Pλ)
Tr
(
PλCPλ̂C†ECE

)
(8.49)

for λ, λ′ ∈ R′G = RG\{id} where Pλ is again the projector onto the subrepresentation

ϕλ of G. If for E = EC = I (the identity map) the matrix M(I) = M (the mixing

matrix de�ned above) is irreducible (in the sense of Perron-Frobenius), then there exist

parameters A, fλ′ s.t.

|kmλ′ −Afmλ′ | ≤ δ1δm2 (8.50)

with δ1 = O(1− Favg(ECE)) and δ2 = γ + O([1− Favg(ECE)]2) where γ is the second

largest eigenvalue (in absolute value) of M . Moreover we have that (noting that fid = 1
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as the map ECE is CPTP):

∣∣∣∣∣
1

2q

∑

λ′∈RG

Tr(Pλ)fλ′ −
2q(Favg(ECE) + 1)

2q + 1

∣∣∣∣∣ ≤ O
(
[1− Favg(ECE)]2

)
(8.51)

Proof. Consider the de�nition of kmλ′ :

kλ
′

m = |ϕ̂| E
G1,...,Gm∈G

Ê
G∈Ĝ

χφ̂(Ĝ)〈〈Q|EinvGinvCECEGmCECE . . . CECEG1Ĝ|ρ〉〉, (8.52)

where Ginv = G†1C
† · · ·G†mC† and Einv is the noise associated to the inverse gate (which

we assume to be constant). Using the character projection formula and Schur’s lemma we

can write this as

kλ
′

m = E
G1,...,Gm−1∈G

〈〈Q|EinvG†1C† · · · G†m−1C†
[ ∑

λm∈RG

Tr(PλmECE)

Tr(Pλm)
Pλm

]
(8.53)

× CECEGm−1CECE . . . CECEG1Pϕ̂|ρ〉〉. (8.54)

Note now that in general C and Pλm do not commute. This means that we can not repeat

the reasoning of lemma 4.1 but must instead write (using Schur’s lemma again):

kλ
′

m =
∑

λm∈RG

Tr(PλmECE)

Tr(Pλm) E
G1,...,Gm−2∈G

〈〈Q|EinvG†1C† · · · G†m−2C† (8.55)

×


 ∑

λm−1∈RG

Tr(Pλm−1
C†PλmCECE)

Tr(Pλm−1
)


 (8.56)

× Pλm−1
CECEGm−2CECE . . . CECEG1Pϕ̂|ρ〉〉.

(8.57)

Here we recognize the de�nition of the matrix element Mλm−1,λm(ECE). Moreover we

can apply the above expansion to Gm−2, Gm−3 and so forth, writing the result in terms

of powers of the matrix M(ECE). After some reordering we get

kλ
′

m =
∑

λ1,λm∈RG

Tr(PλmECE)

Tr(Pλm)
[Mm−1]λ1,λm〈〈Q|Pλ1Pϕ̂|ρ〉〉 (8.58)

where we have again absorbed the noise associated with the inverse Ginv into the mea-

surement POVM element Q. Now recognizing that by construction Pϕ̂ ⊂ Pλ′ we can

write kλ
′

m as

kλ
′

m = eλ′M
mvT 〈〈Q|Pϕ̂|ρ〉〉 (8.59)

where eλ′ is the λ′th standard basis row vector of length R′G and v = v(ECE) is a row

vector of length R′G with entries [v]λ =
Tr(PλmECE)

Tr(Pλm ) . This looks somewhat like an expo-

nential decay but not quite. Ideally we would like that Mm
has one dominant eigenvalue
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and moreover that the vector v has high overlap with the corresponding eigenvector. This

would guarantee that kλ
′

m is close to a single exponential. The rest of the proof will argue

that this is indeed the case. Now we use the assumption of the irreducibility of the mixing

matrix M = M(I). Subject to this assumption, the Perron-Frobenius theorem [23] states

that the matrix M has a non-degenerate eigenvalue γmax(M(I)) that is strictly larger in

absolute value than all other eigenvalues of M(I) and moreover satis�es the inequality

min
λ∈R′G

∑

λ̂∈R′G

Mλ,λ̂ ≤ γmax(M(I)) ≤ max
λ∈R′G

∑

λ̂∈R′G

Mλ,λ̂. (8.60)

It is easy to see from the de�nition of Mλ,λ̂ that

∑

λ̂∈R′G

Mλ,λ̂ =
∑

λ̂∈R′G

1

Tr(Pλ)
Tr
(
PλCPλ̂C†

)
(8.61)

=
∑

λ̂∈R′G

1

Tr(Pλ)


PλC

∑

λ̂∈R′G

Pλ̂C†

 (8.62)

=
Tr(Pλ)

Tr(Pλ)
= 1 (8.63)

for all λ ∈ R′G. This means the largest eigenvalue of M(I) is exactly 1. Moreover, as

one can easily deduce by direct calculation, the associated right-eigenvector is the vector

vR = (1, 1, . . . , 1). Note that this vector is precisely v(ECE) (as de�ned in eq. (8.59)) for

ECE = I . Similarly the left-eigenvector ofM = M(I) is given by (in terms of its compo-

nents) vLλ = Tr(Pλ). This allows us to calculate that kλ
′

m = 〈〈Q|Pϕ̂|ρ〉〉 if ECE = I , which

is as expected.

Now we will consider the map ECE as a perturbation of I with the perturbation parameter

α = 1− Tr(PtotECE)

Tr(Ptot)
(8.64)

with Ptot =
∑
λ∈R′G Pλ. We can write the quantum channel ECE as ECE = I − αD

where D is some superoperator (not CP, but by construction trace-annihilating). Since

M(ECE) is linear in its argument we can write M(ECE) = M(I) − αM(D). From

standard matrix perturbation theory [24, Section 5.1] we can approximately calculate the

largest eigenvalue of M(ECE) as

γmax(M(ECE)) = γmax(M(I))− αv
LM(D)vR

T

vLvR
T

+O(α2) (8.65)
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We can now calculate the prefactor
vLM(D)vR

T

vLvRT
as

vLA(D)vR
T

vLvR
T

=

∑
λ∈R′G

∑
λ̂∈R′G

vLλM(D)λ,λ̂v
R
λ̂

Tr(Ptot)
(8.66)

=

∑
λ∈R′G

∑
λ̂∈R′G

Tr(PλC
†Pλ̂D)

Tr(Ptot)
(8.67)

=
Tr (PtotD)

Tr(Ptot)
(8.68)

=
1

α

Tr (Ptot[I − ECE ])

Tr(Ptot)
(8.69)

= 1 (8.70)

where we used the de�nition ofα in the last line. This means that γmax(M(ECE)) = 1−α
up to O(α2)corrections. One could in principle calculate the prefactor of the correction

term, but we will not pursue this here. Now we know that the matrix M(ECE)m−1
in

eq. (8.59) will be dominated by a factor (1 − α + O(α2))m−1
. However it could still be

that the vector v(ECE) in eq. (8.59) has small overlap with the right-eigenvector vR(ECE)
of M(ECE) associated to the largest eigenvalue γmax(M(ECE)). We can again use a per-

turbation argument to see that this overlap will be big. Again from standard perturbation

theory [24, Section 5.1] we have

∥∥vR(ECE)− vR(I)
∥∥ = O(|α|). (8.71)

Moreover, by de�nition of vR(I) and v(ECE) we have that vRv(ECE)T = 1− α. By the

triangle inequality we thus have

∥∥vR(ECE)− v(ECE)
∥∥ = O(|α|). (8.72)

One can again �ll in the constant factors here if one desires a more precise statement.

Finally we note from the de�nition of average �delity (de�nition 11).

α = 1− Tr(PtotECE)

Tr(Ptot)
=

2q

2q − 1
(F (ECE)− 1) (8.73)

This means that in the relevant limit of high �delity, α will be small, justifying our per-

turbative analysis. De�ning γ to be the second largest (in absolute value) eigenvalue of

M(ECE), which by the same argument as above will be the second largest eigenvalue of

M(I) up to O(α2) corrections, we get

∣∣kλ′m − 〈〈Q|Pϕ̂|ρ〉〉 − γmax(M(ECE))m−1〈〈Q|Pϕ̂|ρ〉〉
∣∣ ≤ δ1δm2 (8.74)

with δ1 = O(1 − Favg(ECE)) and δ2 = |γ| + O((1 − Favg(ECE))2). Moreover, we have

from eqs. (8.65) and (8.73) that

γmax(A(ECE)) = 1− 2q

2q − 1
(F (ECE)− 1) +O

(
[1− Favg(ECE)]2

)
(8.75)
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which immediately implies

∣∣∣∣∣
1

2q

∑

λ′∈RG

Tr(Pλ)fλ′ −
2q(Favg(ECE) + 1)

2q + 1

∣∣∣∣∣ ≤ O
(
[1− Favg(ECE)]2

)
(8.76)

proving the lemma. �

It is instructive to calculate the mixing matrix for a relevant example. We will calculateM
for C the CPHASE gate and G = C⊗2

two copies of the single qubit Cli�ord gates. Recall

from the main text that the PTM representation of C⊗2
has three non-trivial subrepresen-

tations. From their de�nitions in eq. (8.18) and the action of the CPHASE gate on the two

qubit Pauli operators it is straightforward to see that the mixing matrix is of the form

M =




1/3 0 2/3
0 1/3 2/3

2/9 2/9 5/9


 . (8.77)

Calculating M2
one can see that M is indeed irreducible. Moreover M has eigenvalues

1, 1/3 and −1/9. This means that for 2-for-1 interleaved benchmarking the interleaved

experiment produces data that deviates from a single exponential no more than (1/3)m

(for su�ciently high �delity) which will be negligible for even for fairly small m. This

means that for 2-for-1 interleaved benchmarking the assumption that the interleaved ex-

periment produces data described by a single exponential is good. We saw this con�rmed

numerically in the simulated experiment presented in �g. 7.2.

8.5.3. Gate-dependent noise
Thus far we have developed the theory of character randomized benchmarking under the

assumption of gate-independent noise. This is is not a very realistic assumption. Here

we will generalize our framework to include gate-dependent noise. In particular we will

deal with the so called ‘Markovian’ noise model. This noise model is formally speci�ed

by the existence of a function Φ : G→ S2q which assigns to each element G of the group

G a quantum channel Φ(G) = EG. Note that this model is not the most general, it does

not take into account the possibility of time dependent e�ects or memory e�ects during

the experiment. It is however much more general and realistic than the gate-independent

noise model. Note that this section is signi�cantly more technical than the rest of the

chapter and it is not required to understand it to use character randomized benchmarking

in practice. We have however chosen to include it for completeness. In this section we

will prove two things:

1. A character randomized benchmarking experiment always yields data that can be

�tted to a single exponential decay up to a small and exponentially decreasing cor-

rective term.

2. The decay rates yielded by a character randomized benchmarking experiment can

be related to the average �delity of the noise in between gates, averaged over all

gates.
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Both of these statements, and their proofs, are straightforward generalizations of the work

of Wallman [21] which dealt with standard randomized benchmarking. We will see that

his conclusion, that randomized benchmarking measures the average �delity of noise in

between quantum gates up to a small correction, generalizes to the character benchmark-

ing case. We begin with a technical theorem, which generalizes [21, theorem 2] to twirls

over arbitrary groups (with multiplicity-free Liouville representations).

Theorem 8.1. Let G be a group such that its Liouville representation G =
⊕

λ∈RG
ϕλ(G)

is multiplicity-free. Denote for all λ by fλ the largest eigenvalue of the operatorEG∈G(G̃⊗
ϕλ(G)) where G̃ is the CPTP implementation ofG ∈ G. There exist Hermicity-preserving

linear superoperators L,R such that

E
G∈G

(G̃LG†) = LDG, (8.78)

E
G∈G

(G†RG̃) = DGR, (8.79)

E
G∈G

(GRLG†) = DG, (8.80)

where DG is de�ned as

DG =
∑

λ

fλPλ, (8.81)

with Pλ the projector onto the representation ϕλ for all λ ∈ RG.

Proof. Using the de�nition of G and DG we can rewrite eq. (8.78) as

∑

λ

E
G∈G

(G̃(LPλ)ϕλ(G)†) =
∑

λ

fλLPλ. (8.82)

This means that, without loss of generality, we can take L to be of the form

L =
∑

λ

Lλ, LλPλ′ = δλλ′Lλ, ∀λ′. (8.83)

Similarly we can takeR to be

R =
∑

λ

Rλ, Pλ′Rλ = δλλ′Rλ, ∀λ′. (8.84)

This means eqs. (8.78) and (8.79) decompose into independent pairs of equations for each

λ:

E
G∈G

(G̃Lλϕλ(G)†) = fλLλ (8.85)

E
G∈G

(ϕλ(G)†RG̃) = fλRλ. (8.86)
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Next we use the vectorization operator vec : M22q → R24q

mapping the Liouville rep-

resentations of superoperators to vectors of length R24q

. This operator has the property

that for all A,B,C ∈M22q we have

vec(ABC) = A⊗ CTvec(B) (8.87)

where CT is the transpose of C . Applying this to the equations eqs. (8.85) and (8.86) and

noting that G† = GT since G is a real matrix we get the eigenvalue problems equivalent

to eqs. (8.85) and (8.86),

E
G∈G

(G̃ ⊗ ϕλ(G))vec(Lλ) = fλvec(Lλ), (8.88)

E
G∈G

(G̃ ⊗ ϕλ(G))Tvec(Rλ) = fλvec(Rλ). (8.89)

Since we have de�ned fλ to be the largest eigenvalue of EG∈G(G̃ ⊗ ϕλ(G)) (and equiv-

alently of EG∈G(G̃ ⊗ ϕλ(G))T ) we can choose vec(L) and vec(R) to be the left and

right eigenvectors respectively of EG∈G(G̃ ⊗ ϕλ(G)) associated to fλ. Inverting the

vectorization we obtain solutions to the equations eqs. (8.85) and (8.86) and hence also

eqs. (8.78) and (8.79). To see that this solution also satis�es eq. (8.80) we note �rst that

EG∈G(GRλLλG†) is proportional toPλ for anyRλ,Lλ satisfying eqs. (8.83) and (8.84) (by

Schur’s lemma). Since the eigenvectors ofEG∈G(G̃⊗ϕλ(G)) are only de�ned up to a con-

stant we can for every λ choose proportionality constants such that EG∈G(GRλLλG†) =
fλPλ and thus that eq. (8.80) is satis�ed.

�

Next we prove that if we perform a character randomized benchmarking experiment the

observed data can always be �tted (up to an exponentially small correction) to a single

exponential decay. The decay rate of fλ′ associated to this experiment will be the largest

eigenvalue of the operator EG∈G(G̃ ⊗ϕλ′(G)) mentioned in the theorem above. Later we

will give an operational interpretation of this number. We begin by de�ning, for allG ∈ G
a superoperator ∆G which captures the ‘gate-dependence’ of the noise implementation of

G,

∆G := G̃ − LGR, (8.90)

where R,L are de�ned as in theorem 8.1. Using this expansion we have the following

theorem, which generalizes [21, theorem 4] to character randomized benchmarking over

arbitrary �nite groups with multiplicity-free Liouville representation.

Theorem 8.2. Let G be a group such that its Liouville representation G =
⊕

λ∈RG
ϕλ(G)

is multiplicity-free. Consider the outcome of a character randomized benchmarking ex-

periment with benchmarking group G, character group Ĝ, a parameter λ′ ∈ RG a sub-

representation ϕ̂ of Ĝ s.t. Pϕ̂ ⊂ Pλ′ and a sequence length m. That is, consider the real

number

kλ
′

m = E
G∈G
Ê
G∈Ĝ

χϕ̂(Ĝ)|ϕ̂|〈〈Q|G̃invG̃m · · · G̃1Ĝ|ρ〉〉, (8.91)
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for some input state ρ and output POVM {Q,1 − Q} and m ∈ M. This probability can

be �tted to an exponential of the form

kλ
′

m =fit Af
m
λ′ + εm, (8.92)

where A is a �tting parameter, fλ′ is the largest eigenvalue of the operator EG∈G(G̃ ⊗
ϕλ′(G)) and εm ≤ δ1δm2 with

δ1 = |ϕ̂|max
Ĝ∈Ĝ
|χϕ̂(Ĝ)|max

G∈G
‖∆G‖� , (8.93)

δ2 = EG∈G ‖∆G‖� , (8.94)

where ‖·‖� is the diamond norm on superoperators [25].

Proof. We begin by expanding G̃1Ĝ = LG1ĜR+ ∆G1Ĝ
. This gives us

kλ
′

m = E
G1,...,Gm∈G

Ê
G∈Ĝ

χϕ̂(Ĝ)|ϕ̂|〈〈Q|G̃invG̃m · · · LG1ĜR|ρ〉〉

+ χϕ̂(Ĝ)|ϕ̂|〈〈Q|G̃invG̃m · · ·∆G1Ĝ
|ρ〉〉. (8.95)

We now analyze the �rst term in eq. (8.95). Using the character projection formula, the

fact that G1 = (GinvGm . . .G2)† and eq. (8.78) from theorem 8.1 we get

E
G1,...,Gm∈G

Ê
G∈Ĝ

χϕ̂(Ĝ)|ϕ̂|〈〈Q|G̃invG̃m · · · LG1ĜR|ρ〉〉 (8.96)

= E
G1,...,Gm∈G

〈〈Q|G̃invG̃m · · · G̃2LG†2 . . .G†invPϕ̂R|ρ〉〉, (8.97)

= E
G3,...,Gm∈G

〈〈Q|G̃invG̃m · · · G̃3LDGG†3 . . .G†invPϕ̂R|ρ〉〉, (8.98)

= 〈〈Q|LDmG Pϕ̂R|ρ〉〉, (8.99)

= fmλ′ 〈〈Q|LPϕ̂R|ρ〉〉, (8.100)

where we used that DG commutes with G for all G ∈ G and the fact that DGPϕ̂ = fλ′Pϕ̂.

Next we consider the second term in eq. (8.95). For this we �rst need to prove a technical
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statement. We make the following calculation for all j ≥ 2 and Ĝ ∈ Ĝ:

E
G1,...,Gm∈G

G̃invG̃m · · · G̃j+1LGjR∆Gj−1
. . .∆G1Ĝ

(8.101)

= E
G1,...,Gm∈G

G̃invG̃m · · · G̃j+1LG†j+1 . . .G†mGinvG†1 (8.102)

. . .G†j−1R∆Gj−1 . . .∆G1Ĝ
(8.103)

= E
G1,...,Gm∈G

G̃invG̃m · · · G̃j+1LG†j+1 . . .G†mGinvG†1 (8.104)

. . .G†j−1R(G̃j−1 − LGj−1R)∆Gj−2 . . .∆G1Ĝ
(8.105)

= E
G1,...,Gj−1,Gj+1,...Gm∈G

G̃invG̃m · · · G̃j+1LG†j+1 . . .G†mGinvG†1 (8.106)

. . .G†j−2(DG −DG)R∆Gj−2
. . .∆G1Ĝ

(8.107)

= 0, (8.108)

where we used the de�nition of ∆Gj−1
, the fact thatGj−1 = (Gm . . . Gj+1)†Ginv(G1 . . . Gj−1)†

and eqs. (8.79) and (8.80). We can apply this calculation to the second term of eq. (8.95) to

get

E
G1,...,Gm∈G

Ê
G∈Ĝ

χϕ̂(Ĝ)|ϕ̂|〈〈Q|G̃invG̃m · · · G̃2∆G1Ĝ
|ρ〉〉 (8.109)

= E
G1,...,Gm∈G

Ê
G∈Ĝ

χϕ̂(Ĝ)|ϕ̂|〈〈Q|G̃invG̃m · · · (LG2R+ ∆G2
)∆G1Ĝ

|ρ〉〉

(8.110)

= E
G1,...,Gm∈G

Ê
G∈Ĝ

χϕ̂(Ĝ)|ϕ̂|〈〈Q|G̃invG̃m · · · G̃3∆G2∆G1Ĝ
|ρ〉〉 (8.111)

= E
G1,...,Gm∈G

Ê
G∈Ĝ

χϕ̂(Ĝ)|ϕ̂|〈〈Q|∆Ginv
∆Gm . . .∆G1Ĝ

|ρ〉〉. (8.112)

Hence we can write

kλm = fmλ′ 〈〈Q|LPϕ̂R|ρ〉〉+ εm (8.113)

with

εm = E
G1,...,Gm∈G

Ê
G∈Ĝ

χϕ̂(Ĝ)|ϕ̂|〈〈Q|∆Ginv
∆Gm . . .∆G1Ĝ

|ρ〉〉. (8.114)
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We can upper bound εm by

E
G1,...,Gm∈G

Ê
G∈Ĝ

χϕ̂(Ĝ)|ϕ̂|〈〈Q|∆Ginv∆Gm . . .∆G1Ĝ
|ρ〉〉 (8.115)

≤ E
G1,...,Gm∈G

Ê
G∈Ĝ
|χϕ̂(Ĝ)||ϕ̂| ‖∆Ginv

‖� ‖∆Gm‖� . . .
∥∥∥∆G1Ĝ

∥∥∥
�

(8.116)

≤ max
Ĝ∈Ĝ
|χϕ̂(Ĝ)||ϕ̂|max

G∈G
‖∆G‖� (EG∈G ‖∆G‖�)

m
. (8.117)

Setting

δ1 = |ϕ̂|
(

max
Ĝ∈Ĝ
|χϕ̂(Ĝ)|

)(
max
G∈G
‖∆G‖�

)
(8.118)

δ2 = E
G∈G
‖∆G‖� , (8.119)

we complete the proof. �

In [21] it was shown that δ2 is small for realistic gate-dependent noise. This implies that

for large enough m the outcome of a character randomized benchmarking experiment

can be described by a single exponential decay (up to a small, exponentially decreasing

factor). The rate of decay fλ′ can be related to the largest eigenvalue of the operator

EG∈G(G̃ ⊗ϕλ′(G)). We can interpret this rate of decay following Wallman [21] by setting

w.l.o.g. G̃ = LGGR whereR is de�ned as in theorem 8.1 and is invertible (we can always

render R invertible by an arbitrary small perturbation). Now consider from G̃ = LGGR
and the invertibility ofR:

E
G∈G

Tr(G†RG̃R−1) = E
G∈G

Tr(G†RLGGRR−1) (8.120)

= E
G∈G

Tr(RLG) (8.121)

and moreover from eq. (8.79):

E
G∈G

Tr(G†RG̃R−1) =
∑

λ∈RG

fλ Tr(Pλ). (8.122)

From this we can consider the average �delity of noise between gates (the map RLG)
averaged over all gates:

E
G∈G

Favg(RLG) =E
G∈G

2−q Tr(RLG) + 1

2q + 1
(8.123)

=
2−q

∑
λ∈RG

fλ Tr(Pλ) + 1

2q + 1
. (8.124)
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Hence can interpret the quality parameters given by character randomized benchmarking

as characterizing the average noise in between gates, extending the conclusion reached

in [21] for standard randomized benchmarking to character randomized benchmarking.

In [26] an alternative interpretation of the decay rate of randomized benchmarking in

the presence of gate dependent noise is given in terms of Fourier transforms of matrix

valued group functions. One could recast the above analysis for character randomized

benchmarking in this language as well but we do not pursue this further here.



9
Experimental

implementations of
character benchmarking

In this chapter we report the results of a character randomized benchmarking experiment
performed on a pair of Si\ SiGe quantum dots. In particular we will use the 2-for-1 interleaved
randomized benchmarking protocol developed in chapter 8 to characterize the �delity of a
two-qubit CHPASE gate.

This chapter is adapted from sections of X. Xue, T. F. Watson, J. Helsen, et al., "Benchmarking Gate Fidelities in a
Si/SiGe Two-Qubit Device", Physical Review X, 9, 021011 (2019)
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9.1. Introduction
With steady progress towards practical quantum computers, it becomes increasingly im-

portant to e�ciently characterize the relevant quantum gates. Quantum process tomog-

raphy [1–3] provides a way to reconstruct a complete mathematical description of any

quantum process, but has several drawbacks. The resources required increase exponen-

tially with qubit number and the procedure cannot distinguish pure gate errors from state

preparation and measurement (SPAM) errors, making it di�cult to reliably extract small

gate error rates. Randomized benchmarking (RB) was introduced as a convenient alterna-

tive [4–7]. It estimates the gate �delity as a concise and relevant metric, requires fewer

resources, is more robust against SPAM errors and works well even for low gate error rates.

Various randomized benchmarking methods have been investigated to extract �delities

and errors in di�erent scenarios. In standard randomized benchmarking, sequences of in-

creasing numbers of random Cli�ord operations are applied to one or more qubits [5, 6].

Then, loosely speaking, the average Cli�ord gate �delity is extracted from how rapidly the

�nal state diverges from the ideally expected state as a function of the number of random

Cli�ord operations. In interleaved randomized benchmarking, the �delity of a particular

quantum gate is obtained by interleaving that gate in a reference sequence of random Clif-

ford gates and studying how much faster the �nal state deviates from the ideal case [8].

Simultaneous randomized benchmarking uses simultaneously applied random Cli�ord op-

erations to di�erent qubits to characterize the degree of cross-talk [9].

A major drawback of traditional randomized benchmarking methods is that the number of

native gates that needs to be executed in sequence to implement a Cli�ord operation, can

rapidly increase with the qubit number. For example, it takes on average 1.5 controlled-

phase (CPHASE) gates and 8.25 single-qubit gates to implement a two-qubit Cli�ord gate

[10]. This in turns puts higher demands on the coherence time, which is still a challenge for

near-term devices, and leads to rather loose bounds on the gate �delity inferred from in-

terleaved randomized benchmarking [8, 11]. Therefore, in early work characterizing two-

qubit gate �delities for superconducting qubits, the e�ect of the two-qubit gate projected

in single-qubit space was reported instead of the actual two-qubit gate �delity [12, 13]. For

semiconductor spin qubits, even though two-qubit Bell states have been prepared [14–17]

and simple quantum algorithms were implemented on two silicon spin qubits [15], the

implementation issues of conventional randomized benchmarking have long stood in the

way of quantifying the two-qubit gate �delity. These limitations can be overcome either

by using native gates that compile e�ciently [17] or by using a new method called charac-

ter randomized benchmarking (CRB) as discussed in chapter 8, which allows us to extract

a two-qubit gate �delity by interleaving the two-qubit gate in a reference sequence con-

sisting of a small number of single-qubit gates only. As an additional bene�t, CRB provides

detailed information on separate decay channels and error correlations.

In this chapter we describe the use of character randomized benchmarking for the char-

acterization of all relevant gate �delities of two electron spin qubits in silicon quantum

dots, including the single-qubit and two-qubit gate �delity as well as the e�ect of cross-

talk and correlated errors on single-qubit gate �delities. This work is of strong interest
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P1

MW2

P2

MW1

400nm
Figure 9.1: Device Schematic. A double quantum

dot is formed in the Si/SiGe quantum well, where

two spin qubits Q1 (blue spin) and Q2 (red spin) are

de�ned. The green-shaded areas show the loca-

tions of the accumulation gates on top of the dou-

ble dot and the reservoir. The blue dashed lines

indicate the positions of three Co micro-magnets,

which form a magnetic �eld gradient along the

qubit region. MW1 and MW2 are connected to

two vector microwave sources to perform EDSR

for single-qubit gates. The yellow ellipse shows

the position of a larger quantum dot which is used

as a charge sensor for single-shot readout. Plunger

gates P1 and P2 are used to pulse to di�erent posi-

tions in the charge stability diagram as needed for

initialization, manipulation, and readout, as well

as for pulsing the detuning for controlling the two-

qubit gate.

since silicon spin qubits are highly scalable, owing to their compact size (< 100 nm pitch),

coherence times up to tens of milliseconds and ability to leverage existing semiconductor

technology [18, 19].

In section 9.2 we quickly describe the device under investigation before moving on to the

results of the character randomized benchmarking experiment in section 9.3.

9.2. Device andqbit operation
Fig. 9.1 shows a schematic of the device, a double quantum dot de�ned electrostatically

in a 12 nm thick Si/SiGe quantum well, 37 nm below the semiconductor surface. The

device is cooled to ∼ 20 mK in a dilution refrigerator. By applying positive voltages

on the accumulation gate, a two-dimensional electron gas is formed in the quantum well.

Negative voltages are applied to the depletion gates in such a way that two single electrons

are con�ned in a double well potential [15]. A 617 mT magnetic �eld is applied in the plane

of the quantum well. Two qubits, Q1 and Q2, are encoded in the Zeeman split state of the

two electrons.

Single-qubit rotations rely on electric dipole spin resonance (EDSR), making use of ar-

ti�cial spin-orbit coupling induced by the transverse magnetic �eld gradient from three

cobalt micro magnets fabricated on top of the gate stack [20]. The longitudinal magnetic

�eld gradient leads to well-separated spin resonance frequencies of 18.34 GHz and 19.72

GHz for Q1 and Q2 respectively. The rotation axis in the x̂ − ŷ plane is set by the phase

of the on-resonance microwave drive, while rotations around the ẑ axis are implemented

by changing the rotating reference frame in software [21].

We use the CPHASE gate as the native two-qubit gate. An exchange interaction J(ε) is

switched on by pulsing the detuning ε (electrochemical potential di�erence) between the

two quantum dots, such that the respective electron wave functions overlap. Due to the

large di�erence in qubit energy splittings, the �ip-�op terms in the exchange Hamilto-

nian are ine�ective and an Ising interaction remains [15, 16, 22, 23]. The resulting time
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evolution operator in the standard {|00〉 , |01〉 , |10〉 , |11〉} basis is given by

UJ(t) =




1 0 0 0
0 eiJ(ε)t/2~ 0 0
0 0 eiJ(ε)t/2~ 0
0 0 0 1


 . (9.1)

Choosing t = π~/J(ε) and adding single-qubit ẑ rotations on both qubits, we obtain a

CPHASE operator

Z1

(
−π

2

)
Z2(−π

2
)UJ

(
π~
J(ε)

)
=




1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 −1


, (9.2)

with Zi(θ) a ẑ rotation of qubit i over an angle θ.

Spin initialization and single-shot readout of Q2 are realized by energy-selective tunnel-

ing [24]. Q1 is initialized to its ground spin state by fast spin relaxation at a hotspot [25].

For read-out, the state of Q1 is mapped onto Q2 using a conditional π rotation [15, 23],

which enables extracting the state of Q1 by measuring Q2.

9.3. Results
In order to properly characterize the two-qubit CPHASE �delity, we experimentally demon-

strate a new approach to RB called character randomized benchmarking (CRB). As dis-

cussed in chapter 8, CRB is a powerful generic method that extends randomized bench-

marking in a rigorous manner, making it possible to extract average �delities from groups

beyond the multi-qubit Cli�ord group while keeping the advantages of standard RB such

as resistance to SPAM errors. The generality of CRB allows one to start from (a subset of)

the natives gates of a particular device and then design an RB experiment tailored to that

set. This can strongly reduce compilation overhead and gate dependent noise, a known

nuisance factor in standard RB [26–28]. Moreover, since the accuracy of interleaved ran-

domized benchmarking depends on the �delity of the reference gates [8, 11], performing

(through CRB) interleaved RB with a reference group generated by high �delity gates can

signi�cantly improve the utility of interleaved RB.

Character randomized benchmarking requires us to average over two groups (the second

one usually being a subgroup of the �rst). The �rst group is the “benchmark group" (de-

noted G in chapter 8). It is for the gates in this group that CRB yields the average �delity.

The second group is the “character group" (denoted Ĝ in chapter 8). CRB works by per-

forming standard randomized benchmarking using the benchmark group but augments

this by adding a random gate from the character group before each RB gate sequence. By

averaging over this extra random gate, but weighting the average by a special function

known from representation theory as a character function, it guarantees that the average

over random sequences can always be �tted to a single exponential decay, even when the

benchmark group is not the multi-qubit Cli�ord group and even in the presence of SPAM

errors.
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(a) (b)

Figure 9.2: Character randomized benchmarking. (a) Reference CRB experiment. The probabilities P1 (blue

triangles), P2 (red stars) and P3 (green diamonds), obtained starting from the initial state |00〉 followed

by a Pauli operation, as a function of the number of subsequent single-qubit Cli�ord operations simulta-

neously applied to both qubits (see the schematic of the pulse sequence). As the native gate set, we use

{I,X(π), Z(±π), X(±π/2), Z(±π/2),CPHASE}. For each of the 16 Pauli operators, we apply 40 di�er-

ent random sequences, each with 20 repetitions. The dashed lines are �ts to the data with a single exponential.

Without SPAM errors, the data-points would decay from 1 to 0. (b) Interleaved CRB experiment. This experi-

ment is performed in an analogous way to the reference CRB experiment, but with a two-qubit CPHASE gate

interleaved after each Cli�ord pair, as seen in the schematic of the pulse sequence. The traces are o�set by an

increment of 0.1 for clarity.

Guided by the need for high reference �delities, we choose for our implementation of

CRB the benchmark group to be the parallel single-qubit Cli�ord group (C⊗2
), the same

as in standard simultaneous single-qubit RB) and the two-qubit Pauli group as the char-

acter group. This is the 2-for-1 interleaved character benchmarking protocol discussed in

chapter 8. As already noted there, it is non-trivial that the C⊗2
group allows us to get in-

formation on two-qubit gates, since parallel single-qubit Cli�ord operations cannot fully

depolarize the noise in the full two-qubit Hilbert space. In fact, for simultaneous single-

qubit RB there are three depolarizing channels, each acting in a di�erent subspace of the

Hilbert space of density matrices, spanned by I⊗σi, σi⊗I , and σi⊗σi, with I the identity

operator and σi one of the Pauli operators. The three decay channels are re�ected in the

recovery probability for the �nal state, which is now described by (see section 8.3.2)

PC⊗C = A1α1|2
m +A2α2|1

m +A12α12
m +B, (9.3)

where αi|j is again the depolarizing parameter for qubit i while simultaneously applying

random Cli�ord operations to qubit j, and α12 is the depolarizing parameter for the two-

qubit parity ({|00〉 , |11〉} versus {|01〉 , |10〉}). We note that if the errors acting on both

qubits are uncorrelated, then α12 = α1|2α2|1 [9]. The question now is how to separate

the three decays. Fitting the data using a sum of three exponentials will be very impre-

cise. Existing approaches combine the decay of speci�c combinations of the probabilities

of obtaining 00, 01, 10 and 11 upon measurement, but su�er from SPAM errors [9]. As

discussed above, CRB o�ers a clean procedure for extracting the individual decay rates
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that is immune to SPAM errors and does not incur additional overhead.

Concretely, CRB here proceeds as follows: (1) the two-qubit system is initialized to |00〉,
then (2) one random Pauli operator on each qubit is applied to prepare the system in a state

|φ1φ2〉 (one of |00〉, |01〉, |10〉, and |11〉), followed by (3) a random sequence of simulta-

neously applied single-qubit Cli�ord operators. In practice, the random Pauli operator is

absorbed in the �rst Cli�ord operation, making the Pauli gates e�ectively noise-free. A

�nal Cli�ord operation is applied which ideally returns the system to the state |φ1φ2〉 and

�nally (4) both qubits are measured. Each random sequence is repeated to collect statis-

tics on the probability Pφ1φ2
of obtaining measurement outcome 00 when starting from

|φ1φ2〉 (note that each Pφ1φ2 averages over 4 Pauli operations). We combine these prob-

abilities according to their character (section 8.3.2 for more details) to obtain three �tting

parameters,

P1 = P00 − P01 + P10 − P11,

P2 = P00 + P01 − P10 − P11,

P3 = P00 − P01 − P10 + P11.

(9.4)

Each of these three �tting parameters is expected to decay as a single exponential, isolating

one of the decay channels in Eq. 9.3:

P1 = A1α1|2
m,

P2 = A2α2|1
m,

P3 = A12α12
m.

(9.5)

Note that there is no constant o�set B. This is also a feature of CRB. The three ex-

perimentally measured probabilities are shown in Fig. 9.2a. These contain a lot of use-

ful information, including not only the separate depolarizing parameters but also the

averaged CRB reference �delity and information on error correlations. The blue (red)

curve shows the decay in the subspace corresponding to Q1 (Q2), spanned by σi ⊗ I
(I ⊗ σi). The green curve shows the decay in the subspace spanned by σi ⊗ σj . This

decay can be interpreted as the parity decay. The �tted depolarizing parameters are

α1|2 = 0.9738± 0.0008, α2|1 = 0.8902± 0.0020 and α12 = 0.8652± 0.0022.

The average CRB depolarizing parameter can be found from the separate depolarizing

parameters as

P =
3

15
α1|2 +

3

15
α2|1 +

9

15
α12, (9.6)

where the weights are proportional to the dimension of the corresponding subspaces of the

16-dimensional Hilbert space of two-qubit density matrices. We obtain a reference CRB

�delity of 91.9 ± 0.1%, which represents the �delity of two simultaneous single-qubit

Cli�ord operators (C ⊗ C) in the full two-qubit space.

Finally, from the three depolarizing parameters in Eq. 9.3, we can infer to what extent

errors occur independently on each qubit or exhibit correlations between the two qubits.

The fact that α12−α1|2α2|1 = −0.0017± 0.0031 indicates that the errors are essentially

independent.

Next we perform the interleaved version of CRB, for which we insert a CPHASE gate after

each single-qubit Cli�ord pair. Fig. 9.2b shows the three corresponding experimentally
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measured decays. The �tting parameters we extract now re�ect the combined errors from

a single-qubit Cli�ord pair followed by a CPHASE gate. The �tted depolarizing parameters

are α1|2 = 0.7522 ± 0.0060, α2|1 = 0.7623 ± 0.0053, and α12 = 0.8226 ± 0.0030. As

can be expected, the three decays lie closer together than those for reference CRB: not

only does the additional CPHASE gate contribute directly to all three decays, it also mixes

the three subspaces. From the depolarizing parameters in interleaved and reference CRB

measurement, we use eq. (8.26) to isolate the �delity of the CPHASE gate, now in two-qubit

space as desired, yielding 92.0± 0.5%.

The dominant errors in the CPHASE gate arise from nuclear spin noise and charge noise.

In natural silicon, the abundance of Si
29

atoms is about 4.7%, and the Si
29

nuclear spins

dephase the electron spin states due to the hyper�ne interaction [18]. Charge noise mod-

ulates the overlap of the two electron wave functions, and thus also the two-qubit cou-

pling strength. In the present device, we could not access the symmetry point where

the coupling strength is to �rst order insensitive to the detuning of the double dot po-

tential [29, 30], hence charge noise directly (to �rst order) a�ects the two-qubit coupling

strength.

9.4. Conclusion
Character randomized benchmarking provides a new method to e�ectively characterize

multi-qubit behavior. It combines the advantages of simultaneous randomized bench-

marking and interleaved randomized benchmarking, and gives tighter bounds on the �-

delity number than standard interleaved randomized benchmarking due to its simpler

compilation. CRB is useful in a wide variety of settings, far beyond the particular case

studied here. The general approach to exploiting CRB is to start from a set of native gates

that can be implemented easily and with high �delity, and to construct a suitable reference

sequence based on this set. The decay for the reference sequence contains any number

of exponentials, which can be separated without su�ering from SPAM errors and which

provide relevant additional information, in the present case on the �delity of simultane-

ously applied gates, cross-talk and on noise correlations. Comparison with interleaved

CRB allows one to extract the �delity of speci�c gates of interest.

We perform the �rst comprehensive study of the single-qubit, simultaneous single-qubit

and two-qubit gate �delities for semiconductor qubits, where the use of CRB, which al-

lows for a compact reference sequence, was essential for extracting a reliable two-qubit

gate �delity. Summarizing, independent single-qubit gate �delities are around 99%∗
in

this system, these drop to 98.8% for qubit 1 and to 96.9% for qubit 2 when simultane-

ously twirling the other qubit, and the two-qubit CPHASE �delity is around 92%. We

expect that by working in an isotopically puri�ed Si
28

/SiGe substrate and performing the

two-qubit gate at the symmetry point, a CPHASE gate �delity above the fault-tolerant

threshold (> 99%) can be reached. A recent report on the �delity of controlled rotations

in Si/SiO2 quantum dots already comes close to this threshold [17]. With further improve-

ments in charge noise levels, two-qubit gate �delities above 99.9% are in reach.

∗
In the interest of space we have not included the results of independent single qubit randomized benchmarking

in this chapter. See however the paper this chapter is based on [X. Xue et al. Physical Review X, 9, 021011

(2019)] for details on these and other experiments
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�antum error correction
in crossbar architectures

A central challenge for the scaling of quantum computing systems is the need to control all
qubits in the system without a large overhead. A solution for this problem in classical com-
puting comes in the form of so called crossbar architectures. Recently we made a proposal
for a large scale quantum processor [Li et al. Science Advances 4 (7), eaar3960] to be imple-
mented in silicon quantum dots. This system features a crossbar control architecture which
limits parallel single qubit control, but allows the scheme to overcome control scaling issues
that form a major hurdle to large scale quantum computing systems. In this work, we develop
a language that makes it possible to easily map quantum circuits to crossbar systems, taking
into account their architecture and control limitations. Using this language we show how to
map well known quantum error correction codes such as the planar surface and color codes
in this limited control setting with only a small overhead in time. We analyze the logical
error behavior of this surface code mapping for estimated experimental parameters of the
crossbar system and conclude that logical error suppression to a level useful for real quantum
computation is feasible.

This chapter has been published, with minor changes, in J. Helsen, M. Steudtner, M. Veldhorst & S. Wehner,

Quantum error correction in crossbar architectures, Quantum Sci. Technol. 3 035005 (2018)
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10.1. Introduction
When attempting to build a large scale quantum computing system a central problem,

both from experimental and theoretical perspectives, is what might be called the inter-

connect problem. This problem, which also exists in classical computing, arises when

computational units (e.g. qubits in quantum computers, transistors in classical comput-

ers) are densely packed such that there is not enough room to accommodate individual

control lines to every unit. A solution to this problem, which is commonplace in classical

computing systems, is a so called ‘crossbar architecture’. In this class of computing archi-

tecture we do not draw a control line to every qubit but rather organize computational

units in a grid with control lines addressing full rows and columns of this grid. Control

e�ects then happen at the intersection of column and row lines. In this way, using N
control linesO(N2) computational units can be addressed. This makes it possible to scale

the system to a large number of qubits. The price to pay for this is a reduced ability to per-

form operations on di�erent units in the grid in parallel. For classical systems this is not

a fundamental problem, but when the computational units are qubits, whose information

decays over time, parallelism becomes absolutely essential. This introduces a formidable

roadblock for the development of crossbar systems for quantum computing systems. Nev-

ertheless various crossbar architectures for quantum computers have been proposed in the

past [1–5]. Recently [4] we proposed a quantum computing platform based on spin qubits

in silicon quantum dots featuring a crossbar architecture. This architecture features com-

patibility with modern silicon manufacturing techniques and in combination with recent

advances in controlling quantum dot qubits and the inherent long coherence times of spin

qubits in silicon we expect it to be a formidable step forwards in creating large scale quan-

tum computing devices.

Any realistic quantum computing device, including the one we propose in [4], will su�er

from noise processes that degrade quantum information. This noise can be combated by

quantum error correction [6, 7], where quantum information is encoded redundantly in

such a way that errors can be diagnosed and remedied as they happen without disturb-

ing the encoded information. Many quantum error correction codes have been developed

over the last two decades and several of them have desirable properties such as high noise

tolerance, e�cient decoders and reasonable implementation overhead. Of particular note

are the planar surface [8] and color codes [9], which have the nice property that they can

be implemented in quantum computing systems where only nearest-neighbor two-qubit

gates are available.

However these codes, and all other quantum error correction codes, were developed un-

der the (often implicit) assumption that all physical qubits participating in the code can

be controlled individually and in parallel. For large (read: comprising many qubits) er-

ror correction codes this introduces a tension between the needs of the error correction

code and the control limitations for large systems mentioned above. While practical large-

scale quantum computers most likely pose control limitations, surprisingly little work has

been done in this area [10]. Here we investigate the minimal amount of parallel control

resources needed for quantum error correction and focus in particular on crossbar archi-

tectures. In �gs. 10.1 and 10.5 we summarize the layout and control limitations of the
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architecture in [4]. Overcoming these limitations motivates the current work.

10.1.1. Contributions

Analysis of the crossbar system

We analyze the crossbar architecture we propose in [4]. We give a full description of the

layout and control characteristics of the architecture in a manner accessible to non-experts

in quantum dots. We develop a language for describing operations in the crossbar system.

Of particular interest here are the regular patterns (see e.g. section 10.3.4) that are implied

by the crossbar structure. These con�gurations provide an abstraction on which we build

mappings of quantum error correction codes (see below) This analysis is particular to the

system in [4] but we believe many of the considerations to hold for more general crossbar

architectures.

An e�cient algorithms for control on crossbar architectures

We develop an algorithm for moving around qubits (shuttling) on crossbar architectures.

We show that the task of shuttling qubits in parallel can be described using a matrix taking

value in an idempotent monoid. The control algorithm then reduces to �nding indepen-

dent columns of this matrix, for a suitable notion of independence. This algorithm in

principle allows the straightforward mapping of more complicated quantum algorithms

which require long-range operations, with little operational overhead. We also expect

this algorithm to be applicable to the control of more general crossbar architectures. We

also sketch an algorithm for parallel two-qubit interactions in crossbar systems which

produce optimal control sequences. This algorithm is based on computing the Schmidt-

normal form of matrices with entries in the rings Z2 and Z4.

Mapping of surface and color codes

We map the planar surface code and the 6.6.6. (hexagonal) and 4.8.8. (square-octagonal)

color codes [9] to the crossbar architecture, taking into account its limited ability to per-

form parallel quantum operations. The tools we develop for describing the mapping, in

particular the con�gurations described in section 10.3.4, should be generalizable to other

quantum error correction codes and general crossbar architectures.

Analysis of the surface code logical error

Due to experimental limitations the mappings mentioned above might not be attainable in

near term devices. Therefore we adapt the above mappings to take into account practical

limitations in the architecture [4]. In this version of the mapping the length of an error

correction cycle scale with the distance of the mapped code. This means the mapping does

not allow for arbitrary logical error rate suppression. Therefore we analyze the behavior

of the logical error rate with respect to estimated experimental error parameters and �nd

that the logical error rate can in principle be suppressed to below 10−20
(an error rate
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Figure 10.1: (a) A schematic of the Quantum Dot Processor (QDP) that we propose [4], see section 10.2.1 for

details. The white circles correspond to quantum dots, with the black �lling denoting the presence of electrons,

whose spins are employed as qubits. All dots are embedded in either a red or a blue column. Single qubit gates

can only be applied globally on either all qubits in all blue columns or all qubits in all red columns. The vertical,

horizontal (both yellow) and diagonal lines (gray) are a feature of this crossbar scheme. The horizontal and

vertical gate lines implement barriers that isolate the dots from each other. The diagonal lines simultaneously

control the dot potentials of all dots coupled to one line. Quantum operations are e�ected by pulsing individuals

lines. In order to perform two qubit operations on qubits in adjacent dots, one typically needs to lower the barrier

that separates them, and change the dot potentials by operating the diagonal lines. Note that two-qubit gates

applied to adjacent qubits in the same column are inherently di�erent (by nature of the QDP design) from two-

qubit gates between two adjacent qubits in the same row. With the control lines, we can also move qubits from

dot to dot and measure them. However, since each control line in�uencesO(N) qubits, individual qubit control,

as well as parallel operation on many qubits is limited. (b) Abstracted version of the QDP scheme representing

the classical BOARDSTATE matrix. The BOARDSTATE holds no quantum information, but encodes where

qubits are located on the QDP grid.

comparable to the error rate of classical computers [11]), allowing for practical quantum

computation to take place.

Our work raises several interesting theoretical questions regarding the mapping of quan-

tum algorithms to limited control settings, see section 10.6.

10.1.2. Outline
In section 10.2 we introduce the architecture we proposed in [4]. We forgo an explanation

of the physics and focus on the abstract control aspects of the system (explaining them

in a largely self-contained manner accessible to non experts in quantum dot physics). We

introduce classical helper objects such as the BOARDSTATE which will aid later devel-

opments. We discuss one- and two-qubit operations, measurements, and qubit shuttling.

In section section 10.3 we focus on parallel operations. We discuss di�culties inherent in

parallel operation in a crossbar system and develop an algorithm for dealing with them

e�ciently. We also introduce several BOARDSTATE con�gurations which feature promi-

nently in quantum error correction mappings and describe how to reach them e�ciently
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by parallel shuttling. In section 10.4 we give a quick introduction to quantum error cor-

rection with a particular focus on the planar surface code and the 4.8.8. and 6.6.6. color

code. In section 10.4.4 we bring together all previous sections and devise a mapping of the

planar surface code to the crossbar architecture. This we continue in section 10.4.5 for the

6.6.6. and 4.8.8. color codes. Finally in section 10.5 we analyze in detail the logical error

probability of the surface code mapping as a function of the code distance and estimated

error parameters of the crossbar system.

10.2. Theqantum dot processor
In this section we will give an overview of the quantum dot processor (QDP) architecture

as proposed in [4]. We will use this architecture as a concrete realization of the more

general idea of quantum crossbar architectures. We will focus not so much on the details

of the implementation but rather focus on abstract operational properties of the system

as they are relevant for our purposes. The basic organization of the QDP is that for an

N ×N grid of qubits interspersed with control lines that e�ect operations on the qubits.

The most notable feature of the QDP (and crossbar architectures in general) is the fact

that any classical control signal sent to a control line will be applied simultaneously to all

qubits adjacent to that control line. This means that every possible classical instruction

applied to the QDP will a�ectO(N) qubits (these qubits will not necessarily be physically

close to each other). This has important consequences for the running of quantum algo-

rithms on the QDP (or any crossbar architecture) that must be taken into account when

compiling these algorithms to hardware level instructions. Notably it places strong re-

strictions on performing quantum operations in parallel on the QDP. To deal with these

restrictions it is important to have a good understanding of how operations are performed

on the QDP. It is for this reason that we begin our study of the QDP with an examination of

its control structure at the hardware level. We describe the physical layout of the system

and develop nomenclature for the fundamental control operations. This nomenclature

might be called the ‘machine code’ of the QDP. From these basic instructions we go on

to construct all elementary operations that can be applied to qubits in the QDP. These

are quantum operations, such as single qubit gates, nearest-neighbor two-qubit gates and

qubit measurements but also a non-quantum operation called coherent shuttling which

does not a�ect the quantum state of the QDP qubits but changes their connectivity graph

(i.e. which qubits can be entangled by two-qubit gates). All of these operations are re-

stricted by the nature of the control architecture in a way that gives rise to interesting

patterns (section 10.3.4) and which we will more fully examine in section 10.3.

10.2.1. Layout
A schematic overview of the QDP architecture is given in �g. 10.1, where qubits (which

are electrons, denoted by black balls) occupy an array of N ×N quantum dots (hereafter

often referred to as sites). The latter are denoted by white sites when empty, since they

either are occupied by a qubit or not. We will label the dots by tuples containing row and

column indices (i, j) ∈ [0 : N − 1]×2
(beginning from the bottom left corner), such that a

single qubit state |ψ〉 living on the (i, j)’th site will be denoted by |ψ〉(i,j). We assume the

qubits to be initialized in the state |0〉. For future reference we note that |0〉 corresponds
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to the spin-up state and |1〉 to the spin-down state of the electron constituting the qubit.

Typically we will work in a situation where half the sites are occupied by a qubit and half

the sites are empty (as seen in �g. 10.1 (a)). Because (as we discuss in section 10.2.3) the

qubits can be moved around on the grid and the two-qubit gates depend on the �lling of

the grid, it is important to keep track of which sites contain qubits and which ones do

not. This can be done e�ciently in classical side-processing. To this end we introduce

the BOARDSTATE object. BOARDSTATE consists of a binary N ×N matrix with a 1 in

the (i, j)’th place if the (i, j)’th site contains an electron (qubit) and a 0 otherwise. The

BOARDSTATE does not contain information about the qubit state |ψ〉(i,j), only about the

electron occupation of the grid. A particular BOARDSTATE is illustrated in the left panel

of �g. 10.1.

We now turn to describing the control structures that are characteristic for this architec-

ture. As a �rst feature, we would like to point out that each site is either located in a red

or a blue region in �g. 10.1 (left panel). The blue (red) columns correspond to regions of

high (low) magnetic �elds, which plays a role in the addressing of qubits for single qubit

gates. We will denote the set of qubits in blue columns (identi�ed by their row and column

indices) by B and the set of qubits in red columns byR.

Much �ner groups of sites can be addressed by the control lines that run through the grid.

The crossbar architecture features control lines that are connected to O(N) sites. At the

intersections of these control lines individual sites and qubits can be addressed. This means

that usingO(N) control linesO(N2) qubits can be controlled. As seen in �g. 10.1 the rows

and columns of the QDP are interspersed with horizontal and vertical lines (yellow), as a

means to control the tunnel coupling between adjacent sites. We refer to those lines as

barrier gates, or barriers for short. Each line can be controlled individually, but a pulse

has an e�ect on allO(N) qubits adjacent to the line. Another layer of control lines is used

to address the dots itself rather than the spaces in between them. The diagonal gate lines

(gray), are used to regulate the dot potential. We label the horizontal and vertical lines by

an integer running from 0 to N − 2 and the diagonal lines with integers running from

−(N − 2) to N − 2 where the −(N − 2)’th line is the top-left line and increments move

towards the bottom right (see �g. 10.1(a)). Next we describe how these control lines can

be used to e�ect operations on the qubits occupying the QDP grid.

10.2.2. Control and addressing
As described above, the QDP consists of quantum dots interspersed with barriers and

connected by diagonal lines. For our purposes these can be thought of as abstract control

knobs that apply certain operations to the qubits. In this section we will describe what

type of gates operations are possible on the QDP. We will not concern ourselves with the

details of parallel operation until section 10.3.

There are three fundamental operations on the QDP which we will call the “grid opera-

tions". These operations are “lower vertical barrier" (V), “lower horizontal barrier" (H) and

“set diagonal line" (D). The �rst two operations are essentially binary (on-o�) but the last
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one (D) can be set to a value t ∈ [0 : T ] where T is a device parameter. (At the physical

level this corresponds to how many clearly distinct voltages we can set the quantum dot

plunger gates [4]). Although the actual pulses on those gates di�er by amplitude and du-

ration between the di�erent gates and operations, this notation gives us a clear idea which

lines are utilized. This can be done because realistically one will not interleave processes

in which pulses have such di�erent shapes. We can label the grid operations by mnemon-

ics (which in a classical analogy we will call OPCODES) as seen in section 10.2.2. These

OPCODES are indexed by an integer parameter that indicates which control line it applies

to. We count horizontal and vertical lines starting at zero from the lower left corner of the

grid (see �g. 10.1). Note that the lines at the boundary of the grid are never addressed in

our model and are thus not counted.

We indicate parallel operation of a collection of OPCODES by ampersands, e.g.D[1]&H[2]&D[5].

We also de�ne inherently parallel versions (in section 10.2.2) of the basic OPCODES that

take as input a binary vector V of length N (for the diagonal line this is a T -valued vector

of length N )

OPCODE E�ect

V[i] Lower vertical barrier at index i
H[i] Lower horizontal barrier at index i

D[i][t] Set diagonal line at index i to value t

OPCODE E�ect

V[V] Set vertical barrier to V(i), ∀i∈ [0 :N−2]
H[V] Set horizontal barrier to V(i), ∀i∈ [0 :N−2]
D[V] Set diagonal at height V(i), ∀i∈ [−N+2:N−2]

These grid operations can be used to induce some elementary quantum gates and opera-

tions on the qubits in the QDP. Below we describe these operations.

10.2.3. Elementary operations
Here we give a short overview of the elementary operations available in the QDP. We will

describe basic single qubit gates, two-qubit gates, the ability to move qubits around by co-

herent shuttling [12] and a measurement process through Pauli Spin Blockade (PSB) [13].

All of these operations are implemented by a combination of the grid operations de�ned

in section 10.2.2, and always have a dependence on the BOARDSTATE .

Coherentqbit shuttling
An elementary operation of the QDP is the coherent qubit shuttling [12, 14], of one qubit

to an adjacent, empty site. That means that an electron (qubit) is physically moved to the

other dot (site) utilizing at least one diagonal line and the barrier between the two sites.

It thereby does not play a role whether the shuttling is in horizontal (from a red to a blue

column or the other way around) or vertical direction (inside the same column). However,
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the shuttling in between columns results in a Z rotation, that must be compensated by

timing operations correctly, see [4] for details. This Z rotation can also by used as a local

single qubit gate, see section 10.2.3. The operation is dependent on the BOARDSTATE by

the prerequisite that the site adjacent to the qubit to must be empty. Collisions of qubits

are to be avoided, as those will lead to a collapse of the quantum state (see however the

measurement process in section 10.2.3). We now describe the coherent shuttling as the

combination of grid operations.

We lower the vertical (or horizontal) barrier in between the two sites and instigate a ‘gradi-

ent’ of the on-site potentials of the two dots. That is, the diagonal line of the site containing

the qubit must be operated at t ∈ [0 : T ] while the line overhead the empty site must have

the potential t̂ ∈ [0 : T ] with t̂ = t− 1. Note that this implies it might not be operated at

all (if it is already at the right level). We will subsequently refer to the combination of a

lowered barrier and such a gradient as a “�ow". A �ow will in general be into one of the

four directions on the grid. We de�ne the commands VS[i,j,k] (vertical shuttling)

and HS[i,j,k] (horizontal shuttling). The command VS[i,j,k] shuttles a qubit at

location (i, j) to (i+1, j) for k = 1 (upward �ow) and shuttles a qubit at location (i+1, j)
to (i, j) for k = −1 (downward �ow). Similarly, the command HS[i,j,k] shuttles a

qubit at location (i, j) to (i, j + 1) for k = 1 (rightward �ow) and shuttles a qubit at loca-

tion (i, j + 1) to (i, j) for k = −1 (leftward �ow). See table 10.1 for a summary of these

OPCODES.

Using only these control lines, we can individually select a single qubit to be shuttled.

However, when attempting to shuttle in a parallel manner, we have to be carefully take

into account the e�ect that the activation of several of those lines has on other locations.

We will deal with this in more detail in section 10.3.1.

Measurement and readout
The QDP allows for local single qubit measurements in the computational basis |0〉 , |1〉.
We can measure a qubit by attempting to shuttle it to a horizontally adjacent site that is

already occupied by an ancilla qubit and then detecting whether the shuttling was suc-

cessful. This process is called Pauli Spin Blockade (PSB) measurement [4, 13]. However,

the QDP’s ability to perform this type of qubit measurements is limited by three factors.

Firstly, the measurement requires an ancilla qubit horizontally adjacent to the qubit to be

measured. This ancilla qubit must be in a known computational basis state. Moreover, if

the ancilla qubit is in the state |0〉 the ancilla qubit must be in the set B (blue columns in

�g. 10.1) while the qubit to be measured must be in the setR (red columns in �g. 10.1). On

the other hand, if the ancilla qubit is in the state |1〉 the ancilla qubit must be in the setR
while the qubit to be measured is in the set B. This means that when an qubit-ancilla pair

is in the wrong con�guration we must �rst shuttle both qubits one step to the left (or both

the the right). Note that this takes two additional shuttling operations, which means it is

important to keep track at all times where on the BOARDSTATE the qubit and its ancilla

are or else incur a shuttling overhead (which might become signi�cant when dealing with

large systems and many simultaneous measurements). We will deal with this problem of
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(a)
CPHASE or
Measurement

(b) Coherent shuttling

→

(c)
√
SWAP

Figure 10.2: Schematic representation of the use of control lines for the native operations in the QDP. Qubits are

represented by black balls on the grid. Red or blue colored dots are empty, but their dot potentials change due

to an operation of the diagonal line they are coupled to. Empty dots una�ected by grid operations are white. (a)
Grid operations necessary to perform a measurement or a two-qubit e�ective CPHASE gate between the two

qubits. The orange barrier between the two qubits is lowered, and the dot potentials along the red diagonal line

is raised by pulsing the latter. Note that the empty, red colored dot is also e�ected by that action, and its barrier

to the adjacent dot is lowered. If the two dots in the upper row were not empty, side e�ects would occur. See

section 10.2.3 for more information on the nature of the two-qubit gates. Note also that the readout procedure of

the measurement requires us to have the upper dot (light blue) empty, if the barrier gate between them is used

for readout. (b) Vertical shuttling of a qubit (to the top dot) requires to lower the orange barrier. One can than

either raise the dot potentials on the red diagonal line, or lower the potential on the blue dot by addressing the

blue diagonal. (c) Schematic representation of the control lines used for performing two-qubit

√
SWAP gate

between the two qubits on that grid. The orange barrier is lowered and the red diagonal line is utilized to detune

dot potentials.

qubit-ancilla pair placement in more detail in section 10.3.3.

Secondly, assuming that the qubit-ancilla pair is in the right con�guration to perform the

PSB process one still needs to perform a shuttling-like operation to actually perform the

measurement. On the technical level, the operation is di�erent from coherent shuttling,

but the use of the lines is similar with the di�erence that after the readout, the shuttling-

like operation is undone by the use of the same lines as before - which are not necessarily

the lines one would use to reverse a coherent shuttling operation. However, scheduling

measurement events on the QDP is at least as hard as the scheduling of shuttle operations

discussed above. Depending on the state the qubit is in, it will now assume one of two

possible states that can be distinguished by their charge distribution.

Thirdly, the readout process requires to have a barrier line that borders to the qubit pair,

with an empty dot is across the spot of the qubit to be measured. This is a consequence of

the readout procedure.

In table 10.1 we introduce the measurement OPCODE M[i,j,k] with k ∈ {−1, 1}
to denote a measurement of a qubit at location (i, j) with an ancilla located to the left

(k = −1) or to the right (k = 1).

Single-qbit rotations
There are two ways in which single qubit rotations can be performed on the QDP, both

with drawbacks and advantages. The �rst method, which we call the semi-global qubit

rotation, relies on electron-spin-resonance [15]. Its implementation in the QDP allows for

any rotation in the single qubit special unitary group SU(2) [16] to be performed but we
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OPCODE Control OPCODES E�ect

HS[i,j,k] V[i]&D[i-j][t-1/2-k/2] (k = 1): Shuttle from (i, j) to (i, j + 1)
&D[i-j+1][t-1/2+k/2] (k = −1): Shuttle from (i, j + 1) to (i, j)

VS[i,j,k] H[j]&D[i-j][t-1/2-k/2] (k = 1): Shuttle from (i, j) to (i+ 1, j)
&D[i-j-1][t-1/2+k/2] (k = −1): Shuttle from (i+ 1, j) to (i, j)

M[i,j,k] HS[i,j+1/2+k/2,-k] Measurement of qubit at (i, j) using the ancilla at (i, j + k)

Table 10.1: OPCODES for horizontal and vertical shuttling and measurement together with the control OPCODES

required to implement these operations on the QDP.

do not have parallel control of individual qubits. The control architecture of the QDP is

such that we can merely apply the same single qubit unitary rotation on all qubits in either

R or B (even or odd numbered columns). Concretely we can perform in parallel the single

qubit unitaries

UR =
⊗

(i,j)∈R
Ui,j U ∈ SU(2) (10.1)

UB =
⊗

(i,j)∈B
Ui,j U ∈ SU(2), (10.2)

where Ui,j means applying the same unitary U to the state carried by the qubit at location

(i, j). In general the only way to apply an arbitrary single qubit unitary on a single qubit

in B (orR) is by applying the unitary to all qubits in B (R), moving the desired qubit into

an adjacent column, i.e. from B toR (R to B) and then applying the inverse of the target

unitary toR (B). This restores all qubits except for the target qubit to their original states

and leaves the target qubit with the required unitary applied. The target qubit can then be

shuttled to its original location. A graphical depiction of the BOARDSTATE associated

with this manoeuvre can be found in �g. 10.3. This means applying a single unitary to a

single qubit takes a constant amount of grid operations regardless of grid size.

The second method does allow for individual single qubit rotations but is limited to per-

forming single qubit rotations of the form

U(φ) = eiφZ , Z =

(
1 0
0 −1

)
, φ ∈ [0, 2π) (10.3)

This operation can be performed on a given qubit |ψ〉(i,j) by shuttling it from (i, j) to

(i, j ± 1). When the qubit leaves the column it was originally de�ned (B to R or vice

versa) it will e�ectively start precessing about its Z axis [4]. This e�ect is always present

but it can be mitigated by timing subsequent operations such that a full rotation hap-

pens between every operation (e�ectively performing the identity transformation, see

section 10.2.3). By changing the timing between subsequent operations any rotation of

the form eq. (10.3) can be e�ected. This technique will often be used to perform the Z
gate (de�ned above) and the S =

√
Z phase gate in error correction sequences.

Two-qbit gates
As the last elementary tool, we have the ability to apply entangling two-qubit gates on

adjacent qubits. The QDP can perform two di�erent types of two-qubit gates. Inside
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(a)

U U U

(b)

U† U† U†

(c)

Figure 10.3: BOARDSTATE schematic for applying the unitary U to a single qubit (red). Time �ows from left

to right in the schematic. This process illustrates both, the possibility to retain single qubit control by using

coherent shuttling, and the overhead that comes with it. (a) we �rstly apply the unitary U (blue bars) to all

qubits in R (B). We then move the qubit to the adjacent column. Note that this takes two operations because

we do not want any other qubits transitioning with it. In (b), we apply the inverse unitary U† to all qubits inR
(B). In the last step we move the red qubit back, such that it is in its original position in (c).

one column, so between qubits at locations (i, j) and (i ± 1, j), a square-root of SWAP

(

√
SWAP ) can be realized [17]. This can be done by lowering the horizontal barrier

between the two qubits and toggling the voltage on the diagonal lines overhead the two

qubits. This situation is illustrated in �g. 10.2 (c). The

√
SWAP gate is de�ned as

√
SWAP =




1
(1 + i) /2 (1− i) /2
(1− i) /2 (1 + i) /2

1


 , (10.4)

in the computational basis. Alternatively, between horizontally adjacent qubits, e.g. be-

tween (i, j) ∈ R and (i, j±1) ∈ B the native two-qubit gate is an e�ective CPHASE gate

which has matrix representation

CPHASE =




1
eiφ1

eiφ2

1


 , (10.5)

in the computational basis and with the two angles φ1 + φ2 mod 2π = π (demonstrated

in [18–20]). This gate can be performed between horizontally adjacent qubits by lower-

ing the vertical barrier between them and toggling the overhead diagonal lines. This is

illustrated in �g. 10.2 (a). In practice we expect the

√
SWAP gate to have signi�cantly

higher �delity than the CPHASE gate [4] so in any application (e.g. error correction)

the

√
SWAP gate is the preferred native two-qubit gate on the QDP. In table 10.2 we

de�ne OPCODES for the horizontal interaction (CPHASE ) and the vertical interaction

(

√
SWAP ).
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CNOT from CPHASE and

√
SWAP

•
=

H • H

•
=

S† � Z �

ZHS† � � H

Figure 10.4: Construction of the CNOT gate out of the native CPHASE and

√
SWAP gates. Note that one

requires two

√
SWAP gates to construct a CNOT gate [21]. When performing arbitrary algorithms it would

be preferable to forgo this substitution and instead compile the algorithm directly into a gateset containing the√
SWAP gate.

OPCODE E�ect Parameter

HI[(i,j)] Perform CPHASE gate between sites (i,j) and (i,j+1) (i, j) ∈ [0 : N − 2]×2

VI[(i,j)] perform

√
SWAP gate between sites (i,j) and (i+1,j) (i, j) ∈ [0 : N − 2]×2

HC[(i,j)] Perform CNOT (using CPHASE ) between (i,j) and (i,j+1) (i, j) ∈ [0 : N − 2]×2

VC[(i,j)] perform CNOT (using

√
SWAP ) between (i,j) and (i+1,j) (i, j) ∈ [0 : N − 2]×2

Table 10.2: OPCODES for horizontal and vertical two-qubit operations on the QDP, respectively the

CPHASE and

√
SWAP gates. We also include OPCODES for the performing of CNOT gates composed of√

SWAP or CPHASE gates.

CNOT subroutine
Many quantum algorithms are conceived using the CNOT gate as the main two-qubit

gate. However the QDP does not support the CNOT gate natively. It is easy to construct

the CNOT gate from the CPHASE gate by dressing the CPHASE gate with single qubit

Hadamard rotations as seen in �g. 10.4 (left). It is slightly more complicated to construct

a CNOT gate using the

√
SWAP but it can be done by performing two

√
SWAP gates

interspersed single qubit rotations [19–21] as seen in �g. 10.4 (right). If the control qubit

is moved from an adjacent column on the QDP (as it is in most cases we will deal with)

the Z and S gates can be performed by the Z-rotation-by-waiting technique described in

the last section. For completeness we also de�ne an OPCODE for the CNOT operation in

table 10.2.

10.3. Paralleloperationofa crossbararchitecture
In this section we focus on performing operations in parallel on the QDP (or more general

crossbar architectures). Because of the limitations imposed by the shared control lines of

the crossbar architecture, achieving as much parallelism as possible is a non-trivial task.

We will discuss parallel shuttle operations, parallel two qubit gates, parallel single qubit

gates and parallel measurement. As part of the focus on parallel shuttling we also include

some special cases relevant to quantum error correction where full parallelism is possible.

Before we start our investigation however, we would like to put three issues into focus

that are likely to be encountered when attempting parallel operations. Firstly, it must be

understood that an operation on one location on a crossbar system can cause unwanted

side e�ects in other locations (that might be far away). As indicated in section 10.2 many

elementary operations on the grid in particular take place at the crossing points of control



10.3. Parallel operation of a crossbar architecture

10

217

(a)

j + 1jj − 1

i+ 3

i+ 2

i+ 1

i

(b) (c) (d)

Figure 10.5: Spurious shuttle operations. Here we illustrate an example of unintended side e�ects that occur due

to the limited control. We again denote qubits by colored balls, and color barriers and lines that are operated.

Empty dots with changed potentials are colored as well, white dots are una�ected. (a) The black qubits are to

be shuttled from (i, j − 1) to (i+ 1, j − 1) and from (i+ 2, j) to (i+ 3, j) respectively without moving the

blue qubit. For that purpose, the (orange) barriers between the two dot pairs are lowered, as well as the (red)

diagonal lines through (i, j − 1) and (i+ 2, j) are pulsed, such that the dot potentials on those sites are raised.

(b) The qubit on (i + 3, j + 1) has unintentionally moved to (i + 2, j + 1). (c) To remedy this situation, we

lower the barrier number i+ 2 again (orange), and also raise the potential on (i+ 3, j + 1) and all other dots

that are connected by the pulsed diagonal line (red). In (d), the desired situation is achieved.

lines. This means that any parallel use of these grid operations must take into account

“spurious crossings” which may have such unintended side e�ects. We can illustrate this

with an example. Imagine we want to perform the vertical shuttling operationsVS[i,j-
1,1] and VS[i+2,j-1,1] in parallel (see �g. 10.5 for illustration). We can do this by

lowering the horizontal barriers at rows i and i+ 2 (orange in illustration) and elevating

the on-site potentials on the diagonal lines i−j+1 and i+2−j+1 (red in illustration). This

will open upwards �ows at locations (i, j−1) and (i+2, j−1). However it will also open

an upward �ow at the location (i+2, j+1). This means, if a qubit is present at that location

an unintended shuttling event will happen. To avoid this outcome we must either perform

the operations VS[i,j-1,1] and VS[i+2,j-1,1] in sequence (taking two time-

steps) or perform an operation VS[i+2,j+1,-1] to �x the mistake we made, again

taking two time-steps. This is a general problem when considering parallel operations on

the QDP.

Secondly, we would like to point out that in realistic setups, we expect a trade-o� between

parallelism (manifested in algorithmic depth) and operation �delity (in particular this will

be the case in the QDP system). In order to understand this, we have to be aware that most

operations consist of applying the correct pulses for the right amount of time. These du-

rations however can slightly vary from site to site (due to manufacturing imperfections),

so we e.g. must be able to switch barriers back on again prematurely when accounting for

a site with a shorter time required. If this is not possible (maybe because it would cause

side e�ects) a loss in operation �delity is a consequence of the resulting improperly timed

operation. The most robust case is thus to schedule operations line-by-line. By this we

mean that we attempt to perform O(N) grid operations in a time-step while using every

horizontal, diagonal or vertical line only once per individual grid operation. If we for in-

stance schedule several vertical shuttle operations, we may choose to start by lowering
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one of horizontal barrier �rst and then detune the dot potentials of all qubits adjacent to

that barrier, by pulsing the corresponding diagonal lines. To account for the variations, we

reset the diagonal lines at slightly di�erent times. Line-by-line operations work with ei-

ther line types for every two-dot operation (measurement, shuttling and two-qubit gates).

Note however that for shuttling operations individual control over one line is su�cient,

whereas for measurement and two-qubit gates we would ideally like to be able to control

two lines per qubit pair individually, where one line should be the barrier separating the

two paired qubits. Results presented in the following take into account these constraints

for quantum error correction. The parallel operation nonetheless remains one of the great-

est challenges of the crossbar scheme. In this section we will assume all operations to be

perfect (even when performed in parallel) but in section 10.5 we perform a more detailed

analysis of the behavior of the QDP when operational errors are taken into account.

Thirdly, from a performance perspective it is important to separate the operations that

have to be done on the qubits on the crossbar grid from operations that can be done by

classical side computation (which for our purposes is essentially free). We will deal with

this by including classical side computation in the OPCODES for parallel operation. This

way the complexity of dealing with spurious operations is abstracted away. We devise

algorithms that take in an arbitrary list of shuttling or two-qubit gate locations and work

out a sequence of shuttling or two-qubit gate steps that achieve that list. We begin with

discussing parallel shuttle operations.

10.3.1. Parallel shuttle operations
We de�ne parallel versions of the shuttling OPCODES HS[i,j,k] and VS[i,j,k]
as

OPCODE E�ect

HS[L] Perform HS[i,j,k] for all (i, j, k) ∈ L
VS[L] Perform HS[i,j,k] for all (i, j, k) ∈ L

This code takes in a set (denoted as L) of tuples (i, j, k) which denote ‘locations at which

shuttling happens’ (i, j) and ‘shuttling direction’ (k). From these codes it is not immedi-

ately clear how many of the shuttling operations can be performed in a single grid opera-

tion, i.e. setting the diagonal lines to some con�guration and lowering several horizontal

or vertical barrier. If multiple grid operations are needed (such as in the example �g. 10.5)

we would like this sequence of grid operations to be as short as possible. However, given

some initial BOARDSTATE and a parallel shuttling command HS[L] it is not clear what

the sequence of parallel shuttling operations actualizing this command is. Below we an-

alyze this problem of parallel shuttling in more detail and give a classical algorithm that

produces, from an input HS[L] or VS[L] a sequence of parallel grid operations that

performs this command. Ideally we would like this sequence to be as short as possible.

This algorithm does not perform optimally in all circumstances (i.e. it does not produce the

shortest possible sequence of parallel shuttling operations) but for many relevant cases it

performs quite well. Note that this is a technical section and the details are not needed to

understand the quantum error correction results in sections 10.4, 10.4.4 and 10.4.5. Readers
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interested only in those may skip ahead to section 10.3.2

The flow matrix
We will only consider shuttling to the left and to the right but all mechanisms introduced

work equally well for shuttling in the vertical directions. As will be seen in section 10.3.4

some BOARDSTATE con�gurations can be converted into each other in an amount of

grid operations that is constant in the size of the grid. It can be seen that the problem of

whether two shuttles can be performed in parallel is a problem with a matrix structure, as

�ows can only occur at the intersection open barriers and non-trivial diagonal line gradi-

ents. To capture this matrix intuition we construct, from the initialBOARDSTATE and the

command HS[L] a matrix F which we call the �ow matrix. This matrix will have entries

corresponding to the crossing of the gradient line between two diagonal qubit lines and

the vertical barrier lines. The �ow matrix is de�ned with respect to a speci�c command

HS[L] and its entries correspond to the locations on the grid where we want shuttling

in certain directions to happen.

List = {(1, 0, 1), (3, 1,−1), (4, 0, 1), (3, 3, 1)}

F =




l e e le
r re e le
re e e le
r re e le
re e e re




Figure 10.6: Example of a BOARDSTATE , a parallel command HS[List] and the corresponding �ow matrix

F .

From a speci�c command HS[L] and a speci�c current BOARDSTATE we will de�ne a

�ow matrix F . This matrix will have entries which take value in the set {r, l, e, re, le, ∗}.
Each element of this set has a speci�c operational meaning. The elements r, l, e corre-

spond to speci�c actions that can be taken on the qubit grid. They correspond speci�cally

to ‘shuttle to the right’ (r), ‘shuttle to the left’ (l) and ‘do nothing’ (e). Note that these

actions do not necessarily act on a �xed qubit. Rather they act on a speci�c location on the

grid (where a qubit may or may not be present). The other three elements do not directly

correspond to a shuttling action but rather signify that at this location we have a choice

of di�erent consistent actions. We will call these elements ‘wildcards’. These wildcards

signify the actions ‘shuttle to the right or do nothing’ (re), ‘shuttle to the left or do noth-

ing’ (le), or ‘any action is allowed’ (∗).

We �ll in the matrix entry Fij with a symbol r for every (i, j, 1) in L. This indicates that

at some point in time we want to perform the operation HS[i,j,1] at that location.

Similarly we �ll in a symbol l on every matrix entry Fij for every (i, j + 1,−1) in L. We
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place the symbols re, le respectively on the matrix entries Fi(j−1) and Fij for every occu-

pied site (i, j) in the BOARDSTATE that has no corresponding entry in L. This indicates

that we would like for no shuttle operations to happen on these crossing points (since we

want the qubit to stay put) but that we do not mind a HS[i,j-1,1] happening on the

crossing point to the left of the qubit at (i, j) (since it will not a�ect the qubit) or mind a

HS[i,j,1] happening to the right of the qubit at (i, j). Lastly we �ll in the symbol e
on every matrix entry Fij where we want no shuttling operation to happen at any time

to the right of the site (i, j) (for instance on the crossing point between two qubits that

are in horizontally adjacent sites). In every other matrix entry Fij we �ll in the wildcard

symbol ∗ indicating that we do not care if any operation happens at this crossing point.

Let’s summarize the above construction by

Fij =





r if (i, j, 1) ∈ L
l if (i, j, 1) ∈ L
e if (BOARDSTATE (i, j) = 1 ∧ BOARDSTATE (i, j + 1) = 1) ∧ ((i, j, k) 6∈ L, k ∈ {1,−1})
re if (BOARDSTATE (i, j) = 0 ∧ BOARDSTATE (i, j + 1) = 1) ∧ ((i, j, k) 6∈ L, k ∈ {1,−1})
le if (BOARDSTATE (i, j) = 1 ∧ BOARDSTATE (i, j + 1) = 0) ∧ ((i, j, k) 6∈ L, k ∈ {1,−1})
∗ if (BOARDSTATE (i, j) = 0 ∧ BOARDSTATE (i, j + 1) = 0) ∧ ((i, j, k) 6∈ L, k ∈ {1,−1}).

The �ow matrix F takes values in the set {r, l, e, re, le, ∗}. In section 10.7 we discuss the

mathematical structure of this set in more detail. The above construction gives us a matrix

of operations we would like to apply to the initial BOARDSTATE . You can see an example

of a BOARDSTATE and HS[L] command with corresponding �ow matrix F in �g. 10.6.

An algorithm for parallel shuttling
The task is now to subdivide the �ow matrix F into a sequence of shuttling operations

that can be performed in parallel. Ideally we would like this sequence to be as short as

possible. One simple way to generate a sequence of this form, as described in the begin-

ning of the section, is to perform all operations one column at a time, i.e. lowering the

�rst vertical barrier, setting the required gradients to shuttle every qubit adjacent to that

vertical barrier and then move on to the second vertical barrier and so on. This yields a

sequence of parallel shuttling operations of depth N . This solution is always possible for

any �ow matrix F . However, as can be seen in section 10.3.4 for some �ow matrices this

is far from an optimal solution. Below we set out in detail an algorithm that �nds better

(shorter sequences) solutions for many �ow matrices. The algorithm is based on the idea

that some columns of the �ow matrix F can be ‘dependent’ on each other. For instance

two columns could be composed of the exact same operations (up to a shift accounting for

the fact that the diagonal lines do not run along the rows but diagonally). This means we

can perform the shuttle operations in the two columns simultaneously by lowering barri-

ers corresponding to these columns and setting the required gradient. More complicated

forms of dependence are also possible. We can use dependence of columns to perform

operations in parallel. For instance if a command HS[L] calls for exactly the same shut-

tling events to happen on two columns (up to a constant vertical shift proportional to the

horizontal distance of the two columns) we can perform these shuttling operations in a
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single time-step.

This notion of (in)dependence of columns is captured by a call to an ‘independence sub-

routine’. We call these subroutines CheckIndependence(S, v) which takes in a set

of columns S of the �ow matrix F of and a column v of the �ow matrix F and decides

whether v is independent of the elements ofS andDependenceSet(S, v) which takes in

a set of columns S and a column v and returns a subset A of S containing all the columns

on which v depends. We will discuss various versions of these subroutines leading to more

or less re�ned notions of independence (and thus longer of shorter shuttling sequences)

in section 10.7. We list all subroutines discussed in section 10.7 in table 10.3 together with

their relative power and time complexity. Here we just treat the subroutines as a given

and build the algorithm around it. This algorithm does not always yield optimal sequences

of parallel shuttling operations, but it can be run using a polynomial amount of classical

side-resources given that the subroutine can be constructed e�ciently, (see theorem 10.1)

while we expect an algorithm that always produces optimal shuttling sequences to require

exponential computational resources. Below we give a pseudo-code version of the algo-

rithm. Not that this algorithm only produces sequences of parallel shuttling operations

where the ordering of the operations does not matter. See section 10.7 for more details on

how this property is guaranteed.
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Algorithm 3 Generate list of parallel shuttle operations

Input: Flow matrix F
Output: List of shuttle operations L

1: // We will consistently write columns of the �ow matrix F as vi where i indicates

2: // the column index of vi in F .

3: Set S to an empty list

4: // Below we construct a set of independent columns S and sets of dependence Ai for

the dependent columns vi.
5: for i ∈ [0 : N − 2] do
6: Set vi to the i’th column of F
7: //Check if the column vi is independent of the columns already in the set S. This

requires a

8: // subroutine call to CheckIndependence. See Appendix for the construction

of this subroutine.

9:

10: if CheckIndependence(vi, S) is TRUE then
11: // The function θ maps the symbols ∗, re, le to e. We must do this since we

want to make an operation

12: // out of vi later and the wildcard elements ∗, re, le do not strictly correspond

to operations. Other

13: // choices are possible here but in keeping with the idea of doing a

14: // minimal amount of operations, the mapping to e is a good choice.

15: Add θ(vi) to S
16: Set Ai to {vi}
17: else
18: Set Ai to DependenceSet(S, vi)
19: end if
20: end for
21: // Initialize an empty ordered set that will contain all HS[L] commands in sequence.

22: Set L to an empty ordered set

23: for vi ∈ S do
24: // Initialize an empty set that will contain all tuples for a single HS[L] command.

25: Set L to an empty set

26: for j ∈ [0 : N − 2] do
27: // Check if vi is in the dependence set Aj .
28: if vi ∈ Aj then
29: // Loop over all components of vi.
30: for k ∈ [0 : length(vi)− 1] do
31: // φ maps the r, l, e valued column v to an 1,−1, 0 valued vector as

φ(r) = 1, φ(l) = −1, φ(e) = 0.

32: if φ
[
(vi)k

]
6= 0 then

33: Add
(
j, k − (i− j), φ

[
(vi)k

])
to L

34: end if
35: end for
36: end if
37: end for
38: Add HS[L] to L
39: end for
40: return L
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Name Time Complexity Relative power

Simple

O
(
CheckIndependence( )

)
= O(NM)

Shorter sequences than line-by-line.

O
(
IndependenceSet( )

)
= O(NM)

k-commutative

O
(
CheckIndependence( )

)
= O(NMMkk4) Shorter sequences than ‘Simple’.

O
(
IndependenceSet( )

)
= O(NMMkk4) Shorter sequences for increasing k.

Greedy commutative

O
(
CheckIndependence( )

)
= O(NM3) Shorter sequences than ‘Simple’.

O
(
IndependenceSet( )

)
= O(NM3) Relation to ‘k-commutative’ unknown.

Table 10.3: Table listing the time complexity and relative power of the CheckIndependence( ) and

IndependenceSet( ) for three di�erent classes of subroutine. The parameters N and M are the size of the

QDP grid and the size of the input set S respectively. The subroutine classes ‘simple’ and ‘greedy commutative’

can be run in polynomial time while the class ‘k-commutative’ is �xed-parameter-tractable, with independent

parameter k. This subroutine yields increasingly better results (shorter shuttling sequences) for increasing k
but the time complexity grows rapidly with k. See section 10.7 for a detailed description of these subroutines.

For an illustration of the advantages of these algorithms, one can consider the shuttle commands given in sec-

tion 10.3.4. A naive line-by-line approach will takeN time-steps while it is easy to see that the above algorithms

�nd sequences of length one.

Theorem 10.1. The algorithm described in Algorithm 3 has a time complexity upper

bounded by

O(N4) +N ·O
(
CheckIndependence(S, vi)

)

+N ·O
(
DependenceSet(S, vi)

)
,

(10.6)

where N is the number of columns in the input �ow matrix F .

The subroutines CheckIndependence(S, vi) and DependenceSet(S, vi) both take

in a set S of independent columns of the �ow matrix F and a column vi of the �ow matrix

F and respectively check whether v is independent of the set S or produce a subsetA of S
on which v depends. We list the time complexities pf various versions of these subroutines

in table 10.3.

Proof. Begin by noting that the algorithm 3 consists of two independent For-loops. The

�rst For-loop (lines 2-11) calls its body N times (ignoring constant factors). Calling the

For-loop body (lines 3-10) in the worst case requires calling bothCheckIndependence( )
and DependenceSet( ) plus some constant time instructions. This means the �rst For
loop has a worst case complexity ofN ·O

(
CheckIndependence( )

)
+N ·O

(
DependenceSet( )

)
.

The second For-loop (lines 13-25) consists of three nested For loops of length O(N)
with an If -clause inside the �rst two For-loops (line 16) constant time operation at the

bottom (line 19). The �rst For-loop can be seen to be of order O(N) by noting that the

set of independent columns S can be no bigger than N in which case all columns are

independent. The second For-loop (line 15) is O(N) bounded by construction. Note that

the If clause on line 16 can take time O(N) to complete since for any dependency set Aj
we can only say that |Aj | ≤ N (since Aj is a subset of the set of all columns of F ). The

third loop is also O(N) bounded since length(vi) ≤ N for all columns vi of F . Tallying

up all contributions we arrive at eq. (10.6), which completes the argument. �

This concludes our discussion of parallel shuttling operations. Before we move on how-

ever, it is worth pointing out an interesting example where this shuttling can be used a

subroutine to perform more complicated operations. This example will also be of use later
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when discussing parallel measurement in section 10.3.3 and the mapping of quantum error

correction codes in sections 10.4, 10.4.4 and 10.4.5.

Selective parallel single-qbit rotations
In this section we will discuss a particular example that illustrates the use of abstracting

away the complexity of parallel shuttling. Imagine a QDP grid initialized in the so called

idle con�guration. This con�guration can be seen in �g. 10.7. We will focus on the qubit

in the odd columns (i.e. the set B). Imagine a subset S of these qubits to be in the state

|1〉 and the remainder of these qubits to be in the state |0〉. The qubits on in the set R
can be in some arbitrary (and possibly entangled) multiqubit state |Ψ〉. We would like

to change the states states of the qubits in the set S to |0〉 without changing the state of

any other qubit. Due to the limited single qubit gates (see section 10.2.3) available in the

QDP this is a non-trivial problem for some arbitrary set S. However using the power of

parallel shuttling we can perform this task as follows. Begin by de�ning the set Ŝ to be

the complement of S inR. Now we begin by performing the parallel shuttling operation

HS[L], L = {(i, j, 1) ‖ (i, j) ∈ Ŝ}. (10.7)

Here we abuse notation a bit by referring to Ŝ as the set of locations of the qubits in Ŝ. This

operation in e�ect moves all qubits in Ŝ out ofR (and into B, note that the dots the qubits

are being shuttled in are always empty because of the de�nition of the idle con�guration).

Now we can use a semi-global single qubit rotation (as discussed in section 10.2.3) to

perform an X-rotation on all qubits in R, which is now just all qubits in the set S. This

�ips changes the states of the qubits in S from |1〉 to |0〉without changing the state of any

other qubit. Following this we can restore the BOARDSTATE to its original con�guration

by applying the parallel shuttling command

HS[L], L = {(i, j,−1) ‖ (i, j) ∈ Ŝ}. (10.8)

Now we have applied the required operation. Note that at no point we had to reason

about the structure of the set S itself. This complexity was taken care of by the classical

subroutines embedded in HS[L]. Next we discuss performing parallel two-qubit gates.

10.3.2. Parallel two-qbit gates
Similar to parallel shuttling it is in general rather involved to perform parallel two-qubit

operations in the QDP. We can again de�ne parallel versions of the OPCODES for two-

qubit operations and then analyze how to perform them as parallel as possible (again

having access to classical side computation).

OPCODE E�ect

HI[L] Perform VI[(i,j)] for (i, j) ∈ L
VI[L] Perform HI[(i,j)] for (i, j) ∈ L

Given an BOARDSTATE and a HI[L] command one could use an algorithm similar

to the algorithm presented for shuttling. We can again construct a matrix F such that

Fij = 1 is for all tuples (i, j) in L indicating the locations where we desire a two-qubit
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operation to happen and Fij = 0 everywhere else. Now we can use the algorithm pre-

sented above for shuttling to decompose the matrix F into a series of parallel HI[L]
operations. However, since we have CHPASE2 = 1 the independence subroutine re-

duces to linear independence of the columns of F modulo 2. This means we can �nd an

optimal decomposition into parallel operations by �nding the Schmidt-normal [22, Chap-

ter 14] form of the matrix F (Note that we do have to ‘tilt’ the matrix F to account for the

fact that as posed the diagonal lines of the matrix F are its ‘rows’). We can make the same

argument given a BOARDSTATE and a VI[L] command but now the Schmidt-normal

form must be found modulo 4 as (
√

SWAP)4 = 1. As both addition modulo 2 (Z2) de�nes

a number �eld, so �nding the Schmidt-normal form here is easy suing Gaussian elimina-

tion. Addition modulo 4 (Z4) is not a �eld so �nding the Schmidt-normal form is trickier

but is can still be done e�ciently (with high probability of success), see for instance [23].

The depth of the sequence of operations is now proportional to the rank of the matrix F
over Z2 (CPHASE ) or Z4 (

√
SWAP ). However, as mentioned before, the parallel oper-

ation of two-qubit gates in the QDP will mean taking a hit in operation �delity vis-a-vis

the more controllable line-by-line operation [4]. Since this operation �delity is typically

a much larger error source than the waiting-time-induced decoherence stemming from

line-by line operation we will for the remainder of the paper assume line-by-line oper-

ation of the two-qubit gates. This will have an impact when performing quantum error

correction on the QDP which we will discuss in more detail in section 10.5.

For the sake of completeness we also de�ne a parallel version of the CNOT OPCODE. The

same considerations of parallel operation hold for the parallel use of CNOT gates as they

hold for the CPHASE and

√
SWAP gates. We continue the discussion of parallelism in

the QDP by analyzing parallel measurements.

OPCODE E�ect

VC[L] Perform VC[(i,j)] for every (i, j) in L

10.3.3. Parallel Measurements
Performing measurements on an arbitrary subset of qubits on the QDP is in general quite

involved. Every qubit to be measured requires an ancilla qubit and this ancilla qubit must

be in a known computational basis state, and an empty dot must be adjacent as a reference

for the readout process. The qubits must then be shuttled such that they are horizontally

adjacent to their respective ancilla qubits and must also be located in such a way such that

they are in the right columns for the PSB process to take place (revisit section 10.2.3 for

more information). This can be done using the algorithm for parallel shuttling presented

above but in the worst case this will take a sequence of depth O(N) parallel shuttle oper-

ations. On top of the required shuttling the PSB process itself (from a control perspective

similar to shuttling) must be performed in a way that depends on the BOARDSTATE and

the con�guration of the qubit/ancilla pairs. In general this PSB process will be performed

line-by-line (for the �delity reasons mentioned in the beginning of the section) and hence

requires a sequence of depth O(N) parallel grid operations (plus the amount of shuttling

operations needed to attain the right measurement con�guration in the �rst place). Due
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to this complexity we will not analyze parallel measurement in detail but rather focus on

a particular case relevant to the mapping of the surface code. But �rst we de�ne a parallel

measurement OPCODE M[L] which takes in a list of tuples (i, j, k) denoting locations

of qubits to be measured (i, j) and whether the ancilla qubit is to the left (k = −1) or to

the right (k = 1) of the qubit to be measured

OPCODE E�ect

M[L] Perform M[(i, j, k)] for every (i, j, k) in L

A specific parallel measurement example
Let us consider a speci�c example of a parallel measurement procedure that will be used

in our discussion of error correction. We begin by imagining the BOARDSTATE to be in

the idle con�guration (�g. 10.7 top left). We next perform the shuttle operations needed

to change the BOARDSTATE to the measurement con�guration. This con�guration (and

how to reach it by shuttling operations from the idle con�guration) will be discussed sec-

tion 10.3.4 and can be seen in �g. 10.7 (c). Next take the qubits to be measured in the

parallel measurement operation to be the red qubits in �g. 10.7. The qubits directly to the

right or to the left of those qubits will be the required readout ancillas (blue in �g. 10.7).

We will assume that the readout ancillas are in the |0〉 state. If some ancilla qubits are

in the |1〉 state instead we can always perform the procedure given in section 10.2.3 to

rotate them to |0〉 without changing the state of the other qubits on the grid. Note that

all the ancilla qubits are in the set B whereas the qubits to be read out are in the set R.

This means that we can perform the PSB process by attempting to shuttle the qubit to be

measured (red) into the sites occupied by the ancilla qubits (blue). In principle we could

perform this operations in parallel by executing the operations

VS[L], L = {(i, j, 1) ‖ i = 0 mod 2, j = 1 mod 2, i+ j = 1 mod 4} (10.9)

to bring the qubits to be measured (red) horizontally adjacent to the ancilla qubits (blue)

and then

M[L],L = {(i, j, 1) ‖ i = 1 mod 4, j = 1 mod 4} (10.10)

and

M[L],L = {(i, j,−1) ‖ i = 3 mod 4, j = 3 mod 4}. (10.11)

All of these operations can be performed in a single time-step. However for �delity and

control reasons laid out in the beginning we would prefer to perform these operations in a

line-by-line manner. In particular we would like to perform these operations one row at a

time since this gives us the ability to control both diagonal and vertical lines individually

for each measurement. However we must take care to avoid spurious operations. For

instance when performing measurements on the qubits at locations (1, 1) and (1, 5) we

must avoid also performing a measurement on the qubit at location (5, 5). To avoid this
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situation we will bring only the bottom row of qubits to be measured horizontally adjacent

to the ancilla qubits, perform the PSB process and readout on that row only and then

shuttle the qubits to be measured back down again. This we repeat going up in rows

until we reach the end of the grid. More formally we perform the following sequence of

operations.

Algorithm 4 Loop over OPCODES to perform line-by-line measurements

1: for i ∈ [0 : N − 2] do
2: if i = 1 mod 4 then
3: VS[L], L = {(i− 1, j,−1) ‖ j = 1 mod 4}
4: M[L], L = {(i, j, 1) ‖ j = 1 mod 4}
5: VS[L], L = {(i− 1, j, 1) ‖ j = 1 mod 4}
6: end if
7: if i = 3 mod 4 then
8: VS[L], L = {(i− 1, j,−1) ‖ j = 3 mod 4}
9: M[L], L = {(i, j,−1) ‖ j = 3 mod 4}

10: VS[L], L = {(i− 1, j, 1) ‖ j = 3 mod 4}
11: end if
12: end for

We will use this particular procedure when performing the readout step in a surface code

error correction cycle in section 10.4.4. This concludes our discussion of parallel operation

on the QDP. We now move on to highlight some BOARDSTATE con�gurations that will

feature prominently in the surface and color code mappings.

10.3.4. Some useful grid configurations
There are several con�gurations of the BOARDSTATE that show up frequently enough

(for instance in the error correction codes in section 10.4.4) to merit some special attention.

In this section we list these speci�c con�gurations and show how to construct them.

Idle configuration
The idle con�guration is the con�guration in which the QDP is initialized. As shown in

�g. 10.7 it has a checkerboard pattern of �lled and un�lled sites. In this con�guration no

two-qubit gates can be applied between any qubit pair but since it minimizes unwanted

crosstalk between qubits [4], it is good practice to bring the system back to this con�gu-

ration when not performing any operations. For this reason we consider the idle con�g-

uration to be the starting point for the construction of all other con�gurations.

Sqare configuration
As seen in �g. 10.7(e) the square con�gurations consist of alternating �lled and un�lled

2×2 blocks of sites. The so-called right square con�guration can be reached from the idle

con�guration by a shuttling operation HS[L] with the set L being

L = {(i, j, 1) ‖ i = 1 mod 2, j = 1 mod 2, i+ j = 2 mod 4} (10.12)

∪ {(i, j,−1) ‖ i = 0 mod 2, j = 1 mod 2, i+ j = 3 mod 4}.
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(a) Idle (b) Rightward triangle

(c) Measurement (d) PSB and readout (e) Right square

Figure 10.7: Useful BOARDSTATE con�gurations. We denote data qubits with black color, X-measurement

qubits by red and Z-measurement qubits by blue. Those will collect the parity of the data qubits in one error

correction cycle, and one is the others reference at the PSB measurement. (a) The idle con�guration is a starting

point of all algorithms. All qubits are spread out and well separated. (b) The triangle con�gurations (here we

have a rightward triangle, see the frame in the �gure) is assumed when the proximity of measurement qubits

to data qubits is required. This is the case for the parity measurements in error correction cycles. (c) The

measurement con�guration is formed to bring X- and Z-measurement qubits close to each other, such that a

row can be selected in which the measurement is performed. (d) Certain measurement qubits are brought to

adjacent dots in order to perform the PSB-based measurement and readout in a line-by-line fashion (encircled

qubits). Since the rest of the grid is in the measurement con�guration, individual control over the barrier lines

and one potential is guaranteed without spurious measurements. (e) The (right) square con�guration is a mid-

way point between the idle and (right) triangle con�guration. Going through the square con�guration keeps the

shuttling algorithm manageable, as not more that 2 di�erent heights of the dot potentials are employed. One of

the characteristic squares is framed in the �gure.
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Note that this operation only takes a single time-step, the square con�guration is shown

in �g. 10.7(e). The right square con�guration is characterized by the red (Z-) ancilla being

in the left corner of every square. Another �avor of this con�guration is the left square

con�guration, where the red ancilla is in the upper right corner, and the blue one in the

left. The left square con�guration can be reached from the idle con�guration by a shuttling

operation HS[L] with the set L being .

L = {(i, j, 1) ‖ i = 0 mod 2, j = 0 mod 2, i+ j = 2 mod 4} (10.13)

∪ {(i, j,−1) ‖ i = 1 mod 2, j = 0 mod 2, i+ j = 1 mod 4}.
These con�gurations are used as an intermediate step for us to reach the triangle con�g-

urations.

Measurement Configuration
The measurement con�guration can be reached from the idle con�guration in three time-

steps by the following sequence of parallel shuttling operations.

HS[A], A = {(i, j,−1), (i− 1, j − 1, 1) ‖ i = 1 mod 4, j = 2 mod 4},
HS[B], B = {(i− 1, j − 1, 1) ‖ i = 3 mod 4, j = 1 mod 4},
VS[C], C = {(i, j,−1) ‖ i = 0 mod 2, j = 1 mod 2, i+ j = 1 mod 4}. (10.14)

This con�guration can be seen in �g. 10.7(d) and it is an intermediate state in the measure-

ment process of the blue qubits using the red qubits as ancillas. How this measurement

protocol works in detail is described in section 10.3.3.

Triangle configurations
In order to collect the parity of the data qubits in the error correction cycles, we need to

align the ancilla qubits with the data qubits, according to the two-qubit gates used. This

is re�ected in the use of triangle con�gurations. There are two triangle con�gurations

that can be reached in a single parallel shuttling step from the right square con�guration.

The �rst one, seen in �g. 10.7(b), is called the rightward triangle con�guration. It can be

reached from the square con�guration by the grid operation HS[L] with the set L being

L = {(i, j,−1) ‖ 0 = 1 mod 2, j = 1 mod 2, i+ j = 3 mod 4}, (10.15)

which does as much as to shuttle the right data qubit of every square (framed squares

in �g. 10.7(e)) to the empty dot on its right. In this con�guration, we are able to perform

high-�delity two-qubit gates between the two data qubits and the ancilla in every triangle.

In order to reach the neighboring pair of data qubits with the same ancilla, we start from

the left square con�guration and shuttle the left data qubit to the left. Operationally, we

would do HS[L] with

L = {(i, j, 1) ‖ i = 0 mod 2, j = 0 mod 2, i+ j = 2 mod 4}. (10.16)

Note again that these parallel shuttling operations can be performed in a single time step.

From these con�gurations the idle con�guration can also be reached in a single time step.

In the next section these con�gurations will feature prominently in the mapping of several

quantum error correction codes to the QDP architecture.
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10.4. Error correction codes
In this section we will apply the techniques we developed in the previous sections to map

several quantum error correction codes to the QDP.

10.4.1. Introduction
First we recall some basic facts about quantum error correction codes and topological

stabilizer codes in particular. The focus will be on practical application, for a more in

depth treatment of quantum error correction and topological error correction codes we

refer to [7]. Recall �rst the Pauli operators on a single qubit:

X =

(
0 1
1 0

)
, Z =

(
1 0
0 −1

)
. (10.17)

Given a system of n qubits we denote by Pi the Pauli operator P ∈ {X,Z} acting on

the i’th qubit. With this de�nition we can see write the n qubit Pauli group Pn as the

group generated by the operators {Xi, Zj : i, j ∈ [1 : n]} under matrix multiplication.

A stabilizer quantum error correction code acting on n physical qubits and encoding k
logical qubits can then be de�ned as the joint positive eigenspace of an abelian subgroup

S of Pn generated by n− k independent commuting Pauli operators. Operationally, this

code is then de�ned by measuring the generators ofS and if necessary perform corrections

to bring the state of the system back into the positive joint eigenspace of these generators.

This is a very general de�nition and it is not guaranteed that a code de�ned this way

A
2

B

6 5 4

31

Figure 10.8: Schematic representation of a distance

three rotated planar surface code [24]. The gray cir-

cles represent the data qubits supporting the code.

The green circles represent ancilla qubits, which are

used to perform the stabilizer measurements which

de�ne the code. These stabilizer measurements are

represented by the red ( Z-type stabilizers) and blue

faces (X-type stabilizers). The ancilla qubit in the

middle of a face will be used to perform a stabilizer

measurement of the data qubits on the corners of that

face. The actual quantum circuits used to perform

these stabilizer measurements are shown in �g. 10.9.

Z stabilizer sequence

|0〉A MZ

|ψ〉1 •
|ψ〉2 •
|ψ〉5 •
|ψ〉6 •

X-stabilizer sequence

|+〉B • • • • MX

|ψ〉2
|ψ〉3
|ψ〉4
|ψ〉5

Figure 10.9: Quantum circuits for performing the X-

and Z-stabilizer measurements of the planar surface

code [6, 7, 25, 26]. The qubits A and B (see �g. 10.8)

are ancilla qubits used to perform stabilizer measure-

ments on the the data qubits on the corners of the

faces de�ning the code. The data qubits associated

to the face of qubit A are {1, 2, 5, 6} and likewise

{2, 3, 4, 5} for qubit B.
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yields any protection against errors happening. Below we will see some common examples

of stabilizer error correction codes that do have good protection against errors. On top

of that, these codes have the desirable property that their stabilizers are in some sense

‘local’. That is they can be implemented on qubits lying on a lattice such that the stabilizer

generators can be measured by entangling a patch of qubits that is small with respect to

the total lattice size. The most well known example of a code of this type is the so-called

planar surface code.

10.4.2. Planar surface code
The planar surface code is probably the most well known practical quantum error cor-

rection code due to its high threshold [27], the availability of e�cient decoding algo-

rithms [28]. To construct the planar surface code (in particular we will use the so-called

rotated planar surface code [24], as it uses less physical qubits per logical qubit) we will

consider a regular n × n square lattice of degree four (every node has four connected

neighbors) and we will place qubits on each node. We will de�ne the generators of the

abelian group C that de�nes the surface code by alternately placing X- and Z-quartets

on the faces of the lattice (in �g. 10.8 the red faces correspond to X-stabilizer quarters

while the green faces correspond to Z stabilizer quartets). This X(Z) will indicate that

we pick the generator X⊗4
(Z⊗4

) on the four qubits on the corners of the X (Z) face.

Note that this means that all of the generators commute with each other since they ei-

ther act on disjoint sets of qubits or act on sets that have an overlap of exactly 2 qubits.

Since XZ = −ZX we have that X⊗2Z⊗2 = Z⊗2X⊗2
which means that all generators

commute. These generators (plus appropriate generators on the boundary of the lattice)

de�ne a stabilizer group which speci�es a code space of dimension 2, i.e. a single logical

qubit. We can locally measure these X(Z) stabilizers by using the circuits [6, 7, 25, 26]

illustrated in �g. 10.9. This construction calls for one ancilla qubit per lattice face.

10.4.3. 2D color codes
Another important class of planar topological codes are the 2D color codes [9]. These

codes are de�ned on 3-colorable tilings of the Euclidean plane. Two popular tilings are

the so called 6.6.6. and 4.8.8. tilings corresponding to hexagonal and square-octagonal

Z stabilizer sequence

|0〉A S† � Z � S† � Z � S† � Z � S† � Z � S† Z

|q1〉 ZHS† � � ZHS†

|q2〉 ZHS† � � ZHS†

|q3〉 ZHS† � � ZHS†

|q4〉 ZHS† � � ZHS†

Figure 10.10: Z stabilizer measurement circuit using the

√
SWAP as the main two-qubit gate. The Z- and

S-rotations can be performed by the timing procedure described in section 10.2.3.
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tilings respectively. To construct the code qubits are places on all vertices of the tiling and

X- and Z-stabilizers are associated to every tile by applying X (Z) to every qubit on the

corner of the tile. With suitable boundary conditions this construction encodes a single

logical qubit with a distance proportional to

√
n with n the number of physical qubits.

See �g. 10.11 for examples of the 6.6.6. and 4.8.8. color codes of distance �ve. Note that

these pictures do not include ancilla qubits for measuring the stabilizers. The planar color

codes have lower thresholds than the planar surface code but are more versatile when it

comes to fault-tolerant gates. The planar color codes support the full Cli�ord group as a

transversal set, making quantum computation on color codes more e�cient than on the

surface code. In the next section we will focus on mapping these codes to the QDP using

the concepts introduced in section 10.3.
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10.4.4. Surface code mapping
We now describe a protocol that maps the surface code on the architecture described in

section 10.2. The surface code layout has a straightforward mapping that places the data

qubits on the even numbered columns and the X- and Z-ancillas on the odd columns.

This means we have single-qubit control over all data qubits and all ancilla qubits sep-

arately. There are two ways to perform the surface code cycle; we could use either the√
SWAP gate or the CPHASE gate as the main two-qubit gate. Since in practice the√
SWAP

gate has higher �delity [4] we will use this gate. We begin by changing the circuits per-

forming theX- andZ-stabilizer measurements to work with

√
SWAP rather than CNOT.

We can emulate a CNOT gate by using two

√
SWAP gates interspersed with a Z-gate

on the control plus some single qubit gates. As described in section 10.2.3 the Z- and S-

gates on the ancilla qubit can performed by waiting, which means they can be performed

locally while the single qubit operations on the data qubits can be performed in parallel

using the global unitary rotations described in section 10.2.3. TheX- and Z-circuits using√
SWAP are shown in �g. 10.10.

We will split up the quantum error correction cycle by �rst performing all X-type stabi-

lizers (the X-cycle) and then all Z-type stabilizers (Z-cycle). This means we can use the

idle Z- (X-) ancilla to perform a measurement on the X- (Z-) ancilla at the end of the X

1
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4
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1

2
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Figure 10.12: Unit cells of the deformed 4.8.8. and 6.6.6. codes (left and middle respectively) and the unit cell of

the surface code (Z-cycle) with the gray circle corresponding to qubits. For the 4.8.8. unit cell the qubit labeled

‘A’ is the ancilla qubit for the octagon (now a rectangle) sub-cell while the qubit labeled ‘D’ is the ancilla for the

square sub-cell. The qubit labeled ‘B’ is used to read out the qubit labeled ‘D’ and the qubit labeled ‘C’ is used to

read out the ancilla qubit for the octagon cell directly below the square cell (not pictured). The qubits labeled by

numbers are the data qubits. For the 6.6.6. unit cell the qubit labeled ‘A’ is the ancilla qubit used to perform the

stabilizer measurement while the qubit labeled ‘B’ is used to read out the ‘A’ qubit for the unit cell directly to the

bottom left (not pictured). The numbered qubits are again data qubits. For the surface code unit cell the qubit

labeled ‘A’ is the ancilla used for the Z-cycle stabilizer measurement while the qubit labeled ‘B’ is the qubit used

to read out the ‘A’ qubit. It is also the qubit used as the ancilla for the X-stabilizer cycle. The numbered qubits

are again data qubits. Note that this unit cell mirrors when moving upwards. That is, the unit cell above the one

pictured will have the ancilla qubit B to the right of qubit A instead of to the left as pictured.
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(Z) cycle. For convenience we included a depiction of the surface code Z-cycle unit cell in

�g. 10.12 (right). The qubit labeled ‘A’ is the ancilla used for the Z stabilizer circuit. The

numbered qubits are data qubits and the qubit labeled ‘B’ is the qubit used for reading out

the ‘A’ qubit. It is also the ancilla qubit for theX-cycle. We now describe the steps needed

to perform theZ-cycle in parallel on the entire surface code sheet. For convenience we ig-

nore the surface code boundary conditions but these can be easily included. The X-cycle

is equivalent up to di�erent single qubit gates (XS† instead of ZHS† on the data qubits,

HS† instead of S† on the ancilla) and shifting every operation 2 steps up, e.g. setting i to

i+ 2.

The surface code Z-cycle

1. Initialize in the idle con�guration

2. Apply ZHS† to all qubits inR (data) and S† to qubits in B (ancilla)

3. Go to right square con�guration

4. Go to rightward triangle con�guration

5. Perform CNOT between qubits A and 1 by performing VC[L] with

L = {(i, j) ‖ i = 1 mod 2, j = 0 mod 2, i+ j = 3 mod 4}

6. Perform CNOT between qubits A and 2 by performing VC[L] with

L = {(i, j) ‖ i = 0 mod 2, j = 0 mod 2, i+ j = 2 mod 4}

7. Go to idle con�guration

8. Go to left square con�guration

9. Go to leftward triangle con�guration

10. Perform CNOT between qubits A and 3 by performing VC[L] with

L = {(i, j) ‖ i = 1 mod 2, j = 0 mod 2, i+ j = 1 mod 4}

11. Perform CNOT between qubits A and 4 by performing VC[L] with

L = {(i, j) ‖ i = 0 mod 2, j = 0 mod 2, i+ j = 0 mod 4}

12. Go to idle con�guration

13. Apply ZHS† to all qubits inR (data) and S† to qubits in B (ancilla)

14. Apply measurement ancilla correction step for qubit B as described in section 10.3.1

15. Go to measurement con�guration

16. Perform Pauli Spin Blockade measurement process as described in section 10.3.3 using qubit B as

ancilla to qubit A

17. Go to idle con�guration

10.4.5. Color code mapping
The mapping of the color codes is largely analogous to that of the surface code. We begin

with the 6.6.6. color code as it is easiest to map. We begin by deforming the tiling on

which the color code is de�ned such that it is more amenable to the square grid struc-
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ture of the QDP. This is fairly straightforward as can be seen from the d = 5 example

in �g. 10.11. In the deformed tiling it is clear how to map the code to the crossbar grid

layout. We once again place all data qubits in the even columns and all ancilla qubits in

the odd columns. This places the unit ‘hexagon’ seen in the deformed code in a 3× 5 tile

on the QDP (see �g. 10.12 (right) for this unit tile). This places all data qubits in R and 2
extra qubits in B, both of which could be used as an ancilla in the stabilizer circuit. We

will always choose the top qubit (qubit ‘A’) of these two in the hexagon unit cell as the

ancilla qubit for the error correction cycles. The extra (bottom) qubit (qubit ‘B’) in the

unit cell will be used to perform the readout of the ancilla qubit of the unit hexagon to

its direct left. This has the advantage of making the readout process independent of the

measurement results of the previous cycles (as was the case in the surface code). Note also

that the ancilla qubits are positioned along diagonal lines on the QDP grid. This makes the

quantum error correction cycle very analogous to the surface code. We once again must

split up the X- and Z-cycles (again due to the limited single qubit rotations possible). Be-

low we present the steps needed to perform the Z-cycle (which now measures a weight 6
operator). TheX-cycle is identical up to di�ering single qubit rotations on the data qubits.
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The 6.6.6 color code Z-cycle

1. Perform Steps 1 to 11 in the surface code Z-cycle to perform CNOT s between the ancilla (qubit A)

and the data qubits 1, 2, 5, 6 in the unit hexagon and end in the idle con�guration

2. Go to idle con�guration but with all even columns up and all odd columns down by performing

VS[L] with

L = {(i, j, 1) ‖ i = 0 mod 2, j = 0 mod 2}
∪ {(i, j,−1) ‖ i = 1 mod 2, j = 1 mod 2}

3. Go to right square con�guration

4. Go to rightward triangle con�guration

5. Perform CNOT between qubits A and 3 by performing VC[L] with

L = {(i, j) ‖ i = 1 mod 2, j = 0 mod 2, i+ j = 1 mod 4}

6. Go to idle con�guration

7. Go to left square con�guration

8. Go to leftward triangle

9. Perform CNOT by performing between qubits A and 4 VC[L] with

L = {(i, j) ‖ i = 0 mod 2, j = 0 mod 2, i+ j = 2 mod 4}

10. Go to idle con�guration

11. Invert Step 6 by performing VS[L] with

L = {(i, j,−1) ‖ i = 0 mod 2, j = 0 mod 2}
∪ {(i, j, 1) ‖ i = 1 mod 2, j = 1 mod 2}

12. Apply ZHS† to all qubits inR (data) and S† to qubits in B (ancilla)

13. Go to measurement con�guration

14. Perform Pauli Spin Blockade measurement process as described in section 10.3.3 using qubit B as

ancilla to read out qubit A (unit cell to the right)

15. Go to idle con�guration

Next up is the 4.8.8. color code. We deform the tiling on which the code is de�ned similarly

to the 6.6.6. code. The deformed 4.8.8. code lattice can be seen in �g. 10.12 (left). We again

place the data qubits in the setR the ancilla qubits in the set B. See �g. 10.12 for a layout

of the unit cell of the 4.8.8. code on the QDP. Note that there are two di�erent types of

tiles in this code. The square tile has one qubit (qubit ‘D’ in �g. 10.12) in B, which we

will use as ancilla qubit for that tile. The deformed octagon tile has three qubits in B.

We will use the topmost qubit (qubit ‘A’) as the ancilla qubit for the tile while the middle

one (qubit ‘B’) serves as the readout qubit for the square tile ancilla directly to its left

and the bottommost one (qubit ‘C’) will be used to perform the readout of the octagon

directly below the square tile (not pictured). Because the structure of the 4.8.8. code is

less amenable to direct mapping the stepping process is a little more complicated. We will

again only write down the Z-cycle with theX-cycle being the same up to initial and �nal

single qubit rotations on the data qubits.
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The 4.8.8 color code Z-cycle

1. Initialize in the idle con�guration

2. Apply ZHS† to all qubits inR (data) and S† to qubits in B (ancilla)

3. Go to right square con�guration

4. Go to rightward triangle con�guration

5. Perform CNOT between qubits A and 1 and D and 7 by performing VC[L] with

L = {(i, j) ‖ i = 1 mod 2, j = 0 mod 2, [i+ j = 3 ∨ 7 mod 16]}

6. Perform CNOT between qubits A and 2 and d and 6 by performing VC[L] with

L = {(i, j) ‖ i = 0 mod 2, j = 0 mod 2, [i+ j = 2 ∨ 6 mod 16]}

7. Go to left square con�guration

8. Go to left triangle con�guration

9. Perform CNOT between qubits A and 8 and D and 9 by performing VC[L] with

L = {(i, j) ‖ i = 1 mod 2, j = 0 mod 2, [i+ j = 1 ∨ 5 mod 16]}

10. Perform CNOT between qubits A and 7 and d and 10 by performing VC[L] with

L = {(i, j) ‖ i = 0 mod 2, j = 0 mod 2, [i+ j = 0 ∨ 4 mod 16]}

11. Go to idle con�guration

12. Go to idle con�guration but with all even columns up and all odd columns down by performing

VS[L] with

L = {(i, j, 1) ‖ i = 0 mod 2, j = 0 mod 2}
∪ {(i, j,−1) ‖ i = 1 mod 2, j = 1 mod 2}

13. Go to right square con�guration

14. Go to rightward triangle con�guration

15. Perform CNOT between qubits A and 3 by performing VC[L] with

L = {(i, j) ‖ i = 1 mod 2, j = 0 mod 2, i+ j = 3 mod 16}

16. Perform CNOT between qubits A and 4 by performing VC[L] with

L = {(i, j) ‖ i = 0 mod 2, j = 0 mod 2, i+ j = 2 mod 16}

17. Go to idle con�guration

18. Go to left square con�guration

19. Go to leftward triangle con�guration

20. Perform CNOT between qubits A and 6 by performing VC[L] with

L = {(i, j) ‖ i = 1 mod 2, j = 0 mod 2, i+ j = 1 mod 16}

21. Perform CNOT between qubits A and 5 by performing VC[L] with

L = {(i, j) ‖ i = 0 mod 2, j = 0 mod 2, i+ j = 0 mod 16}

22. Go to idle con�guration

23. Invert Step 6 by performing VS[L] with

L = {(i, j,−1) ‖ i = 0 mod 2, j = 0 mod 2}
∪ {(i, j, 1) ‖ i = 1 mod 2, j = 1 mod 2}

24. Repeat Steps 2-23 but setting i to i+ 2 and j to j + 1

25. Apply ZHS† to all qubits inR (data) and S† to qubits in B (ancilla)

26. Go to measurement con�guration

27. Perform Pauli Spin Blockade measurement process as described in section 10.3.3 using qubit B (unit

cell to the right) as ancilla for qubit A and using qubit C as ancilla for qubit D

28. Go to idle con�guration
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10.5. Discussion
In this section we evaluate the mapping of the error corrections codes described above and

argue numerically that it is possible to attain the error suppression needed for practical

universal quantum computing. We will do this exercise for the planar surface code, as

it is the most popular and best understood error correction code. The description given

in section 10.4.4 assumes that all operations can be implemented perfectly in parallel. In

practice though, for the reasons outlined in section 10.3 many operations that can in prin-

ciple be done in parallel will be done in a line-by-line fashion. Note that for surface code

in an array like this, the length of a quadratic grid scales linearly with the code distance

as N = 2d + 1. This means that the time performing a surface code cycle and thus the

number of errors a�ecting a logical qubit rises linearly with the code distance and hence

this mapping of the surface code will not exhibit an error correction threshold. As a conse-

quence the error probability of the encoded qubit (the logical error probability) cannot be

made arbitrarily small but rather will exhibit a minimum for some particular code distance

after which the logical error probability will start rising with increasing code distance. The

code distance which minimizes the error will depend non-trivially on the error probabil-

ity of the code qubits. This is not a very satisfactory situation from a theoretical point of

view, but from the point of view of practical quantum computation we are not so much

interested in asymptotic statements but rather if the logical error probability can be made

small enough to allow for realistic computation [26]. As a target logical error probability

we choose PL = 10−20
as at this point the computation is essentially error free (for com-

parison, a modern classical processor has an error probability around 10−19
[11]). We will

use this number as a benchmark to assess if and for what error parameters the surface

code mapping in the QDP yields a “practical" logical qubit. In order to assess this we must

consider in more detail the sources of error a�icting the surface code operation on the

QDP. We will begin by detailing how the surface code is likely to be implemented in prac-

tice on the QDP and afterward we will consider how this impacts the error behavior of

the logical surface code qubit. We will distinguish two classes of error sources: operation

induced errors and decoherence induced errors.

10.5.1. Practical implementation of the surface code
Here we present an mapping of the surface code based on the one presented in sec-

tion 10.4.4 but di�ering in the amount of time-steps used to perform certain operations.

In particular we choose to do all shuttle and two-qubit-gate operations in a line-by-line

manner. This is a speci�c choice which we expect will work well but variations of this

protocol are certainly possible. As mentioned above this will mean that the time an er-

ror correction cycler takes will scale will the code distance. This means it is important to

keep careful track of the time needed to perform a cycle. We will do this while describing

line-by-line operation of the surface code cycle in greater detail below.

In practice we will perform the protocol in section 10.4.4 in the following manner. We

begin by performing step 1 and 2 for all qubits. Then we apply steps 3 − 7 but only to

the data and ancilla qubits in the columns 0 and 1. Note that after performing these steps

on only the �rst two columns we are back in the idle con�guration. Now we repeat the

previous for columns 2 and 3 and so forth until we reach the end of the code surface. Hav-
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Steps 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 X-Z cycle average Full cycle total√
SWAP gate 2d 2d 2d 2d 8d 16d
Z rotation 2d 2d 2d d 7d 14d
Shuttling d d d d d d 5d 2d 3d 16d 32d

Global rotation 1 1 1 3 6
Measurement d d 2d

Table 10.4: Time-step count per step in terms of di�erent types of possible gates for the line-by-line implemen-

tation of the surface code cycle described in section 10.4.4. The number of time-steps is quoted in terms of the

code distance d. this table does not specify the exact order in which the operations happen, see section 10.5.1

for an explanation of the time �ow. Note that the table shows the average of the time-step counts for the X-

and Z-cycles. The actual time count for the individualX- and Z-cycles is slightly di�erent due to the boundary

conditions of the surface code. The exact count for the Z-cycle can be obtained by replacing d by d− 1 in every

entry (except for the last column) whereas the exact count for theX-cycle is obtained by replacing d with d+ 1
in every column bar the last one. Since (d + 1) + (d− 1) = 2d = d + d this makes no di�erence for the full

cycle count. Table cells that are left empty signify zero entries.

ing done these operations we are at the end of step 7 (go to idle con�guration) and the

grid is the idle con�guration. We now repeat the same process to perform steps 8− 12 of

section 10.4.4. Next we perform step 13 which can be done globally. Hereafter we perform

step 14 (ancilla correction) in standard line-by-line fashion. Note that even in an ideal im-

plementation step 14 has to be done line-by-line in the worst case. After this we perform

step 15 (go to measurement con�guration) in a line-by line manner and similarly for steps

16 (PSB/readout procedure) and 17 (go to idle con�guration).

Note that in this line-by-line implementation there is a slight asymmetry between the X-

andZ-cycles. Due to the boundary conditions of the surface code theX-cycle will involve

d+ 1 columns pairs whereas the Z-cycle will involve d− 1 column pairs. However since

(d + 1) + (d − 1) = 2d this is mathematically equivalent to saying that the average

cycle involves d column pairs. With this understanding we quite in table 10.4 how many

time-steps every step in section 10.4.4 takes (split up by gates involved in that step) in this

particular implementation of the protocol. Note that in this table we do not specify the

order in which the operations happen, only to which step they are associated. We also

calculate the amount of time-steps (for di�erent gate types) needed for the full surface

code error correction cycle.

10.5.2. Decoherence induced errors
Decoherence induced errors are introduced into the computation by uncontrolled physical

processes in the underlying system. The e�ect of these processes is called decoherence.

Decoherence happens even if a qubit is not being operated upon and the amount of de-

coherence happening during a computation scales with the time that computation takes.

Therefore, to account for decoherence induced errors during the error correction cycle we

need to compute how long an error correction cycle takes. Generally any operation on

the QDP takes a certain amount of time denoted by τ . We distinguish again �ve di�erent

operations: (1) two-qubit

√
SWAP gates, (2) qubit shuttle operations, (3) single qubit Z

gates by waiting, (4) global single qubit operations, (5) qubit measurements. The time they

take we will denote by τsw, τsh, τz, τgl and τm respectively. In table 10.4 we performed a

count of the total time taken by the surface code error correction cycle using the mapping
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described in sections 10.4.4 and 10.5.1. The table below summarizes the total number of

time-steps for every gate type for a full surface code error correction cycle.

Symbol Operation time-steps per cycle

τsw
√

SWAP gate 16d
τsh Shuttling 32d
τz Z rotation by waiting 14d
τgl Global qubit rotation 6
τm Measurement 2d

We can now say the total time τtotal(d) as a function of the code distance d is given by

τtotal(d) = 16dτsw + 32dτsh

+ 14dτz + 6τgl + 2dτm.
(10.18)

This total time can be connected to an error probability by invoking the mean decoherence

time of the qubits in the system, the so called T2 time [16, 29] (We ignore the in�uence of

T1 in this calculation as it is typically much larger than T2 in silicon spin qubits [4, 30]).

We can �nd the decoherence induced error probability Pdec [16, Page 384] as

Pdec(d) =
τtotal(d)

2T2
. (10.19)

Next we investigate operation induced errors. These will typically be larger than deco-

herence induced errors but will not scale with the distance of the code.

10.5.3. Operation induced errors
Operation induced errors are caused by imperfect application of quantum operations to the

qubit states. There are �ve operations performed on qubits in the surface code cycle. These

are: (1) two-qubit

√
SWAP gates, (2) qubit shuttle operations, (3) single qubit Z gates by

waiting, (4) global single qubit operations, (5) qubit measurements. We will denote the

probability of an error a�icting these operations byPsw, Psh, Pz, Pgl andPm respectively.

In table 10.5 we list the total number of gates of a given type a data qubit and an ancilla

qubit participate in over the course of a surface code cycle. In section 10.8 we give a more

detailed per-step overview of the operations performed on data qubits and ancilla qubits.

For clarity we have chosen qubit 1 in �g. 10.12 (right) as a representative of the data qubits

and qubit A in �g. 10.12 (right) as a representative of the ancilla qubits. Other qubits in

the code might have a di�erent ordering of operations but their gate counts will be the

same, except for the qubits located at the boundary of the code which will have a strictly

lower gate count (we can thus upper bound their operation induced errors by those of the

representative qubits). For each gate we also calculate the average number of this gate

data and ancilla qubits participate in. This average number will serve as our measure of

operation induced error.

10.5.4. Surface code logical error probability
By tallying up the contributions from operational and decoherence induced errors we

can construct a measure for the total error probability per QEC cycle experienced by all
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Data qubit Z ancilla qubit

Average data/ancilla

Z-cycle X-cycle Total Z-cycle X-cycle Total√
SWAP gate 4 4 8 8 0 8 8
Z rotation 0 0 0 7 0 7 3.5
Shuttling 2 4 6 10 4 14 10

Global rotation 2 2 4 2 3 5 4.5
Measurement 0 0 0 1 1 2 1

Table 10.5: This table lists the total number of gates of a given type a data qubit and an ancilla qubit participate

in over the course of a surface code cycle. In section 10.8 we give a more detailed per-step overview of the

operations performed on data qubits and ancilla qubits. For clarity we have chosen qubit 1 in �g. 10.12 (right) as

a representative of the data qubits and qubitA in �g. 10.12 (right) as a representative of the ancilla qubits. Other

qubits in the code might have a di�erent ordering of operations but there gate counts will be the same, except

for the qubits located at the boundary of the code which will have a strictly lower gate count (we can thus upper

bound their operation induced errors by those of the representative qubits).

physical qubits that make up the code. Note that this a rather crude model that disregards

possible in�uences from inter-qubit correlated errors and time-like correlated errors. Nev-

ertheless it serves as a useful �rst approximation to the performance of the surface code

on the QDP. We de�ne the average per qubit per cycle error probability Ptot as

Ptot(d) = 8Psw + 3.5Psh + 10Pz

+ 4.5Pgl + Pm + Pdec(d).
(10.20)

Note that this quantity depends linearly on the code distance d. We can plug this total per

cycle error probability Ptot into an empirical equation for the logical error probability PL
derived in [26].

PL = 0.03

(
Ptot(d)

8Pth

) d+1
2

(10.21)

where Pth is the per-step fault-tolerance threshold of the surface code, which we take

to be Pth = 0.0057 following the result in [26]. The factor of 8 is inserted to account

for the fact that the empirical relation derived in [26] is between the physical per-step
error rate and the logical per cycle error rate and the protocol analyzed in [26] requires

8 time-steps per surface code error correction cycle. This is an approximation but it will

serve our purposes of getting a basic initial estimate of the logical error rate. The next

step is to start plugging in experimental numbers into equation eq. (10.20). In the table

below we quote error probabilities and operation times for all relevant parameters. These

numbers are projections from [4] and references therein. To convert the operation times

Operation Error probability Time

two-qubit

√
SWAP gate Psw = 10−3 τsw = 20ns

qubit shuttle Psh = 10−3 τsh = 10ns
Z rotation by waiting Pz = 10−3 τz = 100ns
global qubit rotation Pgl = 10−3 τgl = 1000ns

measurement Pm = 10−3 τm = 100ns

into decoherence induced error we use the estimated T2 time of quantum dot spin qubits in
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28Si quoted as T2 = 109ns [4, 30] and eq. (10.19). Plugging these numbers into eq. (10.20)

we get the following linear function of the code distance

Ptot = 2.7× 10−2 + 2.8d× 10−5
(10.22)

which we can plug into the empirical model eq. (10.21). In �g. 10.13 we plot the logical error

probability PL versus code distance. Note that for the experimental numbers provided

the practical quantum computing benchmarking log(PL) = −20 is reached for a code

distance of d = 37. The maximal code distance for the experimental parameters is d =
155 for which the log-logical error probability reaches log(PL) = −41, after which it

starts increasing again. For completeness we have also plotted what would happen if

we had the power to operate the QDP (with quoted device parameters) completely in

parallel. We estimate the physical per cycle error rate of this situation by setting d = 1 in

eq. (10.22). Note that the di�erence between parallel and crossbar style operation is not

that big, the parallel version reaches PL = 10−20
for d = 31. This rough model provides

some quantitative justi�cation for the implementation of planar error correction codes in

the QDP even in the absence of the ability to arbitrarily suppress logical error. Note also

that, due to the long coherence times [4, 30] of the QDP spin qubits, the dominant terms

in the expression for the total error probability Ptot are those associated with operation

induced errors. This provides justi�cation for the line-by-line application of two-qubit

gates discussed in section 10.3.2, which takes a longer time to perform but improves gate

quality. It also means that long coherence times and/or fast operation times are likely

critical to the success of a crossbar based scheme. This concludes our discussion of the

QDP mapping of the surface code. A similar exercise can be done for the 6.6.6. and 4.8.8.
color codes but due to their lower thresholds [31], the results will likely be less positive

for current experimental parameters.

10.6. Conclusion
We analyzed the architecture presented in [4], focusing on its crossbar control system.

Building on this analysis we presented procedures for mapping the planar surface code

and the 6.6.6. and 4.8.8. color codes. Because the line-by-line operation of the crossbar

architecture means the noise in a single error correction cycle scales with the distance it is

not possible to arbitrarily suppress the logical error rate by increasing the code distance.

Instead there will be some “optimal" code distance for which the logical error rate is the

lowest. Using numbers for [4] and an empirical model taken from [26] we analyzed the

logical error behavior of the surface code mapping and found that, for current experimen-

tal numbers, it is at least in principle possible to achieve logical error probabilities below

Plog = 10−20
, making practical quantum computation possible. However, we strongly

stress that this is a rather crude estimate and a more detailed answer would have to take

into account the details of the dominant error processes in quantum dot qubits. It must

also take into account that while it is possible to achieve certain low noise gates and good

coherence times in quantum dots qubits in isolation this does not necessarily mean they

will be practically achievable in the current QDP design. A future research direction would

be to perform much more detailed simulations of this crossbar system, perhaps with input

from future experiments. In such a simulation the e�ect of correlated errors (which might
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Figure 10.13: Plot of logical error probability versus code distance for the empirical model given in eq. (10.21) with

experimental parameters given in section 10.5.4. Note that the logical error probability for crossbar operation

goes below PL = 10−20
for d = 37. This is only slightly slower that parallel operation, which reaches

PL = 10−20
for d = 31. Due to the scaling of crossbar operation with the code distance the logical error

probability bottoms out at some point. This however does not happen until d = 155 (not shown) for a logical

error rate ofPL = 10−41
, which is not practically relevant. This rough model gives good indication it is possible

to create very low logical error surface code logical qubits in the QDP.

feasibly appear in a crossbar architecture) could be investigated.

Another possible research direction would be to use the currently developed machinery

to map more exotic quantum error correction codes. A �rst step in this direction would

be the implementation of variants of the surface code with more resistance to biased

noise [32, 33]. Due to the possibility of qubit shuttling, also codes with long distance

stabilizers could in principle be implemented. Codes such as the 3D gauge color codes

might be prime candidates for this kind of treatment. However, barring some special

cases, parallel shuttling is currently being performed in a line-by-line manner. A gen-

eral classical algorithm for generating optimal (in time) shuttling-steps from an initial to

a �nal BOARDSTATE would vastly simplify the task of mapping more exotic codes and

also general quantum circuits. Such an algorithm would probably be useful for any future

crossbar quantum architecture. In this work we constructed a non-optimal but classically

e�cient algorithm but �nding an algorithm that generates optimal shuttling sequences

and analyzing its resource use is still an open problem.

Lastly there are important aspects of quantum error correction that are not discussed in

this paper. Two of these aspects are the ability to store multiple logical qubits simultane-

ously and the ability to perform quantum operations on the logical qubits. A popular way

of performing these tasks is by encoding multiple logical qubits in a single surface code
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sheet by introducing topological defects in to the surface code sheet [26]. This process in-

volves not measuring stabilizers at certain points in the sheet, thus creating extra degrees

of freedom which can store logical information. The code distance of the code is given

by the physical distance (measured in number of physical qubits) between the defects. .

Operations can then be performed on these logical qubits by moving the defects around

each other, a process known as braiding. We think this approach is not natural to the

constraints of the crossbar architecture for the following reasons

• Encoding qubits as defects would mean the size of the surface code sheet would scale

as the number of encoded qubits. Hence also, in our implementation, the physical

error probability per QEC cycle would scale with the number of qubits. This would

put an upper limit on the number of qubits that can be implemented.

• Creating and moving around defects requires turning on and of measurements for

certain stabilizers in a local manner. This locality runs counter to the design ideas

of the crossbar architecture

• Given that the size of the surface code sheet would scale with the number of logical

qubits one would likely face signi�cant issues involving uniformity of control pa-

rameters of the entire sheet. This would be a signi�cant issue even if the scaling of

the physical error probability can be avoided by clever implementation

However we can envision a mode of computation that we speculate is more amenable to

this architecture by thinking of an architecture composed of separate modules containing

a single logical qubit. We refer to �g. 7 of [4] for a proposal of how this could be done.

Inside each module our surface code protocol could be run with the ideal code distance

given physical error parameters setting the size of these modules. We could then perform

logical X and Z gates transversally within the modules and we could perform CNOT gates

between adjacent modules via lattice surgery on the edges of the modules. Note that lattice

surgery, which involves the turning on and o� of stabilizer patches in regular patterns

(see [24] for an introduction to lattice surgery), is very amenable to the constraints of

the architecture, implying that a high degree of parallelization could be achieved when

mapping lattice surgery techniques to the crossbar architecture.

10.7. Shuttling algorithm
In this technical section we go a little deeper into the shuttling algorithm presented in sec-

tion 10.3.1. This algorithm takes as input a collection of desired shuttling operations in the

form of a �ow matrix F and outputs a sequence of parallel HS operations that, when ap-

plied sequentially, achieve this desired collection of operations. The algorithm, described

in Algorithm 3 relies centrally on a notion of independence on the columns of this �ow

matrix F . This notion of independence is actualized by calling an ‘independence subrou-

tine’ through the functions CheckIndependence and DependenceSet. Here we

describe various independence subroutines and analyze their time complexity. Note that

it is probably possible to optimize these subroutines and the time complexity estimates,

hence the results in theorems 10.2 to 10.4 can best be seen as upper bounds on the worst

case time complexity. Recall from section 10.3.1 that the �ow matrix F has entries in the
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set e, r, l, re, le, ∗where e signi�es doing nothing, r signi�es a rightward shuttling opera-

tion, l signi�es a leftward shuttling operation and re, le and ∗ are ‘wildcard’ symbols that

indicate the operation at the point could be either r or e, or l or e, or r or l or e. We begin

by analyzing the mathematical structure of the shuttle operations e, r, l.

10.7.1. The left-right monoid
An idempotent monoid {M, ◦} is a setM with a binary operation ◦ : M ×M →M such

that the following axioms hold

∀a, b, c ∈M : (a ◦ b) ◦ c = a ◦ (b ◦ c), (Associativity)

∃e ∈M,∀a ∈M : e ◦ a = a ◦ e = a, (Identity element)

∀a ∈M : a ◦ a = a. (Idempotence)

Note that monoids are strict generalizations of groups (as the elements lack an inverse).

We will argue that the set of shuttle operations r, l, e together with the binary operation

‘composition of shuttle operations’ is an idempotent monoid. Imagine for simplicity a

BOARDSTATE with only one row and two columns. The shuttle operations that can be

applied to this system are ‘shuttle to the right’ (r), shuttle to the left (l) and ‘do nothing’ (e).

These shuttle operations can also be applied sequentially. We will denote the sequential

application of operations a1, a2 as a1 ◦ a2. This is read from the right, so we apply �rst

a2 and then a1. For example shuttling to the right at a location and subsequently doing

nothing at that location will be written as e◦r. Note that this is equivalent to just shuttling

to the right at that location so we have e◦ r = r. Other examples are more interesting.For

instance shuttling to the right at a �xed location followed by shuttling to the left at that

same location is equivalent to just shuttling to the left at that location. However shuttling

to the left �rst and then shuttling to the right is equivalent to shuttling to the right. this

means we have r ◦ l = r 6= l = l◦r which means the operation ◦ is not commutative. Not

also that shuttling to the right at a �xed location and then shuttling to the right again at

that location is equivalent to shuttling to the right a single time at that location. Hence we

haver◦r = r. In general we have the following rules for the composition of the operations

e, r, l

r ◦ r = r, l ◦ l = l, (10.23)

r ◦ l = r, l ◦ r = r, (10.24)

r ◦ e = r, l ◦ e = l, (10.25)

e ◦ r = r, e ◦ l = e. (10.26)

Note that these rules imply that the composition ◦ is also associative. This makes the set

S = {e, r, l} with the composition ◦ an idempotent monoid with e the identity element.

Note also that neither r nor l is has an inverse. We call the idempotent monoid {S, ◦}
the left-right monoid. The non-commutativity of ◦ and the fact that neither r nor l have

inverses makes �nding a sequence of parallel shuttling operations that apply the shuttling

operations encoded in the �ow matrix F di�cult in general as the order in which the

operations are applied matters and no operation can be truly inverted.
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10.7.2. Comparing up to wildcards
Recall that the entries of the �ow matrix F take value in the set {r, l, e, re, le, ∗}. Of these

elements only the �rst three ({r, l, e}) correspond to real actions. The other elements

{re, le, ∗} are called wildcard elements. If an entry in the �ow matrix is wildcard valued

it means we have some freedom which of the operations {r, l, e} we apply there. When

constructing the independence subroutines we need a way to compare elements of the

�ow matrix that takes this freedom into account. To this end we introduce the relation

‘equality up to wildcards’, signi�ed by the symbol =w . This relation formalizes the the

intuitive notion that e.g. the elements re and r but also the elements re and e should be

equal since if an entry of the �ow matrix F takes the value re we can perform either the

operation r or e without performing an illegal move. Below we list all elements that are

equal up to wildcards (up to symmetry and re�exivity)

∗ =w r re =w r le =w l (10.27)

∗ =w l re =w e le =w e (10.28)

∗ =w e (10.29)

∗ =w re (10.30)

∗ =w le. (10.31)

10.7.3. Comparing columns of the flow matrix
Checking an equality up to wildcards computationally takes at most �ve list comparisons.

We would also like to be able to compare columns of the �ow matrix F . This is so because

repeated patterns in the �ow matrix columns can be performed in a single parallel shuttle

operation. To see why this is the case consider the following example �ow matrix

Fex =




∗ ∗ ∗ ∗
∗ re r ∗
∗ re r ∗
r ∗ ∗ ∗
r ∗ ∗ l




r

r

r

r

l

*
*
*
*

*
*
*

* *
* *

re

re

* *

(10.32)

For illustration we also included a BOARDSTATE con�guration that could have led to

this particular �ow matrix. Here it is clear how all elements of the �ow matrix corre-

spond to a crossing point on the grid. Notice that columns 0 and 2 of Fex are very sim-

ilar. In fact they are the same up to a constant shift. Note also that we can apply all

r operations encoded in the �ow matrix by performing the operation HS[{(0,0,1),
(1,0,1,),(2,2,1),(2,3,1)}]. This operation can be done in a single time-step

by the parallel control OPCODEV[0]&V[1]&D[0][0]&D[1][1]&D[3][2]. This

can be done because the two columns are equal up to a constant vertical shift. Because

the diagonal lines run in a 45 degree angle over the QDP this shift is exactly equal to the
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di�erence between the column indices of the two columns. In our example the shift is 2
since we are comparing the columns 0 and 2 but in general when checking if column i
and j can be performed in parallel we must check if they are equal (up to wildcards, see

above) up to a constant vertical shift of size i− j. The facilitate this process we de�ne the

padding function p:

p : {r, l, e, re, le, ∗}×(N−1) × [1 : N ] −→{r, l, e, re, le, ∗}×(2N−2) : (10.33)

p(v, i) −→ (∗, . . . , ∗
i−1

, v, ∗
N+i

, . . . , ∗). (10.34)

Now because, up to wildcards, the ∗ symbol is equal to all symbols other we can check if

two columns vi, vj of F are equal up to wildcards and a constant vertical shift by checking

if the padded columns p(vi, i), p(vj , j) are equal up to wildcards. This means checking

p(vi, i)t =w p(vj , j)t for all t ∈ [1 : 2N ] where p(vi, i)t is the t’th component of the

padded column p(vi, i).

10.7.4. Composition of columns in the flow matrix
Sometimes it happens that columns in the �ow matrix can be written as the composition

of other columns. This is the case in the following example

Fex =



∗ ∗ l
∗ ∗ r
l r ∗


 . (10.35)

Note that we have p(v0, 0) ◦ p(v1, 1) =w p(v2, 2) where vi is the i’th column of Fex and

the composition and equality up to wildcards are taken element-wise. This means that in a

sense v2 is ‘dependent’ on v0 and v1. This means we can apply the operations encoded by

the �ow matrix F in two sequential parallel shuttling steps by duplicating the operations

encoded in columns 0 and 1 to also cover column 3 (up to the correct constant vertical

shift). The shuttle operations that need to be performed to apply the shuttle operations

encoded in the �ow matrix are

HS[(0,0,-1), (2,2,-1)] (10.36)

HS[(0,1,1), (1,2,1)]. (10.37)

Note that in this particular case we have p(v0, 0)◦p(v1, 1) =w p(v1, 1)◦p(v0, 0), i.e. p(v0, 0)
and p(v1, 1) commute with respect to the composition ‘◦’, which means we can apply the

operations above in any order. This does not need to be the case. Consider for instance in

the following example:

Fex =



∗ ∗ l
∗ r r
l r ∗


 . (10.38)

Note that we now have p(v0, 0) ◦ p(v1, 1) =w p(v2, 2) but not p(v1, 1) ◦ p(v0, 0) =w

p(v2, 2)! This means that in this case we can still apply all shuttling operation encoded in

the �ow matrix Fex by extending the operations that apply the shuttle operations encoded

in v0 and v1 to also include the operations encoded in v2 but now the order in which we
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perform the operations matters. We have to �rst apply the operation HS[(0,1,1)
,(1,1,1),(1,2,1),(2,2,1)] and thenHS[(0,0,-1), (2,2,-1)] in or-

der to apply the operations encoded in the �ow matrix Fex. The fact that the ordering of

the operations matter is a di�culty we have not fully overcome. Therefore we will re-

strict ourselves only to compositions of columns that explicitly commute. Note that this

means for two columns vi, vj and k ∈ [1 : 2N − 2] that if p(vi, i)k =w r we must have

p(vj , j)k =w e or p(vj , j)k =w r or vice versa. A similar rule holds if p(vj , j)k =w l.
Using the above analysis we now present two simple subroutine algorithms that decide

whether a column is dependent, i.e. can be written as a restricted composition of other

columns in F (up to wildcards and vertical shifting).

10.7.5. Simple subroutine

This subroutine simply detects whether the columns of a �ow matrix F have duplicates

up to wildcard symbols. This means the restriction of the previous section is basically

the strictest possible, columns can only be written as compositions of something exactly

equal. See eq. (10.32) for an example of a �ow matrix with this property. We have two

distinct subroutine functions. The �rst CheckIndependence(S, vi) checks whether

a column vi of the �ow matrix F is independent of the columns in the set S while the

second, DependenceSet(S, vi) returns a set of columns Ai on which vi depends. For

the [simple] subroutines this will be a set with a single entry, namely an exact copy (up to

wildcards) of vi in S. The two subroutine functions are given in algorithms 5 and 6 and

their time complexity is analyzed in theorem 10.2.

Algorithm 5 CheckIndependence [simple]

Input: A column vi, a set of columns S, the column index i of the column vi
Output: Boolean a

1: // We will consistently write columns of the �ow matrix F as vi where i indicates the

column index of vi in F .

2:

3: for all columns cj ∈ S do
4: if p(vi, i) =w p(cj , j) then
5: // Note that all the elements of C commute. This means that if p(vi, i) =w

p(cj , j) for a particular cj it

6: // must also hold that p(vi, i) =w p(ck, k) for all ck ∈ C .

7: Set a to TRUE

8: else
9: Set a to FALSE

10: end if
11: end for
12: return a
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Algorithm 6 DependenceSet [simple]

Input: A column vi, a set of columns S, the column index i of the column vi
Output: Set of columns Ai that vi depends on

1: // We will consistently write columns of the �ow matrix F as vi where i indicates the

column index of vi in F .

2: // We also tag the output set Ai with the subscript i to indicate it is connected to the

i’th column vi of the

3: // �ow matrix F .

4: Set Ai to an empty set

5: for all columns cj ∈ S do
6: if p(vi, i) =w p(cj , j) then
7: Add cj to Ai
8: end if
9: end for

10: return Ai

Theorem10.2. The subroutinesCheckIndependence( ) [simple] and IndependenceSet( )
[simple] have time complexity

O
(
CheckIndependence( ) [simple]

)
= O(NM) (10.39)

O
(
IndependenceSet( ) [simple]

)
= O(NM) (10.40)

where M = |S| the size of the independent set S and N is the length of the input column

vi or equivalently the number of rows in the �ow matrix F . Note that for our purposes

we have M ≤ N .

Proof. The complexity of the subroutine CheckIndependence( ) [simple] can be seen

by straightforward counting. There is one For-loop (line 1) of length M and the If -

clause on line 2 takes O(N) time to evaluate since cj is a column of length O(N). This

gives a total worst case complexity of O(NM). Exactly the same argument holds for the

subroutine IndependenceSet( ) [simple]. �

10.7.6. k-commuting subroutines
Next we present a class of subroutines collectively called the ‘commuting’ subroutines.

These try to capture the intuition behind the example �ow matrix in eq. (10.35), namely

that some columns of the �ow matrix can be written as a composition of a subset of pair-

wise commuting columns of the �ow matrix. By a pairwise commuting subsetC we mean

concretely that for all columns vi, vj of F that are in C we have p(vi, i) ◦ p(vj , j) =w

p(vj , j) ◦ p(vi, i). We restrict explicitly to pairwise commuting columns since this avoids

the di�culty of time-ordering the resulting shuttle operations (as seen in eq. (10.38)). This

subroutine relies on an initial construction of all maximal mutually commuting subsets of

a set of columns S. Listing all these sets is in general hard. To see this we can construct

the M ×M matrix A that has entries Apq = 1 whenever the p’th and q’th column in the

set S commute and Apq = 0 otherwise. If we now think of A as the adjacency matrix of a

graph G with M vertices it is not hard to see that �nding all maximal mutually commut-

ing subsets of S is equivalent to �nding listing all maximal cliques [34] in the graph G.
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The best known algorithm for listing all maximal cliques in an arbitrary graph is called

the Bron-Kerbosch algorithm [35] and has a worst-case complexity of O(3M/3). There is

no a priori way to restrict the number of possible maximal cliques generated by the com-

mutation rules of the monoid-valued columns so currently any subroutine that searches

over all possible maximal mutually commuting subsets of S will take at least O(3M/3)
time. We can however get out of this bind by restricting the size of the sets of mutually

commuting columns to be less than a �xed parameter k. This will make our algorithm

less e�ective but the problem of �nding these reduces to �nding all cliques of size less

than k in the graph G which is a so called �xed-parameter-tractable problem. This prob-

lem has worst-case time complexity upper bounded by O(Mkk3) [36]. Using these sets

we can construct a family of subroutines indexed by the parameter k. The two subroutine

functions are given in algorithms 7 and 8 and their complexity is analyzed in theorem 10.3.
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Algorithm 7 CheckIndependence [k-commuting]

Input: A column vi, a set of columns S, the column index i of the column vi and a �xed

integer k
Output: Boolean a

1: // We will consistently write columns of the �ow matrix F as vi where i indicates the

column index of vi in F .

2: Construct All mutually commuting subsets C of S with |C| ≤ k
3: Set a to FALSE

4: for all commuting subsets C do
5: for t ∈ [0 : length(p(vi, i))− 1] do
6: for all columns cj ∈ C do
7: if p(cj , j)t =w p(vi, i)t then
8: // Note that all the elements of C commute. This means that if

p(vi, i) =w p(cj , j) for a particular

9: // cj it must also hold that p(vi, i) =w p(ck, k) for all ck ∈ C .

10: if t = length(p(vi, i))− 1 then
11: Set a to TRUE

12: end if
13: else
14: Go to next commuting subset C in the loop at line 3

15: end if
16: end for
17: end for
18: end for
19: return a
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Algorithm 8 DependenceSet [k - commuting]

Input: A column vi, a set of columns S, the column index i of the column vi
Output: Set of columns Ai that vi depends on

1: // We will consistently write columns of the �ow matrix F as vi where i indicates the

column index of vi in F .

2: Construct All maximal mutually commuting subsets C of S with |C| ≤ k
3: for all commuting subsets C do
4: for t ∈ [0 : length(p(vi, i))− 1] do
5: for all columns cj ∈ C do
6: if p(cj , j)t =w p(vi, i)t then
7: // Note that all the elements of C commute. This means that if

p(vi, i) =w p(cj , j) for a particular

8: // cj it must also hold that p(vi, i) =w p(ck, k) for all ck ∈ C .

9: Add cj to Ai
10: if t = length(p(vi, i))− 1 then

return Ai
11: else
12: Set Ai to empty set

13: Go to next commuting subset C in the loop at line 2

14: end if
15: end if
16: end for
17: end for
18: end for
19: return Ai

Theorem 10.3. The subroutines CheckIndependence( ) [k− commuting] and

IndependenceSet( ) [k− commuting] have time complexity

O
(
CheckIndependence( ) [k− commuting]

)
= O(NMk+1k4) (10.41)

O
(
IndependenceSet( ) [k− commuting]

)
= O(NMk+1k4) (10.42)

whereM = |S| the size of the independent set S,N is the length of the input column vi or

equivalently the number of rows in the �ow matrix F and k is a �xed parameter indicating

the maximal size of the mutually commuting subsets C . Note that for our purposes we

have M ≤ N .

Proof. We can again �nd the complexity of the subroutine CheckIndependence( )
[k− commuting] by a counting argument. We have already noted that the construction

in line 1 takes O(Mkk3) time in the worst case. Apart from that we have a For-loop on

line 3 that takes worst-case time O(Mkk3) to loop over and given that |C| ≤ k we can

see that the For-loops on line 4 and 5 take respectivelyO(N) andO(k) time to complete.

Finally the If -clause on line 6 takesO(N) time to complete. Tallying this up we get a total

worst-case time complexity of O(NMk+1k4). We can make the same argument for the

worst-case time complexity of IndependenceSet( ) [k− commuting]. �
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10.7.7. Greedy commuting subroutine

Building on the last subsection we introduce one last pair of subroutines dubbed greedy

subroutines. As seen in the last section it seems hard to �nd all maximal mutually com-

muting subsets of a set of columns S. We made this problem �xed-parameter-tractable by

restricting to mutually commuting subsets of size at most k with k some �xed parameter.

Here we take a di�erent approach based on the idea that while it is hard to �nd all mutu-

ally commuting subsets of S it is, given a column vi ∈ S, tractable to �nd some maximal

mutually commuting subset that contains vi. Constructing this subset reduces to �nding,

given a graph G and some vertex v, some clique that contains v. Note that we do not get

to choose which clique will be found, only that one will be found. This can be done in

time O(M) where M is the number of nodes in the graph G. Hence we can �nd, given a

column vi, a single maximal mutually commuting subset of S that contains vi. We can use

only this set to evaluate whether a given other column vi can be written as the commut-

ing composition of elements ofA. The two subroutine functions are given in algorithms 9

and 10 and their complexity is analyzed in theorem 10.4.

Algorithm 9 CheckIndependence [greedy commuting]

Input: A column vi, a set of columns S, the column index i of the column vi
Output: Boolean a

1: // We will consistently write columns of the �ow matrix F as vi where i indicates the

column index of vi in F .

2:

3: Set a to FALSE

4: for columns wj ∈ S do
5: Construct maximal mutually commuting subset C of S containing wj
6: for t ∈ [0 : length(p(vi, i))− 1] do
7: for all columns cl ∈ C do
8: if p(cl, l)t =w p(vi, i)t then
9: if t = length(p(vi, i))− 1 then

10: // Note that all the elements of C commute. This means that if

p(vi, i) =w p(cj , j) for a

11: // particular cj it must also hold that p(vi, i) =w p(ck, k) for all

ck ∈ C .

12: Set a to TRUE

13: end if
14: else
15: Go to next column wj ∈ S at line 2

16: end if
17: end for
18: end for
19: end for
20: return a
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Algorithm 10 DependenceSet [greedy commuting]

Input: A column vi, a set of columns S, the column index i of the column vi
Output: Set of columns Ai that vi depends on

1:

2: We will consistently write columns of the �ow matrix F as vi where i indicates the

column index of vi in F .

3: for columns wj ∈ S do
4: Construct a maximal mutually commuting subset C of S containing the column

wj
5: for t ∈ [0 : length(p(vi, i))− 1] do
6: for all columns cl ∈ C do
7: if p(cl, l)t =w p(vi, i)t then
8: // Note that all the elements of C commute. This means that if

p(vi, i) =w p(cj , j) for a particular cj it

9: // must also hold that p(vi, i) =w p(ck, k) for all ck ∈ C .

10: Add cl to Ai
11: if t = length(p(vi, i))− 1 then

return Ai
12: end if
13: else
14: Set Ai to empty set

15: Go to next column wj ∈ S at line 1

16: end if
17: end for
18: end for
19: end for
20: return Ai

Theorem10.4. The subroutinesCheckIndependence( ) [greedy] and IndependenceSet( )
[greedy] have time complexity

O
(
CheckIndependence( ) [greedy]

)
= O(NM3) (10.43)

O
(
IndependenceSet( ) [greedy]

)
= O(NM3) (10.44)

where M = |S| the size of the independent set S and N is the length of the input column

vi or equivalently the number of rows in the �ow matrix F . Note that for our purposes

we have M ≤ N .

Proof. We again �nd the time complexity of CheckIndependence( ) [greedy] by a

counting argument. The For-loop on line 2 takes O(M) time to iterate over. We argued

above that the greedy construction on line 3 can be done in O(M) time, the For-loop on

line 4 takes O(N) time to iterate over, the For-loop on line 5 takes O(M) time to iterate

over and the If -clauses in the body can be evaluated in constant time. This means we get

a total worst case time complexity of O(NM3). We can again make the same argument

for IndependenceSet( ) [greedy]. �
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10.8. Surface code operation counts

Steps 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 Z-cycle Total√
S gate 2 2 2 2 8

Z rotation 2 2 2 1 7
Shuttling 1 1 1 1 2 1 2 1 10

Global rotation 1 1 2
Measurement 1 1

Table 10.6: Gate count per gate type and per step for the Z-ancilla during the Z-cycle of the surface code cycle

described in section 10.4.4 and section 10.5.1. Speci�cally theZ-ancilla is taken to be qubitA in �g. 10.12 (right).

Table cells that are left empty signify zero entries.

Steps 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 X-cycle Total√
S gate 0

Z rotation 0
Shuttling 2 1 1 4

Global rotation 1 1 1 3
Measurement 1 1

Table 10.7: Gate count per gate type and per step for the Z-ancilla during the X-cycle of the surface code cycle

described in section 10.4.4 and section 10.5.1. Speci�cally theZ-ancilla is taken to be qubitA in �g. 10.12 (right).

Table cells that are left empty signify zero entries.

Steps 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 Z-cycle Total√
S gate 2 2 4

Z rotation 0
Shuttling 1 1 2

Global rotation 1 1 2
Measurement 0

Table 10.8: Gate count per gate type and per step for a data qubit during the Z-cycle of the surface code cycle

described in section 10.4.4 and section 10.5.1. Speci�cally the data qubit is taken to be qubit 1 in �g. 10.12 (right)

but other data qubits will have the same gate count up to a possible reordering of steps. Table cells that are left

empty signify zero entries.

Steps 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 X-cycle Total√
S gate 2 2 4

Z rotation 0
Shuttling 1 1 1∗ 1∗ 4

Global rotation 1 1 2
Measurement 0

Table 10.9: Gate count per gate type and per step for a data qubit during the X-cycle of the surface code cycle

described in section 10.4.4 and section 10.5.1. Speci�cally the data qubit is taken to be qubit 1 in �g. 10.12 (right)

but other data qubits will have the same gate count up to a possible reordering of steps. Table cells that are left

empty signify zero entries.

∗
: Only half of the data qubits move during this step. In the total gate count this gate is counted towards all data

qubits.
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Conclusions and outlook

In this concluding chapter we summarize the research contributions described in this thesis,
and attempt to look ahead into the future. This outlook proceeds along two paths: one the one
hand we focus on immediate technical additions to the work performed in this thesis, while
on the other hand we give a broader outlook on the �elds in which the work presented in this
thesis is situated.
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11.1. Summary of results
The technical contributions of this thesis can be divided into two parts. The goal of the

�rst part was to further understand the assumptions going into randomized benchmarking

and related protocols and if possible justify or weaken them. Our contributions in this

direction can be summarized as follows:

• We derived strong bounds on the number of random sequences needed for rigorous

randomized benchmarking and unitarity randomized benchmarking, retroactively

justifying the use of randomized benchmarking with common experimental choices

for these parameters.

• We performed a detailed study of the representation theory of the Cli�ord group,

in particular classifying all irreducible subrepresentations of the "2-copy" represen-

tations of the Cli�ord group for any qubit number. This formed a core structural

element of the bounds discussed above.

• We studied on other statistical properties of randomized benchmarking and unitar-

ity randomized benchmarking. Notably we worked out the correct estimators for

the sequence purity in unitarity randomized benchmarking and discussed the im-

pact of variance heterogeneity on the standard randomized benchmarking protocol.

• We introduced a new class of randomized benchmarking protocols we call charac-

ter randomized benchmarking. These new methods allow for a principled extension

of randomized benchmarking beyond the Cli�ord group while retaining the advan-

tages of randomized benchmarking such as scalability and robustness to SPAM er-

rors. It also enjoys similar statistical properties and moreover displays a similar

robustness to gate-dependent noise �uctuations.

• In order to verify the character randomized benchmarking method we have imple-

mented a particular instance, called 2-for-1 interleaved benchmarking, to charac-

terize the average gate �delity of a two-qubit CPHASE gate in a pair of Si\SiGe

quantum dots.

The second research direction of this thesis concerns strategies for overcoming limited

connectivity and control in future large scale quantum devices. Our contribution in this

direction can be summarized as follows:

• We performed an in-depth study of the crossbar architecture proposed in [1]. Here

we focused in particular on abstracting away enough physical details to allow us to

focus on the issues of connectivity and parallel control. This study can function as

a model for future investigations of crossbar-style architectures.

• We provided algorithms for the implementation of three types of planar topological

error correction codes on the crossbar architecture and, for the planar surface code,

provide a detailed operations count as a function of the code distance. We argued

that, even though our implementations do not per se have a threshold, they still

allow for su�cient error reduction for all practical purposes, especially when taking

into account the savings in control requirements obtained by considering crossbar-

control.
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11.2. Future work
In this section we list a few questions that are close extensions of the work done in this

thesis. They are mostly of a technical nature and probably have a nice answer, given

some extra work. We think that answering these questions could lead to some intersitng

developments.

Automated discovery of groups for character benchmarking: Character randomized

benchmarking extends the randomized benchmarking protocol to gatesets de�ned

by, in principle, any �nite group. However, only a few families of �nite have pre-

viously been discussed in the randomized benchmarking literature. This stands is

sharp contrast with the amount of well characterized �nite groups included in pow-

erful algebra packages such as GAP [2] or MAGMA [3]. Therefore it would be in-

teresting to take a systematic, computational approach to �nding �nite groups to

benchmark. This will probably not �nd in�nite families of groups that are de�ned

on any number of qubits but rather be restricted to the few-qubit setting. On the

other hand, this computational approach would allows us to extract all kinds of

interesting and exotic quality parameters that would normally not be considered

because the groups required are too complex to manipulate by hand.

Randomized benchmarking in a limited non-Markovian setting: A key assumption

made when using randomized benchmarking, even its most general form, is that the

noisy version of any given gate does not depend on when it is applied and what gates

are applied before and after. This is an assumption that is known to be violated in

real experiments so it would be very interesting to formally extend the validity of

(an adapted version of) RB to at least some forms of non-Markovianity. The key

idea here would be to source concrete forms of non-Markovianity and then attempt

to formalize these. A recent example found in experimental practice [4] that might

be tractable is where the implementation of a certain gate only depends on the gate

that happened exactly before it.

Full analysis of the scalable unitarity RB implementation: In chapter 7 we discussed

in detail the two di�erent implementations of the unitarity randomized benchmark-

ing protocol. Only one of these protocols is scalable in the number of qubits. How-

ever this implementation require 2q qubits to characterize the unitarity of q qubits.

Moreover we must make the assumption that the there is no correlation between

the noise a�ecting the �rst q qubits and the noise a�ecting the latter q. This is a

strong assumption that will not be satis�ed in experiment (especially given that an

entangled state between the two registers must be established). This means it is in-

teresting to see if this assumption can be weakened (by adapting the URB protocol),

or to see what the interpretation of the number measured by URB is in this more

general context.

11.3. Outlook
With this thesis we hope to have contributed in a small way to the development of quan-

tum computers. However, much more still needs to be done before we can claim to have

fully functioning quantum computers. The variety of research being performed to this
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end is vast, and even the sub-�elds that this thesis contributed to: diagnostics of quantum

computers, and medium-scale quantum computer architecture design are rapidly grow-

ing and can very well be called research �elds in their own right. Here we o�er some

concluding, personal thoughts on the directions these �elds might move towards in the

future.

Operational measures for concrete tasks Current diagnostic tools for quantum de-

vices, such as randomized benchmarking or tomography, mostly focus on quality

measures for the basic building blocks of quantum computers. However, as quan-

tum computers move away from laboratory experiments and into a more industrial

environment these measures will become less and less indicative of the actual per-

formance of these devices. The prospective user of a medium size quantum device

will care less about the �delity of the average unitary the device can perform than

they would care about the accuracy of simulation of speci�c classes of Hamiltonians.

This latter factor is also in�uenced by many non-quantum parameters such as the

implementation details of the simulation algorithm, the presence or absence of cir-

cuit optimization techniques or the use of algorithm speci�c error mitigation tech-

niques. It is also likely that end-users will not have direct control over all these pa-

rameters. This means it will become increasingly important to develop benchmarks

that test the ability of a quantum device to perform speci�c tasks in an integrated

fashion. Moreover, these end-users will not all be experts in quantum computing so

the interpretability usability criteria outlined in chapter 1 will become more impor-

tant over time whereas the generality criterion will diminish in importance.

Single purpose logical units with minimal outside control In current devices all qubits

are controlled directly by an external classical computer (that is often several me-

ters and hundreds of Kelvins away from the quantum chip). However, as we already

discussed in chapter 10, this control architecture runs into scalability issues. There-

fore we suspect that any medium scale (> 103
qubits) quantum device must instead

be organized in a hierarchical manner, with as much repetitive classical control as

possible being integrated on the chips themselves. This meshes nicely with the

need for quantum error correction in quantum computers. As we saw in chapter 10

QEC requires the repetition of a �xed sequence of instructions on a �xed subset of

qubits (a logical unit) over and over again. Therefore, ideally, we would not need

to send these instructions from an external source but rather include their source

on the quantum chip itself, creating hybrid quantum-classical devices. There are

many theoretical and even more engineering challenges to be overcome here, but a

number of proposals in this direction have already been made [5, 6].
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