
Master of Science Thesis

Integral boundary layer analysis of vortex
generator induced flow on a flat plate

Ashok Kumar Nedumaran

May 2, 2016

Faculty of Aerospace Engineering · Delft University of Technology





Integral boundary layer analysis of vortex
generator induced flow on a flat plate

Master of Science Thesis

For obtaining the degree of Master of Science in
Aerospace Engineering at Delft University of Technology and in
Engineering Wind Energy at Technical University of Denmark.

Ashok Kumar Nedumaran

May 2, 2016

European Wind Energy Master - EWEM
DUWIND - Delft University of Technology

DTU Wind Energy, - Denmark Technical University



Copyright c© Ashok Kumar Nedumaran
All rights reserved.



European Wind Energy Master - EWEM
Of

Rotordesign Track

The undersigned hereby certify that they have read and recommend to the Delft Univer-
sity of Technology, Department of Wind Energy and Technical University of Denmark,
Department of Wind Energy for acceptance a thesis entitled “Integral boundary layer
analysis of vortex generator induced flow on a flat plate” by Ashok Kumar
Nedumaran in partial fulfillment of the requirements for the degree of Master of Sci-
ence.

Dated: May 2, 2016

Supervisor:
dr.ir. Carlos Simão Ferreira of Delft University of Technology

Supervisor:
ir. Daniel Baldacchino of Delft University of Technology

Supervisor:
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Summary

Vortex generators (VGs) are flow control devices commonly applied in wind turbine
blades, among other applications. A significant advance in the design of wind turbine
blades would be the integration of vortex generators in the aerofoil optimisation process.
Currently, aerofoil optimisation relies on either computational fluid dynamics or viscous-
inviscid solvers, for instance, XFOIL. However, the latter tools lack a formulation for the
effect of VGs. The purpose of this thesis is to get a step closer towards aerofoil optimisa-
tion process including VGs. Lag dissipation integral boundary-layer formulation of Drela
[14], Drela and Giles [16] is considered. Stereoscopic particle image velocimetry measure-
ment (Baldacchino et al. [6] ) and numerical simulation based on Menters two-equation
k − omega SST turbulence (Florentie et al. [18]) of counter-rotating VG configuration
based on Godard and Stanislas [22] optimisation on a flat plate in turbulent flow regime
is studied.Vortex generator induced flow, VGIF exhibit quasi-uniform effect only after
twelve times the boundary layer thickness downstream of the device. An approach to
modifying the slip velocity concept to incorporate VGIF is proposed. Recommendations
for direct wall shear stress and comprehensive drag measurements for VG induced flow
are argued to validate the claim.

Keywords: Vortex generator, flat plate, two-dimensional integral boundary layer rela-
tions, skin-friction coefficient, dissipation coefficient, effective slip velocity parameter.
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Chapter 1

Introduction

The primary objective of the thesis is to determine the most relevant parameter/parameters
for the validation of a two-dimensional integral boundary layer solution method for vor-
tex generator induced flow. This chapter is the introduction to the thesis work carried
out. First some background information on problem is discussed in section 1.1. Then,
in section 1.2 the motivation for the thesis is argued, based on that main objective and
preliminary approach is formulated.

1.1 Background information

Climate change is real and the need to take positive steps to mitigate it is gaining pop-
ular opinion. The positive sentiment by general media and public on Paris agreement,
Leonardo DiCaprio Oscar speech and “yuge ”(huge) young voters support for presidential
candidate Bernie Sanders’s pro-clean energy policies. These could be considered as the
major social indicators at present period. However, the levelised cost of energy, LCOE
is an important driver.Humankind has used the wind over a millennium to pump wa-
ter, grind grain, sail ships. In the early 1900s, the wind was used to generate electricity
at widespread scale all over Europe and to electrify rural homes and farms in America
(Pasqualetti et al. [43]). It was a convenient and cheap form of energy. With a boom
in fossil fuels, utilisation of wind energy diminished. However, in 1973 when The Orga-
nization of Petroleum Exporting Countries (OPEC) enforced an oil embargo, causing oil
prices to increase a precarious level. Rekindled enthusiasm in renewable energy, particu-
larly in developing large wind turbine systems (For instance the Great California Wind
Rush). However, the excitement was short-lived as they were not cost competitive with
systems using fossil fuels the early 1990s. Interestingly around the same time, United
Nations Framework Convention on Climate Change (UNFCCC) was negotiated at the
Earth Summit in Rio de Janeiro in 1992 with an objective to stabilise greenhouse gas
concentrations. It took another thirteen years for Kyoto protocol (an extension of UN-
FCC) to enter into force.The Global Wind Energy Outlook report [1] state that the wind
power could reach 2000GW by 2030, and supply up to 17 − 19% of global electricity.

3
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Annual Energy Outlook 2015 [2] predict for 2020, that wind turbine (onshore) as the
lowest LCOE for non-dispatchable energy. Closely behind geothermal, natural gas-fired
in dispatchable energy. It is an opportune moment for wind energy to make a come back
and reducing LCOE further will ensure it.

Delaying or preventing flow separation is an important parameter in many technical appli-
cations, to enhance the performance. It is also applicable for modern day wind turbines.
A typical horizontal axis wind turbine have thick aerofoils at the root section to ensure it
can withstand a high out-of-rotor-plane-loading. Also, due to manufacturing and trans-
portation constraints, the blade cannot be twisted to adapt to the direction of the local
flow velocity. Which leads to separation at the root section of wind turbines, and it may
also cause separation in the entire blade. Also, most wind turbines face aerodynamic per-
formance losses due to the accumulation of bugs and dirt at the leading edge of the rotor
blades. Leads to early boundary layer transition resulting in a higher drag coefficient and
can cause early stalling of the aerofoil. Hence, by delaying or preventing flow separation
the aerodynamic efficiency increases and material usage reduce due to decreased loads.
Thus, bringing down the LCOE.

Most elegant way to mitigate separation would be to find an optimal body shape to con-
trol the pressure rise. It would indicate a streamlined shape however due to constraints
discussed before it is hard to implement. Hence, a need for some form of boundary layer
control mechanism to decrease the retardation of the boundary layer due to adverse pres-
sure gradients. In principle, there are two ways to achieve it, either add high momentum
or remove low momentum air in the bottom of the boundary layer. By suction through
slots or porous wall, the low momentum air is removed from the wall. Or by blowing
air through a tangential slot in the wall or by mixing the air with the free stream, high
momentum air added to the wall. Other techniques exist such as active unsteady blowing.
It controls the effects of separation by manipulation of the separated shear layers.

Passive vortex generators (VGs) as flow control device is considered for the thesis. Vortex
generators are a popular choice as they are easy to fabricate and install on the wind turbine
blades. Also, they are relatively cheap. Moreover, they can be retrofitted to blades that
do not perform as designed. Vortex generator through streamwise (longitudinal) vortices
re-energies the flow by mixing high momentum air from the outer flow. Thus, the flow
is more resilient to the retardation effect of adverse pressure gradients. Unanimously
all the scientific literature on VGs credit the wind tunnel group of the United Aircraft
Corporation Taylor [50] for the initial design. They used VGs to eliminate boundary
layer separation of their wind tunnel. First scientific study on VGs is done by Schubauer
and Spangenberg [45]. Genesis of VGs is not clear, however in nature, one can see some
evidence. Low profile/submerged VGs in sharks, mackerels to keep flow attached and
large VGs in bottlenose dolphin for the purpose of thermoregulation (Bechert et al. [7]).

1.2 Thesis motivation

Sullivan [48] is the first scientific evidence of VGs implemented on the wind turbine. VGs
were tested on a two bladed MOD-2 wind turbine and determined the VGs has little effect
at low wind speeds, at higher wind speed VG’s delays stall and improves power generating
capability. Using 70 % VGs (blade span), wind speed required to produce rated power is
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decreased by 2.2 m/sec and annual energy increase of 11% is projected. Moreover, using
100 % VGs reduced rate wind speed by 0.5 m/sec and projected annual energy capture
by an additional 9 %. Projected annual energy calculation is not mentioned explicitly.
Another widely cited evidence is Øye [42], where 25% increase in power at rated wind
speed.

Vortex generators can delay flow separation, aerodynamic stalling and considerable im-
prove the aerodynamic performance of rough blades. However, in other conditions if VGs
are not configured optimally, may have adverse aerodynamic performance due to increase
in drag (Gaunaa et al. [21]). Drag due to adding VGs and additional drag due to ener-
gizing the boundary drag. The effectiveness of VGs in wind turbine application can be
measured as delaying/preventing separation with minimal drag increase.

Vortex generator array has different configuration parameters such as general shape,
height, length, angle to the main flow direction and location on the wind turbine blade
(spanwise spacing and chordwise location). The optimal configuration could be deter-
mined by extensive experimental measurements, which is expensive and time-consuming
due to number of optimisation parameters. Computational fluid dynamics, CFD for aero-
foil with VGs is more time consuming than uncontrolled aerofoil due to the increased
number of grid points around VGs and need for computing three spatial dimensions. Re-
searchers have replaced the geometries with volume forces mimicking vortices behind the
VGs, (Stillfried et al. [47], spanwise averaging the Navier-Stroke equation and extra source
terms Nikolaou et al. [38]) to reduce the computation time. All the methods conclude
the result is qualitatively similar, quantitatively failing. Methods still, solve the nonlinear
partial differential equations which are challenging and hence time-consuming. An easier
method is to solve the integrated forms of the equations, hence just ordinary differen-
tial equations. Considerable simplification arises when the non-linear partial differential
equations are integrated across the boundary layer. However, they are quite accurate and
computationally efficient.

McLean [34] claims that the researchers at QinetiQ, Ltd, based on experimental studies
by Ashill et al. [3, 4] have developed a 2D integral boundary-layer code to simulate the
effects of low-profile VGs. They have simulated by considering VGs effect in spanwise-
averaged terms. Unfortunately, no information is available about the modelling technique
and performances. Kerho et al. [26] modified the XFOIL boundary layer formulation by
enhancing the turbulence production to mimic vortex generators. Their research objective
is to extend the laminar run and use the VGs to eliminate separation bubble, by a thin
turbulent boundary layer with a minimal increase in drag. They formulate for a very
specific model, which exhibit quasi-uniform properties. Numerous literature indicates
VGs do not exhibit quasi-uniform properties. See review article of [5] more references.

1.2.1 Primary objective and preliminary approach

The success of 2D dimensional integral boundary layer solution methods for VGIF gives
an impetus to pursue it. Conditional spanwise averaging or spanwise averaging with
source term of VGIF also has met with some success.

The principal objective of the thesis is formulated as:
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Determine the most relevant parameter/parameters for the validation of a two-
dimensional integral boundary layer solution method for vortex generators induced
flow.

To determine the main objective, as a preliminary approach following things needs to be
identified:

1. The parameters used in two-dimensional integral boundary layer method solution
methods.

2. The most relevant flow quality or qualities that describe a vortex generator induced
flow.
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Chapter 2

Dataset, reduction techniques and
preliminary data validation

As discussed in section 1.1, experimental measurements and numerical simulations are
difficult to perform for vortex generator induced flow as well as time-consuming. Exper-
imental measurements and numerical simulations were performed for the classical vane-
type counter-rotating vortex generators on a flat plate. Vortex generator configuration,
experimental measurements and numerical simulations are discussed in section 2.1. Re-
duction techniques and preliminary data validation are discussed in sections 2.2 and 2.3
respectively.

2.1 Dataset

2.1.1 Vortex generator configuration

Vortex generator dimensions were designed according to the recommendations of Godard
and Stanislas [22] and are summarized in table 2.1.

Parameter Value Size in factor of VG height, h

h 5mm 1
h/δ ≈ 0.25
d 12.5mm 2.5h
L 12.5mm 2.5h
D 30mm 6h
β 18◦ −

Table 2.1: Vortex generator properties.

Godard and Stanislas [22] performs optimisation study based on the skin friction, Cf
improvement at the location where Cf reaches minimum for uncontrolled case (smooth

9
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y

x

zv

u

w

Figure 2.1: Coordinate system.

Axis Axis name

x streamwise (axial, longitudinal)
y wall-normal
z spanwise (lateral, transverse)

Table 2.2: Geometrical terminology.

wall). It implies the optimisation is done for which VG configuration viscous dissipation of
the vortices is the most rapid. This behaviour is only beneficial for flow-control application
with substantially reduced height, for instance, S-duct ([29]).

Moreover, skin-friction coefficient may be an important parameter to determine the ef-
fectiveness for counter-rotating VGs, definitely not for co-rotating VGs (see section 3.5 ).
Godard and Stanislas [22] does not mention about drag measurement method, but drag
at few places: “Moreover the triangular shape is better in term of drag penalty ”; “In this
test, the hypothesis was made that, when the VG height increase above 0.2δ, the device
drag increases without a significant increase of ∆τ/τ0 ”.

Author speculates the hypothesis was based on the paper of [30]. It claims increasing
device height will only increase drag without significantly increasing the pressure recovery.

Godard and Stanislas [22] gives an optimal h/δ of 0.37 for counter rotating VGs. Im-
plements Schlichting shape factor equation (see equation 2.1) to determine the adverse
pressure gradient effect on the boundary layer.

H = 0.5442×H23

√
H23

H23 − 0.5049
(2.1)

It is based on so-called one parameter equations which gets the adverse pressure gradient
capability based on a power law. The validity of such are under question for separated
flows, let alone for VG induced flows (see 3.4). It is also interesting in the later editions
of the book this equation is not mentioned.

Right-handed Cartesian coordinate system as illustrated in figure 2.1.1 is used for current
thesis work. The corresponding geometrical terminology is tabulated in table 2.1.1. For
streamwise coordinate, x the leading edge of the flat plate is chosen as the origin, with the
positive sign towards the trailing edge. For wall-normal coordinate, y the upper surface of
the wall is chosen as the origin, with the positive sign towards the upstream velocity. For
spanwise coordinate, z the plane of symmetry is chosen as the origin, with the positive
sign towards the right-hand side (top view).

2.1.2 Experimental measurements

Stereoscopic particle image velocimetry (SPIV) experiments were carried out in 1.5×0.25
m2 boundary layer wind tunnel (5.6 m length) at velocity of u∞ = 15 m/s (refer to
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D

l
β 

d

D

Figure 2.2: Vortex generator array configuration schematics for experimental measurements.
Schematics reproduced from Baldacchino et al. [6].

Baldacchino et al. [6] more details). Two LaVision Imager Pro LX 16 Mpix cameras
equipped with Nikon Micro-Nikor 105 mm lenses and Scheimflug adapters were used for
imaging. Quantel Evergreen Nd:Yag laser system with 200mJ/pulse output provided
illumination. After average correlation processing a resolution of 7 vectors/mm with a
final interrogation area of 16×16 txl (0.2×0.2 mm2) and spatial overlap of 50 percent was
obtained. A total of 15 vortex generator pairs were mounted during the tests, spanning a
total of 420mm, with the mid-span of the array centred at the test section centre of the
wind tunnel. Measurements were taken at mid-span of the array to a spanwise extent of
1.5D.

2.1.3 Numerical simulations

Steady incompressible Reynolds-averaged Navier-Stokes (RANS) simulations with Open-
FOAM were performed (refer to Florentie et al. [18] for starting basis of the numerical
simulations), using a fully resolved boundary layer (y+ < 2) and Menter’s k − ω Shear
Stress Transport (SST) Turbulence Model. The RANS equations are solved using the
Semi-Implicit Method for Pressure-Linked Equations (SIMPLE) algorithm and the gov-
erning equations are solved using first order upwind discretization schemes for the convec-
tive terms. The linear systems arising from the equation discretization are solved using
the preconditioned (bi-) conjugate gradient method with diagonal incomplete Cholesky
and diagonal incomplete LU preconditioners for the symmetric and asymmetric systems
respectively. Only one pair of VGs was simulated, the influence of the other VGs was
considered by symmetry boundary conditions.

2.2 Reduction Techniques

2.2.1 Determining the wall position for experimental measurements

Kendall and Koochesfahani [25] method is implemented to determine the wall position as
well as wall friction the for uncontrolled case. The method utilises the fit of the measured
velocity data to a Musker [35] profile. Kendall and Koochesfahani [25] itself critiques that
the validity of the method depends on accurateness of the model velocity profile. Even
for Musker [35] profile the van Kármán constants inputted alters the accuracy.
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Figure 2.3: A snapshot of mesh (structured, 1̃.6 million cells) generated for numerical
simulations.

However, Örlü et al. [39] analysed the Kendall and Koochesfahani [25] method and con-
cluded that results have a bias. Bias being that Kendall and Koochesfahani [25] have
not assessed the performance of optimisation routine when the near wall data reaches
the upper limit viscous sublayer. Moreover, stated accuracy, mentioned in Kendall and
Koochesfahani [25] is only achievable if the measurement points as close as 5 wall units
are available. The bias stated by Örlü et al. [39] on the Kendall and Koochesfahani [25]
method is verified. However, 5 wall units term is not universal as the Österlund [40]
dataset is used for analysis (See section 3.3.3). Rodŕıguez-López et al. [44] have stated
more robust method, with van Kármán constants also as additional optimisation parame-
ters. Method claims, it can accurately predict the wall position even with first data points
as far as 10 wall units. In principle (retrospectively) investigations have a resolution of
approximately 4.2 wall units for the uncontrolled case. So, the maximum distance should
be 4.2 wall units. Wall position obtained for the uncontrolled case is used for the vortex
generator case. There is some uncertainty in employing this technique. Nevertheless, it
is implemented.

2.2.2 Determining the boundary layer edge velocity

It is common practice to define the edge of the boundary layer Ue = 0.99U∞. To automate
the process, method used in Velte [54] is implemented. The method argues that boundary
layer could be defined as the part of the flow contained by vortices generated due to the
presence of wall. Therefore, the boundary layer edge can be determined where the value
of the vorticity is reduced to a value much smaller than the maximum value. Velte [54]
further argues that by magnitude analysis if u and x are order of 1, then v and y are of
order δ. Hence, the second term is quadratically larger than the first term. Therefore,
boundary layer edge velocity was determined from the velocity profile. In principle,
Ue = 0.99U∞ indicates that the du/dy ≈ 0. However, experimental dataset the data is a
bit noisy. Hence, it was visually checked at different points. For the numerical dataset,
the process was automated. At few locations, the automation process is cross verified
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D
z/D = 0

z/D = 0.208

z/D = 0.333

z/D = 0.5

x

z

z/D = 1

Figure 2.4: Vortex generators as seen from above.

where the Reynold’s shear stress also approaches zero.

ωz =
1

2

 ∂v

∂x︸︷︷︸
δ
1

− ∂u

∂y︸︷︷︸
1
δ

 (2.2)

2.3 General flow field characteristics

Due to streamwise vortices, the high-momentum fluid is carried down to wall inside the
VG pair (z/D = 0,z/D = 0.208) and low-momentum fluid is pushed away from the wall
between VG pairs (z/D = 0.5,z/D = 0.333). From figures, it is clearly observed by
negative values of wall-normal velocity, v inside the VG pair and positive values of wall-
normal velocity, v between VG pairs. At downstream location, x/h = 10 wall-normal
velocity is higher at z/D = 0.333, as we proceed downstream wall-normal velocity is
higher at z/D = 0.5. Also, as we proceed downstream magnitude of wall-normal velocity
decreases indicating decrease in momentum exchange. The exchange of high and low
flow momentum fluid results in a fuller streamwise velocity,u profile inside the VG pair
indicating higher skin friction and vice-versa. This is quite consistent with counter-vortex
generator mechanism and other studies.

Customarily experimenters verify the two-dimensionality of the flow if the spanwise vari-
ation of the friction velocity, µτ is very low. However, inherently the VGIF will result in
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Figure 2.5: Streamwise velocity profile for uncontrolled flow.

significant spanwise variations in friction velocity. Same is the case for dataset used for
this thesis work (please refer to figure 4.11).

Also for the mean flow structure to be two-dimensional following conditions has to be
satisfied,

w = 0
∂w

∂z
= 0

From figures 2.6, 2.7, 2.8 and 2.9 one can observe spanwise velocity, w is non zero inside
the VG pair (z/D = 0,z/D = 0.208). From these two observations, it is evident the flow
field is three dimensional in nature. However, skin friction variation in spanwise direction
is symmetrical thus giving further impetus to proceed with integral layer modelling in
spanwise-averaged terms.
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Figure 2.6: Streamwise, wall-normal and spanwise velocity profile and Reynold’s shear stress
for vortex generator induced flow. At 10 device heights downstream of the VGs and spanwise

position, z/D = 0
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Figure 2.7: Streamwise, wall-normal and spanwise velocity profile and Reynold’s shear stress
for vortex generator induced flow. At 10 device heights downstream of the VGs and spanwise

position, z/D = 0.208
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Figure 2.8: Streamwise, wall-normal and spanwise velocity profile and Reynold’s shear stress
for vortex generator induced flow. At 10 device heights downstream of the VGs and spanwise

position, z/D = 0.333
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Figure 2.9: Streamwise, wall-normal and spanwise velocity profile and Reynold’s shear stress
for vortex generator induced flow. At 10 device heights downstream of the VGs and spanwise

position, z/D = 0.5



Chapter 3

Methodology

This chapter will examine two-dimensional integral boundary layer (IBL) solution meth-
ods and identify the relevant IBL parameters. Another major goal is to examine different
estimation methods and closure relations of the relevant IBL parameters. The widely
accepted dimensionless integral boundary layer relations for the steady, incompressible
flow with no mass transfer of the both relations are considered. A detailed approach is
laid out.

3.1 Brief introduction to two dimensional integral bound-
ary layer solution methods

The integral momentum relation first derived by Kármán [24] and the integral kinetic
energy relation first derived by Leibenson [28] are presented as equations 3.1 and 3.2
respectively.

dθ

dx
+ (H + 2)

θ

ue

due
dx

=
Cf
2

(3.1)

dθ∗

dx
+ (3)

θ∗

ue

due
dx

= 2CD (3.2)

The dimensionless parameters have been defined as,

θ, momentum thickness

θ ≡
∫ ye

0

u

ue

(
1− u

ue

)
dy (3.3)
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δ∗, displacement thickness

δ∗ ≡
∫ ye

0

(
1− u

ue

)
dy (3.4)

H, shape parameter

H ≡ δ∗

θ
(3.5)

Cf , skin-friction coefficient

Cf ≡
τw

0.5× ρu2
e

(3.6)

θ∗, kinetic energy thickness

θ∗ ≡
ye∫

0

u

ue

(
1− u2

u2
e

)
(3.7)

H∗, kinetic energy shape parameter

H∗ ≡ θ∗

θ
(3.8)

CD, dissipation (viscous) coefficient

CD ≡
D
ρu3

e

(3.9)

where,

D =

ye∫
0

τ
∂u

∂y
dy =

ye∫
0

(µ+ µt)

(
∂u

∂y

)2

dy (3.10)

Classical integral boundary layer methods so called one-equation integral methods (for
instance the correlation method of Thwaites, White’s equilibrium method) integrate the
momentum equation for the solution. Later, so called two-equation integral methods (for
instance Le Balleur [27], Whitfield et al. [57], Drela and Giles [16]) were developed which
integrate both the momentum equation (3.1) and also the kinetic energy equation (3.2) for
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representing the behaviour of a separated boundary layer more accurately. Furthermore,
two-equation integral methods are considered more accurate than the one-equation integral
methods, especially for turbulent flow (Drela [15]). Other approaches of solving the two-
equation integral methods are the entrainment method (for instance [23]) which based
on an entrainment function and momentum of momentum method which based on shear
stress integral function.

Buschmann [9] compares the dissipation integral, entrainment and momentum of mo-
mentum methods to calculate turbulent boundary layer properties. And states that the
dissipation integral and momentum of momentum methods consider the shear stress dis-
tribution in the entire boundary layer. Thus, it satisfies the integral balance of kinetic
energy. The entrainment method considers shear stress distribution only at the outer
edge. Dissipation integral method of Drela and Giles [16] is widely analysed and numer-
ically stable. Author admittedly biased from the beginning chooses Drela and Giles [16]
method as integral solution method for current thesis work.

Drela and Giles [16] integrates the kinetic energy equation (3.2) by combining [equation
(3.2)/θ∗] - [equation (3.1)/θ] which gives the kinetic energy shape parameter equation 3.1.

θ
dH∗

dx
+ (H∗ (1−H))

θ

ue

due
dx

= 2CD −H∗
Cf
2

(3.11)

3.1.1 Integral thickness interpretation and shape parameters

When a uniform flow field with velocity approaches the leading edge of body/flat plate the
due to viscous shear, and a viscous boundary layer is created. The flow near the surface
is retarded so that the streamlines must be displaced outwards to satisfy continuity. The
distance the solid surface would have to be moved to maintain the same mass flow rate
is called the displacement thickness. In principle, the mass flux deficit. Similarly, the
total flux loss of the momentum flux is equivalent to the removal of momentum through a
distance θ, momentum thickness. The total flux of the kinetic energy flux loss is equal to
the elimination of the kinetic energy through a distance, θ∗. Interpretation of the integral
thickness for incompressible flow, in terms of the geometry of the normalised velocity
profile (u/ue) is plotted in figure 3.1.

Shape parameters is generally greater than unity based on the definition.

1− u

ue
>

u

ue

(
1− u

ue

)

u

ue

(
1− u2

u2
e

)
>

u

ue

(
1− u

ue

)

3.1.2 Determining integral parameters from discrete data

Titchener et al. [52] states the maximum error in determining the boundary-layer integral
parameters due to the discrete nature of datasets is proportional to distance between the
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Figure 3.1: Interpretation of the integral thickness for incompressible flow, in terms of the
geometry of the normalised velocity profile (u/ue). Schematic inspired from Drela [15] and

Garćıa [20]
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Figure 3.2: Representation of velocity profile for different shape parameter and momentum
thickness using Swafford velocity profile relation
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wall and first data point. It is an important issue for the experimental dataset (see section
2.2). Based on Titchener et al. [52] no-slip condition is enforced and trapezium rule is
implemented for integration. Another important factor is choosing finite-difference ap-
proximation scheme. As the flow is wall-bounded, only one-sided approaches are possible.
The most straight forward way to determine, ∂u/∂y first-order forward difference scheme.
Titchener et al. [52] states if number data points available within control volume 20-40
it is. In the lower range, a logarithmic spacing is preferable. However, problem arises in
determining the dissipation coefficient (see section 3.4).

3.2 Drela and Giles [16] turbulent closure relations

Turbulent closure relation used in Drela and Giles [16] is studied in this section.

Kinetic energy shape parameter,

H∗ = 1.505 + 4
Re θ

+
(

0.165− 1.6
Re0.5θ

)
(H0−Hk)1.6

H , H < H0

= 1.505 + 4
Reθ

+ (H −H0)2
[

0.04
H + 0.007 log Reθ

(H−H0+4/ log Reθ)2

]
, H > H0

(3.12)

where,
H0 = 4, Reθ < 400

= 3 + 400
Reθ

Reθ > 400

u+ =
s

0.09
tan−1

(
0.09y+

)
+
(
u+
e −

sπ

0.18

)
tanh1/2

[
a
(y
θ

)b]
(3.13)

where, s = cf/ |cf |, a & b are

Swafford [49]

closure relation for skin-friction coefficient.

Statescf =
0.3e−1.33H

(log10Reθ)
1.74+0.31H

+
(
1.1× 10−4

) [
tanh

(
4− H

0.875

)
− 1

]
(3.14)

Skin-friction closure relation is derived by Coles’ Law of the Wall-Law of the Wake and
empirically fitting.

u+ ≈ 1

k
ln
(
y+
)

+B +
2Π

k
f
(y
δ

)
(3.15)

First term, is White [55] closure relation for skin-friction coefficient, which derived from
Coles [13].

Dissipation coefficient closure relation used is discussed in section 3.4), after introducing
basic concepts.
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3.3 Skin Friction

Skin friction closure relations are quite exhaustive, few relations are chosen. A brute
approach of comparing the accuracy each relations using Osterlund database is adopted.

3.3.1 Limited survey of estimation methods and closure relations

Gradient Method

It is a direct method based on the definition, however, it not clear in literature to what
extent the upper limit can be considered. It varies from three to eight wall units.

τw = µ

(
∂u

∂y

)
y=0

Ludwieg and Tillmann [32]

Researchers have moved away from Ludwieg and Tillmann [32] citing the failure in pre-
dicting sStateskin-friction coefficient for separated flows. In principle, VGIF should be
attached at least in some regions. Validity will be checked for attached flow, if valid.
It will be used attached regimes of VGIF, to test if VGIF exhibits similar behaviour as
smooth wall-bounded flows.

Cf = 0.246
(
10−0.678H

)
Re−0.268

θ (3.16)

White [55]

White [55] is derived directly from Coles [13].

cf =
0.3e−1.33H

(log10Reθ)
1.74+0.31H

(3.17)

3.3.2 Limited survey of velocity profile expressions

Another approach is Kendall and Koochesfahani [25], and it employs a model velocity
expression. Hence, it is nice to compare the accuracy of different model velocity expres-
sion. Again, model velocity expression are exhaustive; few are chosen and compared with
Österlund database. States

Spalding [46]

y+ = u+ + exp (−kB)

[
exp

(
ku+

)
− 1− ku+ − (ku+)

2

2
− (ku+)

3

6

]
(3.18)
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Musker [35]

Musker [35] derived a closed-form expression for the velocity distribution over a smooth
wall based on the eddy viscosity model. It satisfies both the momentum ad continuity
equations near the wall while satisfying the four boundary conditions: y = 0, u = 0 and
du+/dy+ = 1; y = δ, u = U∞ and du/dy = 0. (For y = δ, y+ −→ ∞ is regarded as a
limiting boundary condition.)

u+
Musker = 5.424tan−1

[
(2y+−8.15)

16.7

]
+ log10

[
(y++10.6)

9.6

(y+2−8.15y++86)2

]
− 3.52

+2.44×
{

Π
[
6
(y
δ

)2 − 4
(y
δ

)3]
+
[(y

δ

)2 (
1− y

δ

)]} (3.19)

Nickels [37]

Schubauer and Spangenberg [45] suggests, the downstream of VGIF acts if upstream had
favourable pressure gradient. With Nickels [37] the van Karman constants can be adjusted
in the explicit form. Also, it is a more modern velocity profile expression which is well
accepted as well.

u+
Nickels = y+

c

[
1−

(
1 + 2y

+

y+c

)
+ 1

2 (3− p+
x y

+
c )
(
y+

y+c

)2
− 3

2p
+
x y

+
c

(
y+

y+c

)3
]

× exp
(
−3y

+

y+c

)
+

√
1−p+x y+c

6κ ln

(
1+(0.6(y+/y+c ))

6

1+η6

)
+2Π

κ

[
1− exp

(
−5(η4+η8)

1+5η3

)] (3.20)

where,

p+
x =

ν

ρµ3
τ

dp

dx

p+
x y

+3
c + yd+2

c −R2
c = 0 (3.21)

Velocity profiles comparison with Österlund database

Percentage error is is determined by equations 3.22 and 3.23. Here n indicates the number
of velocity data in the normal direction and m indicates the number of the experimental
data set. It is tabulated in Table 3.1.

errorjmodel =
1

n

n∑
i=1

∣∣∣∣∣1− u+
i,model

u+
i,experimental

∣∣∣∣∣ (3.22)

Errormodel (%) = 100× 1

m

m∑
j=1

errorjmodel (3.23)
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Velocity Profile Remarks Error %

Spalding k = 0.41, B = 5 3.78%
Musker k = 0.41, B = 5 0.53%

Swafford No-slip condition added 4.39%
Trapezoidal numerical integration

Nickels k = 0.39, B = 4.32 0.67%

Table 3.1: Comparison of velocity profile relations w.r.t to Österlund dataset

It was widely accepted to use von Kármán constant, k = 0.40 − 0.41 and the intercept
constant, B = 5.0 − 5.5. In recent times lot of researchers suggest different values.
Interestingly Österlund et al. [41] based on two independent experimental investigations,
one being current database used for comparison suggested k = 0.38 andB = 4.1. However,
limits of the log law change with researchers. Musker [35] formulated the analytical
expression, with log-law constants k = 0.41 and B = 5 as recommend by Coles [12] at the
Stanford Conference. Nickels [37] suggests to use k = 0.39 and B = 4.32. Using Österlund
et al. [41] constant values, worse results for (4.14 %) Spalding [46] and better results (0.33
%) for Nickels [37] profile. Probably, fit is determined by using the van Karman constants
at that time. It makes sense to use the same von Kármán as original research.

3.3.3 Skin-friction coefficient closure relations compared using Österlund
database

Österlund database

Österlund [40] conducted experimental investigations for high Reynolds number turbulent
boundary layers at zero pressure gradient. The researcher employed an oil-interferometry
technique to determine the skin friction, it is independent of the law-of-the-wall. It is a
direct and absolute measurement of the skin-friction coefficient. The technique consists of
measuring the thinning rate of an oil film as it is being acted upon by the wall shear. Since
the database is open, supplemented by direct and independent skin friction measurements.
Many researchers (more than 250 citations) have used the experimental database to test
scaling laws and methods to extract the skin friction. Percentage error determined by
equation 3.24 is tabulated in table 3.2 . Here m indicates number of the experimental
data set.

Errormodel (%) = 100× 1

m

m∑
j=1

∣∣∣∣∣1− Cjf,model

Cjf,experimental

∣∣∣∣∣ (3.24)

3.4 Dissipation coefficient

The dissipation coefficient D as per Drela [15] measures the local rate of flow kinetic
energy dissipation into heat by the shear stress, τ acting on the fluid which is deforming
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Method / Closure Relation Error %

Kendall and Koochesfahani [25]; Upper limit y+ <= 500 0.12%
Kendall and Koochesfahani [25]; Upper limit y+ <= 50 −0.16%
Swafford [49] −1.21%
Ludwieg and Tillmann [32] −0.73%
White [55] 2.54%

Table 3.2: Comparison of skin-friction coefficient estimation methods.
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Figure 3.3: Error in determining skin-friction coefficient using gradient method for different
wall units,y+ as upper limit.
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at the shear strain rate ∂u/∂y. For a 2D steady, incompressible flow with no mass transfer,
dissipation integral can be represented as equation 3.25.

D =

ye∫
0

(
µ
∂u

∂y
− ρu′v′

)
∂u

∂y
dy (3.25)

Dissipation integral consists of the direct dissipation function : Depend solely on the veloc-
ity gradient of the mean motion and turbulent dissipation function: It is energy dissipated
by the virtue of the existence of the fluctuations. Classically, dissipation coefficient was
determined using empirical closure relations based on −ρu′v′(du/dy). µ(du/dy)2 is often
neglected, considering contribution CD is small expect close to the wall.

Truckenbrodt [53], empirical dissipation integral coefficient

CD = 0.0056(Reθ)
−1/6

Dissipation coefficient can be also determined based on velocity profile models. Whitfield
[56] analytically integrating the inner layer (0 ≤ y+ ≤ 100) considering τ = τw and outer
layer numerically.

CD = 2×
(

0.009− 0.011e−0.15H2.1
+ 3.0× 10−5e0.117H2

+A(Reθ)
−0.574

)
(3.26)

where,
A = 0.438− 280HforH ≤ 3.5

A = 0.160(H − 3.5)− 0.550forH ≥ 3.5

Le Balleur [27] / Thomas [51] use slip velocity concept, it stems from the eddy viscos-
ity formulation of Clauser [11] equilibrium turbulence models. It determines dissipation
coefficient as the sum of contributions from the inner(wall) and outer(wake) regions of
the boundary layer. For non-equilibrium flow (Large adverse pressure gradient, APG
or relaxing flow, where APG is suddenly removed), separated flows slip velocity concept
using Clauser [11] experimental value fails. Relaxation factor is added to account for the
upstream history effects .Drela and Giles [16] also implements the slip velocity concept
with relaxation, however directly uses the Clauser [11] empirical closure relations.

CD [DCR] =
Cf
2
Us︸ ︷︷ ︸

Wall(Inner) layer contribution

+ Cτ (1− Us)︸ ︷︷ ︸
Wake(Outer) layer contribution

(3.27)

Cτ,eq =
1

1− Us
H∗

2

(
H − 1

H

)3 1

A2B
(3.28)

Us =
H∗

2

(
1

B ·H +
B − 1

B

)
(3.29)
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β ≡ δ∗

τw

dp

dx
= − 2

Cf

δ∗

ue

due
dx

(3.30)

G ≡ H − 1

H

1√
Cf/2

(3.31)

An empirical expression for this relationship is,

G = 6.7
√

1 + 0.75β (3.32)

In Drela [14] uses Green et al. [23] for better predictions of lift and drag near stall condi-
tons.

δ

Cτ

dCτ
dx

= 5.6
(
C1/2
τ,eq − C1/2

τ

)
+ 2δ

{
4

3δ∗

[
Cf
2
−
(
Hk − 1

6.7Hk

)2
]
− 1

ue

due
dx

}
(3.33)

From the Green et al. [23],

Cτ =
1

u2
e

(
−u′v′

)
max

(3.34)

From Drela [14], Drela and Giles [16] it is not quite explicitly, mentioned how to determine
effective slip velocity parameter. An assumption is made that Us at maximum and Ctau
and is valid (see figure 3.4).

Us =
u(−u′v′)

max

ue
(3.35)

Upstream data from numerical dataset is used to compare the discussed dissipation coeffi-
cient relations. Dissipation coefficient obtained at streamwise location (x−xvg)/h = −15
and spanwise location z/D = 0.333 is tabulated in table 3.3. Similar trends were observed
at z/D = 0.5, 0.208, 0

Method Value

Dissipation integral (µ(du/dy), -ρu′v′) 0.001637
Dissipation integral (µ, µτ ) 0.001559
Drela and Giles [16] (Cτ and Us using closure relations) 0.001604
Drela and Giles [16] (Cτ and Us from numerical dataset) 0.001600
[53] 0.001599
LeBaueller/Thomas 0.009096
White 0.003072

Table 3.3: Comparison of dissipation coefficient, CD using different relations. Upstream data
(15 device height behind trailing edge of VGs) from numerical dataset is used.

A first-order rearward difference finite scheme is applied to determine the dissipation
integral. Dissipation integral is highly sensitive to scheme applied.
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3.5 The most relevant flow quality or qualities that describe
a vortex generator induced flow

Ashill et al. [5] states that there are two ways to measure the effectiveness of vortex
generator induced flow. The first idea, to check decrease of boundary-layer shape factor,
H based on [45]. [45] states boundary downstream effect of closely spaced array VG acts
in way VG created a favourable pressure gradient. However,Ashill et al. [5] quickly dismiss
the idea stating it should have some sort of quasi-uniform effect. Suggests, this quasi-
uniform effect can take place of the order of ten boundary-layer thickness. The second
concept, based on the strength of the vortices and way the vortices decay downstream.
Ashill et al. [3, 4] formulated correlation of non-dimensional circulation through using the
idea of a effective device height, he. Lin [29] verified the claim and found out it is well
correlated for all the VG devices

Γ (x)

µ∗h
= G

(
h+,

x− xvg
h

)
(3.36)

where, µ∗ is the wall friction velocity in uncontrolled flow,

µ∗ = ue

√
Cf/2 (3.37)

and h+ is the dimensionless device height

h+ =
hµ∗
υ

(3.38)

In the review Ashill et al. [5] state that ESDU [17] claim streamwise rate of change
of vortex strength or circulation of a single vortex downstream of a VG (or SBVG) is
proportional to the lateral velocity induced at the wall by the vortex and local skin-
friction coefficient.

dΓ

dx
= −KCf

Γ

hv
(3.39)

Γ/Γt = exp (−KCf (x− xvg) /hv) (3.40)

Possibly, Kerho et al. [26] used this viewpoint, compared vortex generator enhanced
mixing to increased turbulence production. And mimicked shear stress based on the
strength of the vortices and way it decays downstream. ESDU [17] states for counter-
rotating sub boundary-layer vortex generator configuration wall shear stress plays a more
important role for determining the vortex strength and decay.

The key integral parameter:

1. Skin-friction coefficient

2. Shear stress coefficient
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3. Effective slip-velocity parameter (Vortex trajectory)

To check for quasi-uniform effect IBLP (uz(x,y)) and IBLP z (x) should be equal, where

IBLP z (x) =
1

D

D/2∫
−D/2

IBLP (x, z) dz

uz (x, y) =
1

D

D/2∫
−D/2

u (x, y, z) dz (3.41)

3.6 Detailed approach

Step 1 Skin-friction coefficient is an important parameter. Numerical simulations are fully
resolved very close to the wall (y+ < 2) and gradient method (see 3.3.1) will be
used to estimate skin friction. It is quite accurate (see 3.3.3). However, for the
experimental dataset, gradient method would result in an unacceptable level of error.
As the first data point is away from the wall as well as uncertainty in determining
wall-position. Kendall and Koochesfahani [25] and Swafford [49] will be tested
with numerical data. A better method will be used to estimate skin friction from
experimental dataset. Another motivation is to check if VGIF exhibit smooth wall
bounded turbulence properties.

Step 2 Only Drela and Giles [16] kinetic energy shape parameter, H∗ closure relation is
considered. This will be tested. Additionally, it verifies if VGIF velocity profile
matches Swafford’s velocity expression.

Step 3 Effective slip velocity parameter hypothesis is made and verified at upstream lo-
cation of VGs. Validity of the hypothesis at downstream locations of VGs will be
investigated.

Step 4 Dissipation coefficient can be obtained either using Reynolds shear stress or eddy
viscosity values. Results will be analysed and one method will be choosen.

Step 5 Integral boundary layer parameters of interest for VGIF will be compared against
UCF. It will reveal if the VGIF is quasi-uniform, if the 3D mechanism is more pre-
dominant than 2D mechanism or vice versa. Also, will reveal if VGIF is equilibrium
or non-equilibrium flow. This investigation will also act as a secondary validation
of dataset and methods implemented.

Step 6 Behaviour of van Kármán integral momentum equation 3.1 and Kinetic energy
shape parameter equation 3.11 for VGIF will be analysed. Skin-friction and dissi-
pation coefficient obtained from reminder of the equations will be compared against
experimental values and closure relations.

Step 7 The key integral parameter will be analysed.
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Chapter 4

Integral Parameters’ Estimations and
Approximations from Experimental

and Numerical Dataset

Two estimation methods for determining the skin-friction coefficient, Cf for vortex gen-
erator induced flow, VGIF from the numerical dataset are compared in section 4.1. The
validity of Drela’s closure relation, DCR for kinetic energy shape parameter, H∗ is tested
by comparing with Swafford velocity profile for VGIF from the numerical dataset in
section ??. Behaviour of effective slip assumption is checked for VGIF, how it effects
dissipation coefficient, CD from DCR ??. Considering the uncertainties the downstream
development of integral boundary layer parameters, (IBLP) is discussed in section 4.2.

4.1 Skin-friction coefficient estimation for vortex generator
induced flow using velocity profile

A quote extracted from Örlü et al. [39] 1

.. wrongly become known as Galileo’s rule about measurements, which states:

Measure what is measurable, and (try to) make measurable what is not so (as yet).

Nagib et al. [36] concluded that the only wall-bounded flow that may not require an in-
dependent measurement of the mean shear stress is that of a fully developed pipe flow.

1Wrongly: Despite its widespread attribution to Galileo in “a large number of publications, the au-
thenticity of the sentence is highly dubious because no one has ever provided a precise bibliographical
reference for where to find it in Galileo’s works ”

33
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Warns for three-dimensional non-equilibrium flows, the wall shear stress, could be esti-
mated with a high order of inaccuracy by indirect techniques. Vortex generator induced
flow is inherently being 3D flow and non-equilibrium (see sections) needs an independent
measurement of the wall shear stress. However, drawing motivation from Örlü et al.
[39] take on Galileo’s rule about measurements. Indirect techniques are implemented on
VGIF from numerical dataset to estimate skin-friction coefficient. Then, it is compared
against skin-friction coefficient obtained from the gradient method. The comparison will
give an indication if the VGIF follow or not follow the smooth wall turbulence properties.
A better estimation method will be used to estimate skin-friction coefficient, Cf from
experimental data.

Previously research papers that have successfully implemented VG in 2D IBL code Ashill
et al. [3, 4] and Kerho et al. [26] do not mention experimental data skin friction coefficient
for VGIF. To be fair, the implementation strategy does not require them. Ashill et al. [3, 4]
use skin-friction from uncontrolled case. Kerho et al. [26] suggests the flow configuration
has quasi-uniform effect hence, Swafford closure relation should be accurate. Lögdberg
et al. [31] determined the spanwise-averaged skin-friction coefficient by considering the
momentum loss (2D) of VG array. For few test cases, the wall is modelled from y+ = 5
till y+ = 50. This method is discussed more in detail in later section. In this section, two
methods (see for motivation 3.6) are investigated.

The two methods are:

• Kendall and Koochesfahani [25] method using Musker [35] velocity expression.

• Swafford [49] closure relation for skin-friction coefficient.

4.1.1 Using Kendall and Koochesfahani [25] method

From section 2.3, there is an indication that the VGIF might not follow smooth wall
velocity profile for entire boundary layer. Prospectively, the suspicion is confirmed (see
figures). However, a hypothesis is made that will fifty wall units, follow smooth wall tur-
bulent properties. The primary motivation is also Lögdberg et al. [31] used wall modelling
and also from visual analysis of the velocity profiles.

A first step, Kendall and Koochesfahani [25] method is to the upper limit of fifty wall
units. Increasing the ceiling decreased the accuracy and vice versa. As discussed before,
the optimisation routine employs a fractional difference method, which gives more weight
to points closer to the wall. Hence, decreasing the upper limit is of y+ is essentially a
biassed gradient method. Also, for the experimental measurements, the data points are
close not the wall as the numerical simulations. The lower limit is also modified to check
the effectiveness. As suspected, increasing the lower limit (more away from the wall) also
decreased the accuracy and vice versa. The method is not effective. Nevertheless, it is
implemented on the experimental dataset.

For the experimental dataset, the upper limit is varied from y+ < 500, 300, 100, 50, 30, 10.
By a cumbersome process 2 of checking the error value and visual inspecting the fit. The
upper limit is set for 30 wall units, y+ < 30. The corresponding lower limit range is

2By not documenting
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Figure 4.1: Percentage error of skin-friction coefficient for vortex generator induced flow from
numerical dataset. Skin-friction coefficient obtained using gradient method is considered as true

value and from Kendall and Koochesfahani [25] as estimated value.

varying from 4 to 8 wall units are different spanwise locations. K and K implemented
with upper limit thirty wall units and a lower limit of two wall units is shown in the
figure. Rest of the analysis in Appendix A.

Even though this exercise is not able to predict the skin-friction coefficient with reasonable
limits, it has its own merits. Foremost confirming the Nagib et al. [36] warning for non-
equilibrium 3D flows. Wall modelling up to fifty wall units by Lögdberg et al. [31] will give
a bias. One drawback of this current exercise is using same van Kármán constants k 0.41
and B =5 (see the section for motivation). Nagib et al. [36] suggests van Kármán constants
change in streamwise direction for non-equilibrium 3D flows. An attempt was made study
the pattern and also to check the [45] hypothesis. The findings are non-conclusive. An
important issue being, to which extent to which log law is valid and corresponding van
Kármán constants . An effective way would be to measure skin friction independently
and utilise Rodŕıguez-López et al. [44] optimisation routine to determine the variation of
van Kármán constants.
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Figure 4.2

4.1.2 Using Swafford [49] closure relation

swafford1983analytical closure relation for skin-friction coefficient fails miserably close to
trailing edge of VGs (see figure ). Further upstream it is converging. As seen in sections,
when the shape parameter, H is relatively high. For attached or separated smooth wall-
bounded flow, indicates skin-friction is lower. The empirical relation was formulated
using before mentioned data. Hence, higher value of H the skin-friction is lower. Also,
swafford1983analytical closure relation main basis is from White (see section). White
derived the closure relation basing on Coles’ law of the wake (Coles [13]). In principle,
the formulation is dependent if the VGIF follow Coles’ law of the wake. From from figures
it evident the VGIF doesn’t follow the Coles [13].

4.1.3 Should we consider upstream effects for determining Cf for VGIF
?

It is widely accepted for smooth wall-bounded flow, the increase/decrease in skin-friction
coefficient velocity is due to increase/decrease of near wall velocity rather than by a
uniform, across-the-layer increase in eddy viscosity (see for reference, other literature also
cite). Also, for smooth wall attached or separated flow, experimental evidence indicate
smooth wall is not affected by upstream effects. Hence, closure relation is followed by 2D
integral solution methods.

[19] related Reynolds stress distribution to the skin friction in wall-bounded flows, tested
for controlled case (uniform wall blowing/suction) and indicated Reynolds stress away
from the wall played more vital role compared to smooth wall bounded flow. To recall,
Ludwig and Tilaman is discontinued as it was not predicting accurately separated flows.
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Figure 4.3: Comparison of velocity profile for VG test case [numerical dataset] at
(x− xV G)/h = −15 with Coles’ wall-wake formula at different spanwise locations.
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Figure 4.4: Comparison of velocity profile for VG test case [numerical dataset] at
(x− xV G)/h = 10 with Coles’ wall-wake formula at different spanwise locations.
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This is tested for VGIF flow, probaly the constants are changed due to. Nagib also States
residual history of the upstream two-dimensional turbulent boundary layer still present
in the developing 3DTB, no further explanation is provided.
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4.2 Downstream development of integral parameters of in-
terest

First, let us consider the integral parameters of interest for the uncontrolled case from the
experimental dataset. At downstream locations due to retardation of the flow by viscous
forces, the boundary layer grows. Therefore, the integral thickness also increase. It can
also be interpreted as dwindling of the turbulent mixing effects, and it reflected in lower
shear stress coefficient values. Due to reduced mixing, the high velocity pushed towards
the wall also decrease. Thus, the skin-friction coefficient is lower. As the viscous shear
and turbulent mixing effect are decreasing the dissipation coefficient decreases as well. It
might seem shape parameter, decreasing with the decrease in turbulent mixing effect is
wrong. However, it is not.

Drawing inspiration from Kerho et al. [26] 3, enhanced mixing effect of VGs could be
compared the difference between laminar to the turbulent regime. Due to enhanced mixing
effects, higher speed fluid is brought closer to the wall at a higher rate. Consequently, the
skin friction increases, shear stress coefficient increases, dissipation coefficient increase.
Displacement thickness would decrease due to higher mixing rate thus bringing down
the mass flux deficit. Momentum increases and kinetic energy thickness would increase
due to mixing. Skin-friction, shear stress and dissipation coefficient also increase due to
mixing. Lower shape parameter, H is expected as displacement thickness reduces and
momentum thickness increases. Hence, the closure relations for skin-friction should be at
least qualitatively correct.

Let us consider spanwise averaged values of the integral parameters of interest as well
integral parameters of interest. For the experimental dataset, VGIF is compared against
uncontrolled cases. For numerical dataset, the upstream locations are compared against
downstream of VGs. Displacement thickness, contrary to laminar to turbulent transition,
is higher and tend to decrease at fifty device heights downstream of trailing edge of
VGs. Other integral thickness, increase due to vortex generation and enhanced mixing.
Interestingly, both the shape parameters show a reverse trend, only till twenty device
height downstream of the VGs. Shear stress coefficient also have a dip around the same
downstream location and consequently reflected in the dissipation coefficient.

To check for the quasi-uniform effects, let us compare the spanwise averaged integral
parameters against integral parameters obtained from spanwise averaged velocity profiles.
Displacement thickness is quasi-uniform but indicating it is different from just enhanced
mixing; meaning the streamwise vortices increase the mass flux deficit. Momentum and
energy thickness tend to converge at hundred device heights downstream of VGs. Shear
stress and dissipation coefficient have strong, effect indicating 3D mechanism.

Non-quasi-uniform properties other the displacement thickness and skin-friction coeffi-
cient raises doubts about the wake rake measurements done at the centerline and Squire
Young law for VGIF. Ashill et al. [5] raises claim about wake survey technique, both the
quotes are extracted from section 3.2.1.3 Device drag. “On the other hand, the wake
survey technique gives relatively large errors, since it involves the subtraction of two large

3In the original paper, for the experimental configuration the flow exhibited quasi-uniform effects.
Enhanced mixing effect of VGs was the same as turbulent mixing effect Author is merely using this
approach of analysis as the first step
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numbers, owing to the way the device 4 affects the spanwise distribution of boundary
layer momentum thickness”and “However, regarding relative magnitude of drag, the two
sets5 of results are consistent, bearing in mind the lack of accuracy of the wake survey
technique ”. For Kerho et al. [26] experiments the flow exhibits quasi-uniform effects,
hence in principle wake rake measurements should not effect it. Lin [29] experiments use
a force balance method to measure drag.

From previous sections, it quite clear at the plane of symmetry, z/D = 0 fuller veloc-
ity profile and mid-distance of the devices, z/D = 0.5 emptier profile. Consequently,
higher skin-friction coefficient, lower skin-friction coefficient at the plane of symmetry
and vice-versa. Contrary to uniform enhanced mixing, momentum and kinetic energy
show opposite trends. However, it indicates the trend as expected as per counter-rotating
VG mechanism.

At plane of the symmetry, the integral thickness increases sharply at the trailing of VGs,
then decrease. Ashill et al. [5] explained stating that close to trailing edge of the device
the vortex height is similar to VG height. The vortices sweep low energy air from the
either side of them into the boundary on the plane of symmetry. Further, downstream
(z/D = 30), the vortices rise under mutual induction, then vortices pull in higher energy
air and lower energy air is pushed out into the main flow.

4Vortex Generators
5Two sets : skin-friction balance measurements and wake-survey technique same configuration. h/δ

are different for two sets due to the experimental configuration, hence refrains from comparing directly.
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Chapter 5

Testing integral boundary layer
relations for vortex generator

induced flow using numerical dataset

Step 5 and Step 6 of the approach (see 3.6) are discussed in this chapter. Integral
boundary layer relations, namely van Kármán integral momentum relation (see equation
3.1) and kinetic energy shape parameter relation(see equation 3.11) are tested for vortex
generator induced flow (VGIF) using numerical dataset. Terminology exclusive to this
chapter is introduced in section 5.1. Uncertainty in testing the relations are discussed
in section 5.2. Skin-friction coefficient, Cf and dissipation coefficient, CD using different
methods are compared and discussed in 5.3.

5.1 Chapter Terminology

Chapter exclusive terminology is introduced in this section. All the analysis are done
using vortex generator case from the numerical dataset. This remove terminology of
uncontrolled case, UC and experimental dataset, Exp. Integral parameters H∗, Cf , CD,
Us and Cτ can be determined directly from numerical dataset or through closure relations.

First new terms Cf [R] and CD [R] are introduced. These are Cf and CD reminders van
Kármán integral momentum relation (see equation 3.1) and kinetic energy shape param-
eter relation (see equation 3.11) respectively. For ease of understanding the equations are
rearranged and reproduced as equations 5.1 and 5.2.

Cf [R] = 2×
[
dθ

dx
+ (H + 2)

θ

ue

due
dx

]
(5.1)

CD [R] = 0.5×
[
θ
dH∗

dx
+ (H∗ (1−H))

θ

ue

due
dx

+H∗
Cf
2

]
(5.2)
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Notation Method Input parameter / Remark

Kinetic energy shape parameter [-]

H∗ [Num] Numerical dataset
H∗ [DCR] Drela’s closure relation H, Reθ

Skin-friction coefficient [-]

Cf [Num] Numerical dataset Gradient Method
Cf [SCR] Swafford’s closure relation H, Reθ
Cf [R] van karman H, θ

Effective slip velocity [-]

Us [Num] Numerical dataset
Us [DCR (H∗ []) ] Drela’s closure relation H, H∗ [Exp or DCR]

Shear stress coefficient [-]

Cτ [Num] Numerical dataset

Cτ [DCR (H∗ [], Us[]) ] Drela’s closure relation H, H∗ [Exp or DCR]
Us [Num] or Us [DCR (H*[])]

Dissipation coefficient [-]

CD [Num] Numerical dataset

CD [DCR (Cf [], Us [], Cτ []) ] Drela’s closure relation Cf [Num or SCR or R]
Us [Num] or Us [DCR H∗ [])]
Cτ [Num] or Cτ [DCR (H*[],Us[])]

CD [R (H∗ [], Cf []) ] Shape parameter equation H, θ
H∗ [Exp or DCR]
Cf [Num or SCR or R]

Table 5.1: Terminology exclusive for chapter 5
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Figure 5.1: Error due to non-uniform grid spacing. x, [m] is the streamwise distance in meters.
dx, [m] is the differential streamwise distance in meters. (x− xvg)/h [-] is the dimensionless

streamwise distance, where xvg is location of trailing edge VG, and h is the VG height.

5.2 Uncertainty in determining Cf [R] and CD [R]

5.2.1 Error due to non-uniform grid spacing

Unique data points from numerical dataset are extracted using a MATLAB [33] code
and has non-uniform grid spacing. The unique data points extracted are monotonously
increasing in streamwise direction (see 5.1a). Fluctuations in differential streamwise dis-
tance, dx using a central difference finite scheme on unique data points is shown in figure
5.1b. Skin-friction coefficient and dissipation coefficient are in order of 1e−03 hence, these
fluctuations will have an impact in determining Cf [R] and CD[R]. For Cf [R] these fluc-
tuations will be enlarged by factor of 2 (see 5.1 ) and CR[R] will be scaled down by factor
of 2 (see 5.2). A linear interpolation is done to reduce the fluctuations due to non-uniform
gird spacing. Interpolation is done considered with spacing between the non-uniform grid
spacing. The unique points are concentrated on VGs and integral parameters are cal-
culated correctly (see section) and hence, coarsely interpolated. The interpolated data
points are plotted against the original unique data points in figures 5.2 and 5.3. Dissi-
pation coefficient are smoother due to interpolation, however the skin-friction coefficient
despite smoother, VG heights from 70 to 100 it does not follow a smooth trend, finely
interpolating raises interpolation errors as it is also sparsely spaced further downstream.
Nevertheless, the interpolated values are chosen.

5.2.2 Error due to boundary layer edge velocity detection method

As seen in 2.2.2 boundary layer edge velocity is discussed and the roughness is seen
in section. Just to indicate if a smoother would have lead to improvement.Cf and CD
determined taking the maximum velocity (free stream velocity) are compared and plotted
as figures 5.4 and 5.5. Nevertheless, boundary layer edge velocity is used for the rest of
the thesis work.
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Figure 5.2: Interpolated skin-friction coefficient downstream development against unique data
points.
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Figure 5.3: Interpolated dissipation coefficient downstream development against unique data
points.
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Figure 5.4: Uncertainty in determining skin-friction coefficient due to boundary edge velocity
detection method.
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Figure 5.5: Uncertainty in determining dissipation coefficient due to boundary edge velocity
detection method.
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Figure 5.6: Dissipation coefficient, CD [-] development in streamwise direction. Streamwise
distance, x is dimensionalised by VG trailing edge location, xvg and VG height, h. For legend

details, please refer to section 5.1 and table 5.1

5.3 Results and discussion

Streamwise development of skin-friction coefficient, Cf determined by different methods
as listed below are compared in figure 5.6

1. Cf [R]

2. Cf [Num, GM]

3. Cf [SCR]

Streamwise development of dissipation coefficient, CD determined by different methods
as listed below are compared in figure 5.7.

1. CD [ R (Cf [Num], H∗ [Num]) ]

2. CD [Num ← (µ(du/dy), -ρu′v′)]

3. CD [Num ← Reθ]

4. CD [ DCR (Cf [Num], Us [Num], Cτ [Num]) ]

5. CD [ DCR (Cf [Num], Us [ DCR( H∗) ], Cτ [DCR (H∗ [Num], Us [ DCR( H∗))]) ]
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Figure 5.7: Dissipation coefficient, CD [-] development in streamwise direction. Streamwise
distance, x is dimensionalised by VG trailing edge location, xvg and VG height, h. For legend

details, please refer to section 5.1 and table 5.1

CD [DCR] =
Cf
2
Us︸ ︷︷ ︸

Wall(Inner) layer contribution

+ Cτ (1− Us)︸ ︷︷ ︸
Wake(Outer) layer contribution

(5.3)

In figure 5.8

1. CD [ R (Cf [Num], H∗ [Num]) ]

2. CD [Num ← (µ(du/dy), -ρu′v′)]

3. CD [ DCR (Cf [Num], Us [Num], Cτ [Num]) ]

Inner layer contribution

Outer layer contribution

In figure 5.9

1. CD [ R (Cf [Num], H∗ [Num]) ]

2. CD [Num ← (µ(du/dy), -ρu′v′)]

3. CD [ DCR (Cf [Num], Us [ DCR( H∗) ], Cτ [DCR (H∗ [Num], Us [ DCR( H∗))]) ]

Inner layer contribution

Outer layer contribution
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Figure 5.8
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Figure 5.9
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5.3.1 The conditioning effect: Is 2D or 3D mechanism predominant?

As seen in earlier sections, the 3D effects are strong till xvg = 30 and then tend to show
quasi-uniform effects. The conditioning effect occur at order layer of twelve boundary layer
thickness downstream of VG. To recall, empirical closure CD [Num ← Reθ] is obtained
only considering −ρu′v′(du/dy) , neglecting µ(du/dy)2 contribution. majorly -ρu′v′ ,
neglecting µ(du/dy) contribution. Given, that has it’s own inaccuracies. This comparison
gives an indication the µ(du/dy) is the predominant effect. µ(du/dy) can be interpreted
as the wall contribution and -ρu′v′ as the wake contribution (see 5.3).

Bradshaw et al. [8] states that the shear stress −ρu′v′ is closely related to the kinetic

energy 1
2ρ
(
u2 + v2 + w2

)
. Also, formulates an empirical relation. Drela and Giles [16]

this empirical relation for the shear lag equation. Kerho et al. [26] approach of adding
a step function and decaying based on vortex decay strength. Clearly does not work
current dataset investigated. Adding a step function, would indirectly indicate −ρu′v′ is

the major part of the kinetic energy 1
2ρ
(
u2 + v2 + w2

)
.

5.4 Key integral parameter

A quote extracted from Cebeci and Smith [10]1

Shall I refuse my dinner because I do not full understand the process of digestion ?

Oliver Heaviside
according to von Kármán and Biot

From section, it is quite evident that the VGIF exhibit strong 3 D mechanism till 30
device heights downstream of trailing edge of VGs. Then, tend to exhibit quasi-uniform
properties further downstream locations. Also, there is uncertainty in obtaining the skin-
friction and dissipation coefficient as seen in section. However, drawing motivation from
Cebeci and Smith [10] take on Heaviside’s admonition, step 7 as per detailed approach
is discussed in this section. Of course, it not in the same magnitude as the previous
comparison. Author is merely trying to convey to the reader with the uncertainties and
limited analysis of linking the 3 D mechanism to the integral parameters of interest, that
it is not outrageous to identify the key integral parameter for VGIF.

Neglect skin friction, focus on dissipation. As it is composite closure. At hundred device
heights from the trailing edge of VGs, the dissipation seem to converge at value of 1.5.
What happens is open to debate. To recall, Cf , H∗ and Cτ are closure relations. Turbulent
closure relation are listed in Drela are used and is plotted.

Dissipation coefficient, CD [R] determined by equation 5.2 the ILC and OLC are not
clearly identifiable. New terms Apparent Inner Layer Contribution and Apparent Outer

1Original context : Like Heaviside’s operational calculus in its early days, the theory of turbulent
flows lacks solid formulations. If we waited to perform applied calculation until we had laid these solid
formulations, the wait would surely be very long.
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Layer Contribution are introduced through equations 5.4 and 5.5]. Term apparent2 is
used as effective slip velocity, Us and shear stress coefficient, Cτ are not used explicitly in
equation 5.2. Us, Cτ determined from VGIF as some uncertainty is method used (see ??)
as well as numerical uncertainty in using the method. AILC and AOLC are important
parameter to compare the CD and Cf from integral relations and closure relations. Is
discussed more in detail.

From previous chapters we have seen multiple method by which kinetic energy shape
parameter, skin-friction coefficient, effective slip velocity, shear stress coefficient and dis-
sipation coefficient can be obtained. Every method has fair share of uncertainties and is
critique. This section can compare different coefficient determined by different methods.
Table 5.1 give indicates the terminology used in comparison. From a quick glance, there
are lot of possible comparison. Motivation for each comparison and inference is written
down.

Drela and Giles [16] CD as sum of wall layer contribution and wake layer contribution
(for ease of reference it is repeated here 5.3). As discussed in section ?? for VGIF it can
be considered has three layers. It is more appropriate re-term Wall layer contribution as
Inner layer Contribution, ILC and Wake Layer Contribution as Outer layer contribution,
OLC.

AILC [CD [R]] = CRD − [Cτ (1− Us)]︸ ︷︷ ︸
OLC

(5.4)

AOLC [CD [R]] = CRD −
[
Cf
2
Us

]
︸ ︷︷ ︸

ILC

(5.5)

Therefore,

AILC/ILC and AOLC/OLC would be parameter indicate the change.

1. CD [ R (Cf [SCR], H∗ [DCR]) ]

2. CD [ DCR (Cf [SCR], Us [ DCR( H∗) ], Cτ [DCR (H∗ [DCR], Us [ DCR( H∗))]) ]

In a sense, it is not able imitate the quasi-uniform effect. The dissipation coefficient
is values off. By correction ratios it seems both need to be factor of 2 even further
downstream locations. Karmer approach is to mimic the vortex decay, in ctau is icnreased
then Cf is increased. Us also change accoriding to that. So one can’t simply Ctau as it
linked to other parameter. Hence, in a sense it other approaches to mimic it. So it
Might give a result. It is not pursed. From the spanwise averaged values, it is evident the
contribution from the wall layer is major contributing term in determining the dissipation
for numerical data and Drela and Giles [16] closure relations. From numerical dataset,
wall contribution is the only ,major factor after 50 VG heights downstream of VGs. Drela
and Giles [16] closure relations is qualitatively similar , but a lower value. An interesting

2Author uses definition of apparent as [before noun] seeming to be true but possibly not true. Con-
sidering Wall layer contribution and Wake layer contribution as qualities (noun) of the flow.
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Figure 5.10: Dissipation coefficient obtained using only turbulent closure relations
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Figure 5.11: Performance comparison. Using only turbulent closure relations
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Figure 5.12: Dissipation coefficient obtained using only turbulent closure relations with
corrected skin-friction value

trend is at z/D = 0.487 we see that contribution from the wake layer is higher for the
closure relations. Inner contribution (Wall layer contributions) and Outer contributions
(Wake layer contributions). On other hand, skin-friction is single formula. Godard and
Stanislas [22] uses skin-friction as an optimal parameter. Also indicates drag would be
less or different. This also enhances the claim against Godarad and Stansis opisitmation
with just skin friction as optimal parameter.Inputting the correct skin-friction coefficient,
could be interpreted as if Swafford emperical relation has been tweaked to be valid for
VGIF. Still the R and ILC and OLC.

1. CD [ R (Cf [Num], H∗ [DCR]) ]

2. CD [ DCR (Cf [Num], Us [ DCR( H∗) ], Cτ [DCR (H∗ [DCR], Us [ DCR( H∗))]) ]

5.4.1 Inputting the correct effective slip velocity parameter

[5] suggest vortex trajectory is an important criterion. A hypothesis was made that
the effective slip velocity parameter, somehow indicates the vortex trajectory. Changing
effective slip velocity parameter would mean the inner and outer contribution is changed.

1. CD [ R (Cf [SCR], H∗ [DCR]) ]

2. CD [ DCR (Cf [SCR], Us [ Num ], Cτ [DCR (H∗ [DCR], Us [ DCR( H∗))]) ]

1. CD [ R (Cf [SCR], H∗ [DCR]) ]
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Figure 5.13: Performance comparison.Using only turbulent closure relations with corrected
skin-friction value

2. CD [ DCR (Cf [SCR], Us [ LeBauler Thomas (CfSwafford) ], Cτ [DCR (H∗ [DCR],
Us [ DCR( H∗))]) ]

For [45] state downstream of VGs represent the as if the favourable pressure gradient
further upstream. Clauser’s concept of equilibrium boundary layers in adverse pressure,
determines eddy viscosity which is effectively constant for 80-90 % . Kudelta∗. = 0.018 .

For investigated dataset, the wall shear stress plays a vital role. Possibly a bias due to
[22] configuration.Drela [15] states “Vortex generators increase dissipation by introducing
streamwise vortices into the boundary later at some distance from the wall “. Lin [29]
which states that the effective “As a sign of their flow-control efficiency, the low-profile
VGs use the approach of minimal near-wall protuberances to produce streamwise vortices
just strong enough to overcome the baseline separation without unnecessarily persisting
within the boundary layer once flow attachment is achieved.“

Total profile drag is defined as the sum of skin friction drag (often referred as friction
drag) and pressure drag (often referred as form drag). Total profile drag contribution can
be interpreted in different ways. Since the two-dimensional dissipation integral method
is considered, it will be discussed based on the power-balance view as mentioned in Drela
[15].Drela [15] states that viscous dissipation is ultimately responsible for total profile
drag, including the pressure drag component. The adverse pressure gradient capability
of the boundary layer can be increased by increasing its dissipation away from the sur-
face. Vortex generators, if designed accordingly, can increase dissipation away from the
wall. Therefore to lower drag, dissipation has to be reduced. Vortex generator generates
streamwise vortices and enhances the mixing process in turbulent flow regime. Hence,
drag is always increasing with additions of VGs. Lower drag : the comparison is always
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Figure 5.14: Dissipation coefficient obtained using only turbulent closure relations with
corrected effective slip velocity parameter value.
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Figure 5.15: Dissipation coefficient obtained using only turbulent closure relations with
corrected effective slip velocity parameter value.
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made to an alternative VG configuration.To increase adverse pressure gradient capability,

Λmin =

(
θ

ue

due
ds

)
min

=
1

H − 1

(
cf
2
− 2cD
H∗

)
(5.6)

It is only valid for equilibrium flow condition. For shape parameter, H value of 1.4 and
Reynolds number of 2500 was chosen. It is indicative of values for the uncontrolled case
flow conditions.

∆Cf% ∆Cτ% ∆CD% ∆Λmin%

0.7 0.3 0.54 -3.17
0.3 0.7 0.46 4.17

Table 5.2: Maximum tolerable adverse pressure gradient

From an ideal integral modelling perspective, it should be able to model both for dom-
ineering wall shear stress or Reynolds shear stress value or equal effect. Modifying the
inner and outer layer contribution, through effective slip velocity parameter is a way
forward.
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Chapter 6

Conclusion

The principal aim of the thesis is to determine the most relevant parameter(or s) for the
validation of a two-dimensional integral boundary layer solution method(or s) for vortex
generator induced flow. Dissipation integral method of Drela and Giles [16] is selected
for the integral boundary layer analysis. The turbulent closure relations (mentioned
in [16]) fail to predict VGIF. Indirect techniques (using velocity profile information) to
estimate the skin-friction coefficient also fail. VGIF exhibit quasi-uniform effect twelve
times the boundary layer thickness for the dataset analysed. It raises doubt about the
wake measurements at the centre line downstream of flat plate/aerofoil for estimating
drag. It is quite evident, the VGIF does not fall into the category of attached or separated
smooth wall-bounded flow for which Drela and Giles [16] is formulated. Modifying the
slip velocity concept for VGIF is suggested as a solution. Then, effective slip velocity
parameter would be the key integral parameter for the validation of two-dimensional
dissipation integral boundary layer solution (Drela and Giles [16]) for vortex generator
induced flow.

To characterise the turbulent flow properties for VGIF direct wall shear stress measure-
ments is required. Oil film interferometry is one such technique; it is implemented suc-
cessfully for 3D non-equilibrium flows. Uncertainty in determining dissipation coefficient
needs to be quantified; it requires drag measurements along with Reynolds stress mea-
surement where VGIF exhibit strong non-quasi-uniform properties.
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Figure B.1: Comparison of velocity profile for VG test case [numerical dataset] at
(x− xV G)/h = −10 with Musker profile at different spanwise locations.
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Figure B.2: Comparison of velocity profile for VG test case [numerical dataset] at
(x− xV G)/h = −5 with Musker profile at different spanwise locations.
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Figure B.3: Comparison of velocity profile for VG test case [numerical dataset] at
(x− xV G)/h = 0 with Musker profile at different spanwise locations.
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Figure B.4: Comparison of velocity profile for VG test case [numerical dataset] at
(x− xV G)/h = 5 with Musker profile at different spanwise locations.
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Figure B.5: Comparison of velocity profile for VG test case [numerical dataset] at
(x− xV G)/h = 15 with Musker profile at different spanwise locations.
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Figure B.6: Comparison of velocity profile for VG test case [numerical dataset] at
(x− xV G)/h = 25 with Musker profile at different spanwise locations.
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Figure B.7: Comparison of velocity profile for VG test case [numerical dataset] at
(x− xV G)/h = 50 with Musker profile at different spanwise locations.
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Figure B.8: Comparison of velocity profile for VG test case [numerical dataset] at
(x− xV G)/h = 75 with Musker profile at different spanwise locations.
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Figure B.9: Comparison of velocity profile for VG test case [numerical dataset] at
(x− xV G)/h = 100 with Musker profile at different spanwise locations.
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Figure D.1: Comparison of velocity profile for VG test case [numerical dataset] at
(x− xV G)/h = −10 with Coles’ wall-wake formula at different spanwise locations.
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Figure D.2: Comparison of velocity profile for VG test case [numerical dataset] at
(x− xV G)/h = −5 with Coles’ wall-wake formula at different spanwise locations.
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Figure D.3: Comparison of velocity profile for VG test case [numerical dataset] at
(x− xV G)/h = 0 with Coles’ wall-wake formula at different spanwise locations.
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Figure D.4: Comparison of velocity profile for VG test case [numerical dataset] at
(x− xV G)/h = 5 with Coles’ wall-wake formula at different spanwise locations.
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Figure D.5: Comparison of velocity profile for VG test case [numerical dataset] at
(x− xV G)/h = 15 with Coles’ wall-wake formula at different spanwise locations.
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Figure D.6: Comparison of velocity profile for VG test case [numerical dataset] at
(x− xV G)/h = 25 with Coles’ wall-wake formula at different spanwise locations.
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Figure D.7: Comparison of velocity profile for VG test case [numerical dataset] at
(x− xV G)/h = 50 with Coles’ wall-wake formula at different spanwise locations.
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Figure D.8: Comparison of velocity profile for VG test case [numerical dataset] at
(x− xV G)/h = 75 with Coles’ wall-wake formula at different spanwise locations.
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Figure D.9: Comparison of velocity profile for VG test case [numerical dataset] at
(x− xV G)/h = 100 with Coles’ wall-wake formula at different spanwise locations.



Appendix E

Boundary Layer Edge Velocity

U edge,

U maximum

U = 15 different plots

How it affects, somehow dissipiation from the boundary layer works out.

Also show the error with interpolation scheme.
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Appendix F

Velocity, Total shear and Reynolds
shear stress profile

This appendix shows the dimensionless profile of flow field around with vortex generators
from the numerical dataset.

Effective slip velocity, Shear profiles,
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106 Velocity, Total shear and Reynolds shear stress profile
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Figure F.1: Velocity, total shear and Reynolds shear stress profile for VG test case [numerical
dataset] at (x− xV G)/h = −15 for different spanwise locations compared with spanwise averaged

profile.
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Figure F.2: Velocity, total shear and Reynolds shear stress profile for VG test case [numerical
dataset] at (x− xV G)/h = −10 for different spanwise locations compared with spanwise averaged

profile.
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Figure F.3: Velocity, total shear and Reynolds shear stress profile for VG test case [numerical
dataset] at (x− xV G)/h = −5 for different spanwise locations compared with spanwise averaged

profile.
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Figure F.4: Velocity, total shear and Reynolds shear stress profile for VG test case [numerical
dataset] at (x− xV G)/h = 0 for different spanwise locations compared with spanwise averaged

profile.



108 Velocity, Total shear and Reynolds shear stress profile

0 5 10 15 20

u

0

5

10

15

20

25

W
a
ll
-n
o
rm

a
l
d
is
ta
n
ce
,y

[m
m
]

-1 -0.5 0 0.5 1

τ

0

5

10

15

20

25

W
a
ll
-n
o
rm

a
l
d
is
ta
n
ce
,y

[m
m
]

-0.5 0 0.5

−u′v′

0

5

10

15

20

25

W
a
ll
-n
o
rm

a
l
d
is
ta
n
ce
,y

[m
m
]

V Gsz/D=0 V Gsz/D=0.208 V Gsz/D=0.333 V Gsz/D=0.487 Spanwise averaged

Figure F.5: Velocity, total shear and Reynolds shear stress profile for VG test case [numerical
dataset] at (x− xV G)/h = 5 for different spanwise locations compared with spanwise averaged

profile.
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Figure F.6: Velocity, total shear and Reynolds shear stress profile for VG test case [numerical
dataset] at (x− xV G)/h = 10 for different spanwise locations compared with spanwise averaged

profile.
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Figure F.7: Velocity, total shear and Reynolds shear stress profile for VG test case [numerical
dataset] at (x− xV G)/h = 15 for different spanwise locations compared with spanwise averaged

profile.
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Figure F.8: Velocity, total shear and Reynolds shear stress profile for VG test case [numerical
dataset] at (x− xV G)/h = 25 for different spanwise locations compared with spanwise averaged

profile.
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Figure F.9: Velocity, total shear and Reynolds shear stress profile for VG test case [numerical
dataset] at (x− xV G)/h = 50 for different spanwise locations compared with spanwise averaged

profile.
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Figure F.10: Velocity, total shear and Reynolds shear stress profile for VG test case [numerical
dataset] at (x− xV G)/h = 75 for different spanwise locations compared with spanwise averaged

profile.
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Figure F.11: Velocity, total shear and Reynolds shear stress profile for VG test case [numerical
dataset] at (x− xV G)/h = 100 for different spanwise locations compared with spanwise averaged

profile.
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Appendix G

Wall and wake layer contribution for
dissipation coefficient

This appendix shows the dimensionless profile of flow field around with vortex generators
from the numerical dataset.
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Figure G.1: Comparison of CD from dissipation integral compared with effective slip velocity
method [Us and Cτ determined from numerical dataset] at z/D = 0.500 in streamwise direction.
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Figure G.2: Comparison of CD from dissipation integral compared with effective slip velocity
method [Us and Cτ,eq determined from [16] closure relations] at z/D = 0.500 in streamwise

direction.
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Figure G.3: Comparison of CD from dissipation integral compared with effective slip velocity
method [Us and Cτ determined from numerical dataset] at z/D = 0.333 in streamwise direction.
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Figure G.4: Comparison of CD from dissipation integral compared with effective slip velocity
method [Us and Cτ,eq determined from [16] closure relations] at z/D = 0.333 in streamwise

direction.
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Figure G.5: Comparison of CD from dissipation integral compared with effective slip velocity
method [Us and Cτ determined from numerical dataset] at z/D = 0.208 in streamwise direction.
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Figure G.6: Comparison of CD from dissipation integral compared with effective slip velocity
method [Us and Cτ,eq determined from [16] closure relations] at z/D = 0.208 in streamwise

direction.
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Figure G.7: Comparison of CD from dissipation integral compared with effective slip velocity
method [Us and Cτ determined from numerical dataset] at z/D = 0 in streamwise direction.
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Figure G.8: Comparison of CD from dissipation integral compared with effective slip velocity
method [Us and Cτ,eq determined from [16] closure relations] at z/D = 0 in streamwise direction.
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