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Chapter 1

Introduction

With the capabilities of digital devices widening while their prices plunge, computer sys-
tems are facing a fundamental shift from information scarcity to data deluge. Computers,
gadgets, and sensors are major data sources as they generate lots of digital information
that was previously unavailable, which is increasingly used to innovate business, science,
and society. The data volumes soaring all around us unlock new sources of economic
value, cutting-edge findings in science, and fresh insights into human behaviour. As a
consequence, analyzing large data volumes has become attractive for ever more organi-
zations from both academia and industry.

As large companies frequently disclose that their datasets are growing vaster ever
more rapidly, the amount of digital information is reckoned to increase tenfold every
five years [120]. The major web services and applications that are accessed by millions
of users every day and the scientific communities that seek new methods of data-driven
discovery are today’s richest data sources. For example, Facebook has reported stor-
ing 300 PB of data at a rate of 600 TB per day in 2014, facing a threefold increase in
one year only [126]. Moreover, projects such as the Large Synoptic Survey Telescope
and the Large Hadron Collider are acknowledged for generating tens of petabytes of
data yearly [18, 121].

The storage size required to warehouse such large amounts of data exceeds the ca-
pabilities of single machines. Analyzing the data, to spot patterns and extract useful
information, is harder still. Any given computer has a series of limitations in processor
speed, memory size, and disk size, and so more and more applications are forced to scale
out their computations on datacenters of thousands of machines. As the hardware is rela-
tively cheap and easy to replicate, distributed computing has become the most successful
strategy for analyzing large datasets. For example, one computer can read a 1 PB dataset
from disk at a typical speed of 120 MB/s in roughly 3 months. Tackling the same problem
with 1,000 machines in parallel reduces the processing time to less than 3 hours.



Most of the computations required by data analytics applications are conceptually
straight-forward. Various domains such as online social networks, web search engines,
and crime investigations rely on simple algorithms to process more data and provide ac-
curate results [31]. For example, Google’s search engine is partly guided by the num-
ber of clicks on a given item to determine its relevance to a search query. However,
programming applications to run on thousands of machines is difficult even for experi-
enced programmers. Many messy details occur in large-scale datacenters that tend to
obscure the actual data processing: parallelizing the computation, distributing the data,
and handling failures, to name just a few.

As areaction to this complexity, Google designed MapReduce [31], a simple data an-
alytics framework that captures a wide variety of large scale computations. The MapReduce
model is very appealing for data processing because it scales and tolerates failures re-
markably well on inexpensive off-the-shelf machines. MapReduce allows users to create
acyclic data flow graphs to pass the input through a set of operators. The first MapReduce
programs were executed in 2004 on a cluster of 1,800 machines, each of which had two
2 GHz Intel Xeon processors, 4 GB of memory, two 160 GB disks, and a gigabit Ether-
net link [30]. MapReduce and the open-source implementation Hadoop [10] have rapidly
seen significant usage. Ten years later, Yahoo! reported the largest MapReduce cluster
in the world. Having more than 40,000 servers dedicated to MapReduce computations,
Yahoo! stores 455 PB of data and runs 850,000 MapReduce jobs every day [13].

As has been abundantly clear, MapReduce has been poorly suited for applications that
reuse a dataset across multiple operations, such as interactive queries and iterative jobs.
Spark [114] was designed to support such applications, while providing similar scalability
and fault-tolerance properties to MapReduce. The key contribution of Spark is that of a
resilient distributed dataset which allows users to cache the dataset in memory across dis-
tributed machines and reuse it in multiple MapReduce-like computations. Spark handles
failures through a lineage graph that captures the chain of operators used to transform
the input dataset. As datacenters have low memory utilization and hardware is cheap,
Spark has been quickly adopted by many companies. The largest Spark cluster has 8,000
machines and is owned by Tencent, a company with almost 1 billion users. Moreover,
Alibaba employed Spark to process 1 PB of data in 2015.

The operation of data analytics frameworks is determined by two main properties:
resource ownership and job parallelism. Resource ownership implies that data analytics
frameworks assume control over subsets of the datacenter resources in order to deploy
their own runtime systems and distributed filesystems. Job parallelism means that data
analytics frameworks execute jobs consisting of multiple sets of parallel tasks which may
have precedence constraints among them. As a consequence, allocating resources to mul-
tiple frameworks and scheduling multiple (sets of) jobs in single frameworks are complex
problems in datacenters. Although both academia and industry dedicated significant ef-
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Figure 1.1: An overview of the main challenges addressed in this thesis: (1) multi-tenancy,
(2) workload heterogeneity, and (3) machine failures.

fort towards improving the performance of these frameworks in datacenters, there is still
a variety of opportunities for performance optimization.

An important performance metric to capture the operation of data analytics frame-
works is the response time of a job, which is defined as the time between when the job
arrives and when the job completes service. As users are extremely demanding and un-
forgiving, they may tolerate delays for long jobs, but most likely expect timely results for
short jobs. To capture the delay sensitivity of jobs of different sizes, the primary metric
of interest is the slowdown of a job, that is, the job response time normalized by its run-
time in an empty system. We consider reducing the job slowdown a more fundamental
design goal of today’s computer systems than response time. Whereas response times are
continuously being improved by better hardware, large job slowdowns will continue to
exist in systems with contention for resources.

Scheduling has been a fundamental component in modern computer systems for min-
imizing the job slowdown, and the study of scheduling policies developed a rich literature
of analytic results. However, the datacenter setting brings new challenges for optimizing
the job performance. In Figure 1.1 we show an overview of these challenges. The first
one is multi-tenancy: datacenters are typically shared among a large number of users,
which may require isolated frameworks to process their data and to run their jobs. As
workloads may vary considerably over their lifetimes, deploying them on static partitions
of the system may lead to an imbalance in the service levels they receive.



A second challenge is workload heterogeneity: typical workloads consist of a few
long jobs that consume the vast majority of resources and many short jobs that require
only limited resources. As a consequence, short jobs may experience slowdowns that are
an order of magnitude larger than large jobs do, while users may expect slowdowns that
are more in proportion with their processing requirements (sizes).

Finally, unlike in other parallel systems, an important challenge in datacenters is
faults: outright node failures are common in datacenters and may have a significant im-
pact on the performance of the applications. As checkpointing to stable storage may lead
to prohibitive costs, users seek to only keep their data in memory and to recover those
data when needed through recomputations of work already done.

In this thesis we address these three challenges.

1.1 Datacenter Trends

The widespread adoption of cloud computing has led to massive computing infrastruc-
tures known as datacenters that power today’s most popular applications such as email,
social networks, and online games. During the past decade, computer systems faced a
fundamental shift, with large companies developing and providing services to millions of
users rather than distributing software that runs on personal computers. In this section we
present an overview of the main datacenter trends.

The hardware along with the cooling systems and the power distribution equipment
are located in buildings that resemble large warehouses. A 2011 survey [90] of 300 en-
terprises that own datacenters of a variety of sizes indicates an average datacenter size
of over 15,000 square feet. The influx of new applications forced datacenter operators to
give more attention to power related issues. According to the same study, 84% of firms
were likely to expand their datacenters mainly to include energy efficiency and power
capability. As an example of the datacenter expansion trend, we consider the growth of
Facebook’s datacenter in Prineville, Oregon [37]. In 2010, the 147,000 square foot facility
counted roughly 30,000 servers and reached 500 million users. Within a year, Facebook
doubled the datacenter size in both space and server count.

With a rich array of compute, storage, and networking off-the-shelf products, lead-
ing cloud computing vendors service millions of users daily [3]. Although companies
have been reluctant to reporting concrete numbers of their server counts, recent estima-
tions [84] based on the energy consumption in their facilities indicate that companies such
as Amazon, Google, and Microsoft own roughly one million servers. To meet low-latency
requirements and to cope with massive failures due to natural disasters, these servers
are geographically distributed across multiple datacenters each of which hosts between
50,000 to 100,000 servers. For instance, Google operates 15 datacenters world-wide, 9
of which are located in U.S. [50].
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Figure 1.2: The blueprint of the network topology employed in all generations of Google’s
datacenters (adapted from [108]).

The ever-growing user demand calls for high availability which in turn leads to large
amounts of energy waste, thus making the datacenters very expensive to operate. The
power supply and the removal of waste heat for servers exceeds $12 million per month
for a 100,000 server datacenter [51,53]. This means that a datacenter may consume tens of
mega-watts at its peak, the same amount of power being used in roughly 10,000 homes.
To reduce the hurdle of deploying and maintaining a large datacenters, there is a new
trend of building micro-datacenters with thousands of low-end servers grouped in ship-
ping containers that consume less than 500 KW. In this way, datacenters are likely to
become affordable for an increasing number of organizations from research institutes
to small and medium enterprises.

The datacenter sizes reported by industry organizations show a 250-fold increase from
the typical size of clusters used by research institutes to perform large-scale collaborative
experiments. As an example, the Distributed ASCI Supercomputer (DAS) in the Nether-
lands [15] 1s a 200-node distributed system which consists of 6 clusters with roughly
3,200 cores 1n total. For nearly two decades, the DAS system has been an excellent re-
search vehicle for studying various topics in distributed systems from resource manage-
ment to big data to parallel computing.

The relatively small scale of the DAS system has two main advantages. The first
one is the low operation cost. As research institutes have strict budget constraints, run-
ning a few dozens of nodes per cluster makes the system cheaper to accommodate and
run. The second advantage is the reproducibility of the results. The DAS system allows
researchers to focus on the design, implementation, and validation of their models with-
out worrying about the many issues that occur when running large-scale infrastructures
such as performance variability and imperfect user isolation [66, 131]. In all chapters
of this thesis we validate our ideas through real-world experiments on the DAS system.



Table 1.1: An overview of data analytics frameworks for different application types.

| Framework | Model Caching Failures

MapReduce map-reduce no replication
Dryad DAG of tasks no replication
Pig SQL operators no replication
DryadLINQ SQL operators no replication
Twister long-running tasks yes checkpoints
Haloop iterative MapReduce yes checkpoints
MR Online snapshots yes checkpoints
Naiad timely dataflows yes sync. checkpoints
Spark RDDs yes lineage graph

In addition to doing experiments, we also perform large-scale simulations using work-
load traces from Facebook.

A modern datacenter typically hosts thousands of individual servers each of which
consists of a number of multi-core processors, local memory, network interfaces, and stor-
age. The hardware reflects the improvements made by the industry, and so they may be
very different even within a single organization. Nonetheless, the architectural organiza-
tion of these components has been relatively stable over the past decade [17]. Servers are
co-located with disks drives and flash devices globally managed by a distributed filesys-
tem such as Google’s GFS [42] and Hadoop’s HDFS [107]. These distributed filesystems
achieve fault-tolerance through replication across multiple machines. Thus, not only the
data remains available even after the failure of multiple servers, but the system enables
higher aggregate read bandwidth by reading the same data from multiple sources.

Figure 1.2 depicts a generic Clos network architecture used in datacenters with top-
of-rack (ToR) switches, aggregation blocks, and spine blocks. A rack consists of 40 to 80
servers, connected by a local 1-10 Gbps Ethernet ToR switch. A bulk of ToR switches are
linked to each other through an edge aggregation switch, that is an Ethernet switch with
high port counts that can span thousands of individual severs. Finally, the aggregation
switches are connected to each other through a set of spine switches.

Datacenter networks are a key enabler of web services and modern storage infrastruc-
tures. With the Internet and mobile devices generating more and more content, bandwidth
demands are doubling every year. Google recently reported [108] a 50-fold growth rate of
the network traffic in their infrastructure since 2008. All generations of network fabrics
deployed in the Google datacenters follow variants of a Clos architecture [17, 108]. In
particular, the latest Jupiter switching infrastructure can deliver 1.3 Pbps of aggregate bi-
section bandwidth across an entire datacenter of roughly 100,000 servers, each of which
being connected the network at 10 Gpbs.



With tens of servers connected to the aggregation switch by only a few links, the over-
subscription factor for communication across racks is relatively high. As a consequence,
running large-scale data analytics in such networks calls for network-aware placement
to reduce the inter-rack communication [128, 144]. Alternatively, one may remove the
inter-rack bottlenecks by investing more money in high-speed interconnects such as In-
finiBand or large-scale Ethernet fabrics. While this approach incurs prohibitive costs
for large-scale datacenters with thousands of servers, it is typically adopted by relatively
small scale deployments such as the DAS system.

1.2 Data Analytics Frameworks

Datacenters of commodity hardware enable large-scale Internet services and scientific
applications. While the computations required by these applications are conceptually
straight-forward, running them efficiently in a datacenter is challenging. To harness the
power of the datacenter, users need to write parallel applications with programming mod-
els that can capture a wide range of computations. As the input data of these applications
is typically large, the users may need to speed-up their jobs by partitioning and distribut-
ing the data across hundreds or thousands of machines. Furthermore, the commodity
hardware increases the likelihood of failures which calls for mechanisms to automati-
cally re-execute lost work.

The code complexity required to deal with these issues calls for good programming
abstractions that hide the details of parallelization, data distribution, and fault-tolerance [95].
As a consequence, there has been much research devoted to simplifying the datacenter
runtime system by means of computing frameworks. Some of the widely used frame-
works are MapReduce [31], Dryad [70], and Spark [145]. These frameworks greatly
simplify application deployment, thus allowing non-expert users to utilize the resources
of the datacenter in a transparent way.

Table 1.1 presents a summary of several data analytics frameworks tailored for a broad
range of applications. Google’s MapReduce [31] has been rapidly adopted by researchers
and practitioners for large-scale data analytics. Hadoop [10], the open-source implemen-
tation of MapReduce, allows users to parallelize their applications in a single computation
step by implementing a map function and a reduce function to transform and aggregate
data, respectively. Dryad [68] sought to generalize MapReduce by extending the ba-
sic model to arbitrary directed acyclic graphs (DAG) of tasks. Similarly to MapReduce,
Dryad tolerates machine and task failures through replication and re-execution, respec-
tively. In addition, Dryad enables runtime optimizations by allowing tasks to modify the
DAG at runtime based on the amount of data they read.

Programming complex data flows with low-level primitives like MapReduce and Dryad
is difficult even for experienced programmers. High-level programming interfaces built



Table 1.2: The terminology used to characterize data analytics frameworks.

’ Term \ Definition
Task Atomic unit of computation
Phase Set of independent tasks that may run in parallel
Shuffle All-to-all communication between inter-dependent phases
Job A direct acyclic graph of tasks with precedence constraints
Machine | Server with co-located processors and storage
Slot Atomic compute unit allocated to a task on a machine
Locality | Co-locating computation with their input
Straggler | Slow task due to heterogeneity

on top of these frameworks, including Pig [91] and DryadLLINQ [70], allow users to ma-
nipulate datasets in parallel with a rich set of SQL-like operators that remove the hurdle
of expressing complex computations in a procedural style. These frameworks gener-
ate a low-level execution plan of MapReduce computations and optimize the data flow
by pipelining data across operators in the same query, but they fall short when the data
needs to be shared across queries.

Although both MapReduce and Dryad support a rich set of operators, they share data
across computations through stable storage systems such as HDFS. As a consequence,
these frameworks are rather inefficient for computations that require iterative data pro-
cessing such as machine learning, image processing, and data clustering applications.
Several frameworks, including Twister [34] and HaLLoop [19] remove this shortcoming by
chaining an arbitrary number of MapReduce steps in a single computation. This approach
eliminates the overhead caused by re-creating new map-reduce tasks and re-loading data
in each iteration. Twister keeps data in-memory by using long-running map-reduce tasks,
similarly to MPI processes that remain alive during the entire lifetime of the application.
Hal.oop provides support for adding multiple MapReduce steps, enables caching of in-
termediate datasets, and achieves data locality when scheduling tasks.

The low latency requirements of streaming applications were also out of reach for
MapReduce. MapReduce Online is an adaptation of MapReduce that pushes data be-
tween map and reduce tasks. Furthermore, online aggregations are performed by tak-
ing periodic snapshots using the data received so far and saving them to stable storage.
Map and reduce task failures are mitigated either through checkpointing or through re-
execution, respectively. Naiad [86] is able to run both iterative and streaming computa-
tions incrementally using a timely dataflow model. The framework implements a unique
directed graph structure with stateful vertices that send and receive timestamped mes-
sages along directed edges, but only provides fault-tolerance by means of a synchronous
checkpoint-restart mechanism.



Recently, a new use case of interactive data analytics emerged defined by users that
need to run multiple ad-hoc queries on the same subset of data. In most of the previous
systems, sharing the data between computations (e.g., between two MapReduce jobs) is
rather inefficient as it requires persistent writes to an external storage system. Although
some of the systems (e.g., Twister, Naiad) perform in-memory data-sharing, they are
tailored for specific computation patterns, thus lacking any generalizations. Instead, Spark
proposes a fault-tolerant abstraction called resilient distributed dataset (RDD) to efficiently
share datasets across a broad range of applications. The RDDs are created through coarse-
grained transformations on other RDDs. In this way, each RDD has a lineage graph which
logs the information required to recompute any lost partition. In addition to being able to
manipulate RDDs with a rich set of operators, users may decide on their own which RDDs
to persist in memory and how to partition those RDDs.

1.3 Scheduling Architecture

From web servers to clusters to datacenters, resource management is a fundamental tech-
nique for improving the system performance. As large-scale datacenters are expensive
to operate, system administrators often strive to achieve both high utilization and effi-
cient use of resources. The ever more challenging environment consists of thousands of
machines required to service both end users requests and complex infrastructure services
such as monitoring, storage, and naming.

The diverse set of frameworks that emerged over the past few years reflects the con-
tinuously changing workload trends. The framework diversity hardens the scheduling
problem in datacenters and calls for ever more sophisticated resource management tech-
niques. Currently, many datacenter schedulers, including KOALA [85], Yarn [127], and
Borg [131] inherited from their HPC predecessors such as Maui and Moab a monolithic
architecture, with a single centralized scheduling logic for all jobs in the system. Mono-
lithic schedulers are, however, notoriously difficult to modify in order to add new policies
for specialized framework implementations.

Apparently, having a two-level scheduling architecture, with a resource manager allo-
cating resources to multiple frameworks and allowing each framework to deal internally
with their own scheduling logic is to be preferred because it provides both flexibility
and parallelism. However, two-level schedulers, including Mesos [63] and Hadoop-On-
Demand [75] are in practice rather limited, as they either lead to starvation of jobs or
to poor utilization of resources. We provide a detailed description of the state-of-the-art
datacenter schedulers in Chapters 2 and 3, which address the first challenge of this thesis.

Table 1.2 explains the terminology used to describe a data analytics job, which is the
typical datacenter job model. A data analytics job shares the abstract model of a DAG of
tasks, with one or more synchronization points dividing the computations into multiple
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Figure 1.3: The main design components of a MapReduce framework: a centralized ar-
chitecture employed by both the distributed filesystem and the runtime system.

phases. In this job model, fasks are atomic units of computation that compute a user
supplied function for a given input partition. A processing phase typically consists of a
set of independent tasks that execute the same function on disjoint partitions of the input
dataset. A subtle point in the design of data analytics jobs is the shuffle that enables
an all-to-all communication between phases that have precedence constraints between
them. The task’s input data may be read either from a distributed filesystem or may be
transferred during a shuffle from other phases.

In Figure 1.3 we show the system architecture of a typical data analytics framework
with its runtime system and an external storage system. Data analytics jobs run on dat-
acenter machines with co-located processor and storage, which are conveniently sliced
into multiple compute slots used to execute tasks. The runtime system consists of a mas-
ter node that coordinates multiple workers, each of which may be configured with a fixed
number of slots used to execute multiple tasks in parallel. In addition, the framework may
use an external stable storage system such as the Hadoop Distributed Filesystem (HDFS)
to share large datasets across different computations. HDFS employs a NameNode to
manage the system metadata, and multiple DataNodes to store and provide access to the
actual data. HDFS divides large files into multiple data blocks each of which is replicated
three times on different DataNodes for fault-tolerance.
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The fine-grained granularity of data analytics jobs exposes multiple opportunities for
improving the response time of a job. An early concern was preserving the data locality by
means of co-locating tasks and their input data. As memory bandwidths are at least tenfold
faster than the fastest network bandwidths [128], scheduling tasks with data locality is
crucial in datacenters because the network bisection bandwidth may be a bottleneck. The
standard technique employed to preserve data locality is to delay the task execution for a
short time until a slot that is closer to the task’s input data becomes available [144].

Early reports from production systems at Facebook and Microsoft [6, 8] show evi-
dence of straggler tasks that run eight times slower than the median task runtime, thus
delaying the job completion by up to 47%. Proactive techniques that attempt to detect the
root cause of stragglers [9, 140] are ineffective for many workloads in production clus-
ters in Facebook and Microsoft. Therefore, the widely adopted technique to deal with
stragglers is speculation [8, 147]. This is a reactive technique that executes speculative
copies for tasks that are likely to straggle.

There is a vast literature on data analytics frameworks that tries to assess the average
job runtime, but comparatively little work on optimizing the slowdown performance of
time-varying workloads. The default job schedulers in many frameworks are suboptimal
as they employ either a first-in-first-out (FIFO) scheduling discipline or an adaptation of
the processing-sharing (PS) scheduling policy. Chapters 4 and 5, which address the sec-
ond challenge of this thesis, provide more insights on the plethora of scheduling policies
employed by data analytics frameworks.

A key feature driving the wide adoption of data analytics frameworks is their ability
to guard against compute node failures through data replication and/or task re-scheduling.
To operate at large scales, MapReduce was designed to tolerate server failures by repli-
cating the input and output data of jobs in a distributed filesystem. Since the early days of
MapReduce, three main research directions emerged towards improving the performance
of these frameworks under failures. A significant amount of work has been done to allevi-
ate hot spots, i.e., frequently accessed nodes, by adaptively replicating popular data [1,4].
Furthermore, the ability to run data analytics on inexpensive but rather transient hard-
ware, including spot instances in clouds and peer-to-peer networks, has also led to several
improvements of these frameworks [25,79, 82, 105]. Current frameworks [7, 145], how-
ever, aim at running interactive analytics and so, they favor keeping the data in memory
instead of replicating it to disk. Without replication, frameworks maintain the history
of data transformations with the dependencies among them and recover lost data by re-
scheduling lost computations. Chapter 6, in which we address the third challenge of
this thesis, explains in detail the re-scheduling mechanism employed by data analytics
frameworks to handle task failures.
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1.4 Problem Statement

The research questions we address in this thesis involve both fundamental and applied
aspects of the scheduling architecture in datacenters. These questions investigate the three
challenges in datacenters of multi-tenancy (RQ1 and RQ2), workload heterogeneity (RQ3
and RQ4), and failures (RQS5) that we have identified in Figure 1.1. In particular, we
address the following research questions.

[RQ1] How to build a scheduling architecture for data analytics frameworks in
a datacenter? Datacenter resource managers typically employ a single scheduling al-
gorithm for all job types in the system. This is in sharp contrast with the design of
MapReduce and similar frameworks, which may require specialized scheduling policies
crafted to exploit the features of the job model. Thus, isolating multiple frameworks
while having the flexibility to add new specialized policies is an attractive, yet challeng-
ing target for many organizations.

[RQ2] How to achieve balanced service levels across multiple data analytics frame-
works? Running multiple instances of the MapReduce framework concurrently in a dat-
acenter enables data, failure, and version isolation. As the workloads submitted to those
instances may vary considerably over their lifetimes, deploying them on static partitions
of the system may lead to an imbalance in the levels of service they receive. In order
to achieve performance isolation in the face of time-varying workloads, a mechanism for
dynamic resource (re-)allocation to those instances is required.

[RQ3] How to design and implement a framework scheduler that overcomes the
limitations of existing schedulers? With existing framework schedulers, jobs of small
size with processing requirements counted in the minutes may suffer from the presence of
huge jobs requiring hours or days of compute time. This may lead to a job slowdown dis-
tribution that is very variable and that is uneven across jobs of different sizes. To achieve
fair performance in the face of such workloads, we need to design a scheduling policy
that dynamically splits up the resources of a datacenter across specific job size ranges.

[RQ4] How to explore the design space of scheduling policies that reduce the job
slowdown variability for data analytics workloads? Size-based scheduling policies re-
duce the job slowdown variability for sequential or rigid parallel jobs in single-server and
distributed-server systems by isolating the performance of jobs with very unbalanced pro-
cessing requirements. One of these policies is the well-known TAGS task assignment pol-
icy in distributed-server systems [55], which we will use to answer RQ3. Because the ana-
lytic results for such size-based policies may not hold in a datacenter setting with jobs that
have elastic demands, it is not clear which is the best policy for reducing the job slowdown
variability in datacenters. Thus, there is a need to bridge the gap between the operation of
data analytics frameworks and former size-based policies studied in scheduling theory.
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Table 1.3: An overview of the research methods employed in this thesis.

Challenge Resea‘rch Chapter Queucing Experiments | Simulations Software
question theory
Multi- RQ1 2 no yes no KOALA-MR [74]
tenancy RQ2 3 yes yes no FAWKES [38]
Workload RQ3 4 yes yes no
heterogeneity RQ4 5 yes no yes TYREX [124]
Failures RQ5 6 no yes yes PANDA [93]

[RQ5] How to improve the fault-tolerance of data analytics applications without
sacrificing performance? Datacenters are mainly built from commodity hardware, and
so they may experience relatively high failure rates. The lack of checkpointing for in-
memory data analytics frameworks is an inherent characteristic of their design, as users
prefer fast in-memory computations rather than slowly writing to disk. Therefore, such
frameworks rely on recomputations when they need to recover lost partitions after fail-
ures, which can be time-consuming.

1.5 Research Methodology

In this section we explain the research methods employed to answer the research questions
identified in the previous section. As we show in Table 1.3, the scope of our research spans
from analytical study of queueing models to experiments and simulations to software
solutions. We discuss each of these aspects, in turn.

Although each chapter has its own flavour, throughout this thesis we follow the stan-
dard experimental research methodology. To this end, we always seek to identify the
most general version of a new scheduling problem and to search for policies that are both
theoretically grounded and practical. Moreover, we incorporate these policies in soft-
ware solutions which we evaluate and compare with baselines by means of experiments
on the DAS or large-scale simulations.

The research presented in this thesis aims at optimizing different aspects of the dat-
acenter scheduling architecture, with a focus on the allocation of resources to different
(sets of) jobs. Thus, this thesis is composed of five research chapters, each of which
addresses a separate research question by designing and implementing a system or a
mechanism, and then by analyzing (parts of) the entire design space. At a higher level,
Chapters 2, 4, and 6 present systems with specific policies, whereas Chapters 3 and 5
seek for the best solution among classes of policies. The contributions of each chapter
are discussed in detail in Section 1.6.

In this thesis we propose solutions that are motivated by first principles analysis of the-
oretical queueing models. More precisely, in Chapter 3 we describe a two-level schedul-
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ing system from a queueing perspective and we derive three classes of policies for pro-
visioning resources to multiple MapReduce frameworks. These policies take into ac-
count the dynamic load conditions as perceived by the input to the system, the utilization
of the system, and the performance of the system. In Chapters 4 and 5 we go back to
multi-queueing scheduling disciplines that have been studied in the context of single and
distributed-server systems, and search for adaptations of those policies to datacenters.

We demonstrate the validity of the proposed solutions with comprehensive sets of ex-
periments or simulations using realistic workloads and state-of-the-art benchmarks. All
chapters of this thesis, with the exception of Chapter 5, present a thorough experimen-
tal evaluation on the DAS multicluster system. To cover a wide range of scenarios, we
always seek to understand the performance of different components of the system in
isolation before testing the complete system. In Chapter 5 we create an event-driven
MapReduce simulator that allows us to evaluate several size-based scheduling policies at
larger scales and longer durations of the workloads. We validate these MapReduce simu-
lations through experiments on the DAS multicluster system. Chapter 6 is the only chapter
in which we do both experiments on the DAS and large-scale simulations mimicking the
size and operation of a Google cluster.

The work presented in this thesis has led to several software solutions that may be
deployed in a datacenter computing stack. In particular, in Chapter 2 we implemented a
KOALA runner for scheduling elastic MapReduce frameworks, which later evolved into
a standalone research prototype called FAWKES that incorporates the resource balancing
mechanism presented in Chapter 3. The study of the size-based scheduling policies in
Chapters 4 and 5 materialized into a new MapReduce job scheduler called TYREX which
we implemented in Hadoop. Finally, in Chapter 6 we enhanced Spark with a dynamic
checkpointing system called PANDA.

Researchers have always sought to design new scheduling policies in order to improve
the system-level performance in many computing systems, including operating systems,
web servers, peer-to-peer systems, and databases. However, optimizing the performance
of data analytics frameworks is even more challenging because datacenters are shared
among many users, run heterogeneous workloads, and are prone to failures. These chal-
lenges are the root cause of the large number of disconnects between the new datacenter
setting and the rich analytic results in scheduling theory. In this thesis we seek to reduce
this gap between analytic results and real-world system requirements.

1.6 Thesis Outline

After attaining the necessary background on the datacenter scheduling model, we move
to the core of the thesis. In this thesis, Chapters 2 and 3 address the multi-tenancy chal-
lenge, Chapters 4 and 5 deal with the workload heterogeneity challenge, and Chapter 6
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investigates the failures challenge. More specifically, we answer the research questions
through the following research contributions.

Scheduling Multiple Frameworks in Datacenters. In Chapter 2 we answer research
question RQ1, by designing and implementing a two-level scheduling system for deploy-
ing elastic MapReduce frameworks in a datacenter. The architectural description includes
a model for running elastic MapReduce computations and a presentation of the protocol
between the resource manager and the MapReduce frameworks. The resource manager is
responsible for allocating resources to each MapReduce framework, while frameworks
assume ownership over those resources in order to deploy their runtime systems and
their distributed filesystems. Furthermore, the resource manager supports three provi-
sioning policies to dynamically grow and shrink the running MapReduce frameworks.
We prototype the scheduling system in the KOALA grid and cloud scheduler [39, 85] and
we evaluate its performance through experiments on the DAS multicluster using standard
MapReduce benchmarks. This chapter is based on the following publication:

Bogdan Ghit, Nezih Yigitbasi, and Dick Epema, “Resource Management for Dynamic

MapReduce Clusters in Multicluster Systems”, Workshop on Many-Task Computing

on Clouds, Grids, and Supercomputers (MTAGS) in conjunction with IEEE/ACM In-

ternational Conference for High Performance Computing, Networking, Storage and

Analysis (SC), 2012.

Balancing the Service Levels of Multiple Frameworks. In Chapter 3 we answer
research question RQ2 by designing and implementing a resource balancing mechanism
called FAWKES that attempts to balance the allocations to MapReduce instances so that
they experience similar service levels. FAWKES proposes a new abstraction for deploying
MapReduce instances on physical resources, the MR-cluster, which represents a set of
resources that can grow and shrink. The MR-cluster has a core on which MapReduce is
installed with the usual data locality assumptions but that relaxes those assumptions for
nodes outside the core. FAWKES dynamically grows and shrinks the active MR-clusters
based on a family of weighting policies with weights derived from monitoring their op-
eration. We empirically evaluate FAWKES on the DAS and show that it can deliver good
performance and balanced resource allocations, even when the workloads of the MR-
clusters are very uneven and bursty, with workloads composed from both synthetic and
real-world benchmarks. This chapter is based on the following publication:

Bogdan Ghit, Nezih Yigitbasi, Alexandru Iosup, and Dick Epema, “Balanced Resource

Allocations Across Multiple Dynamic MapReduce Clusters”, ACM International Con-

ference on Measurement and Modeling of Computer Systems (SIGMETRICS), 2014.
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Size-based Resource Allocation in MapReduce Frameworks. In Chapter 4 we an-
swer research question RQ3 by designing and implementing a scheduling system called
TYREX that is inspired by the well-known TAGS task assignment policy in distributed-
server systems. In particular, TYREX partitions the resources of a MapReduce framework,
allowing any job running in any partition to read data stored on any machine, imposes run-
time limits in the partitions, and successively executes parts of jobs in a work-conserving
way in these partitions until they can run to completion. We develop a statistical model
for dynamically setting the runtime limits that achieves near-optimal job slowdown per-
formance. We evaluate TYREX on the DAS and show that it cuts in half the job slowdown
variability while preserving the median job slowdown when compared to state-of-the-art
MapReduce schedulers. This chapter is based on the following publication:

Bogdan Ghit and Dick Epema, “Tyrex: Size-based Resource Allocation in MapReduce

Frameworks”, IEEE/ACM International Symposium on Cluster, Cloud and Grid Com-

puting (CCGrid), 2016.

Reducing Job Slowdown Variability for Data-Intensive Workloads. In Chapter 5
we answer research question RQ4 by analyzing a class of scheduling policies that are
rightful descendants of existing size-based scheduling disciplines in single and distributed-
server systems with appropriate adaptations to data analytics frameworks and clusters.
The main mechanisms employed by these policies are partitioning the resources of the
datacenter, and isolating jobs with different size ranges by means of timers. We eval-
uate these policies with realistic simulations of representative MapReduce workloads
from Facebook. Under the best of these policies, the vast majority of short jobs in
MapReduce workloads experience close to ideal job slowdowns, even under high sys-
tem loads while the slowdown of the very large jobs is not prohibitive. We validate our
simulations by means of experiments on the DAS, and we find that the job slowdown
performance results obtained with both match remarkably well. This chapter is based
on the following publication:

Bogdan Ghit and Dick Epema, “Reducing Job Slowdown Variability for Data-Intensive

Workloads”, IEEE International Symposium on Modeling, Analysis and Simulation of

Computer and Telecommunication Systems (MASCOTS), 2015.

Checkpointing In-Memory Data Analytics Applications. In Chapter 6 we answer
research question RQS5 by designing and implementing PANDA, a checkpointing system
tailored to the intrinsic characteristics of in-memory data analytics frameworks. In partic-
ular, PANDA employs fine-grained checkpointing at the level of task outputs and dynami-
cally identifies tasks that are worthwhile to checkpoint rather than being recomputed. We
present three policies for selecting tasks for checkpointing, derived from task properties
observed in data analytics workloads. We first empirically evaluate PANDA on a multiclus-
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ter system with single data analytics applications under space-correlated failures, and find
that PANDA is close to the performance of a fail-free execution in unmodified Spark for a
large range of concurrent failures. Then we perform simulations of complete workloads,
mimicking the size and operation of a Google cluster, and show that PANDA provides sig-
nificant improvements in the average job runtime for wide ranges of the failure rate and
system load. This chapter is based on the following publication:

Bogdan Ghit and Dick Epema, “Better Safe than Sorry: Grappling with Failures of

In-Memory Data Analytics Frameworks”, ACM International Symposium on High

Performance Parallel and Distributed Computing (HPDC), 2017.

Conclusions. Finally, Chapter 7 draws the main conclusions of this thesis and presents
the remaining open questions.
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Chapter 2

Scheduling Multiple Frameworks in
Datacenters

2.1 Introduction

With the considerable growth of data-intensive applications, the MapReduce program-
ming model has become an exponent for large-scale many-task computing applications,
as it not only eases the management of big data, but also simplifies the programming
complexity of such applications on large cluster systems. Despite the high scalability
of MapReduce frameworks, isolating MapReduce workloads and their data is very attrac-
tive for many users. In this chapter, we design support for deploying multiple MapReduce
frameworks within multicluster environments through extensions to our KOALA grid sched-
uler [85]. Furthermore, we develop a dynamic resizing mechanism for MapReduce frame-
works, and we introduce three resource provisioning policies. We evaluate the perfor-
mance of the system through experiments conducted on a multicluster system [15, 118]
managed by KOALA.

Running multiple MapReduce frameworks concurrently within the same physical in-
frastructure enables four types of isolation. First, different (groups of) users each working
with their own dataset may prefer to have their own MapReduce framework to avoid inter-
ference, or for privacy and security reasons, thus requiring data isolation. A second type
of isolation is failure isolation, which hides the failures of one MapReduce framework
from the applications running in other concurrent MapReduce frameworks. Third, with
the multiple MapReduce frameworks approach, version isolation, with different versions
of the MapReduce framework running simultaneously, may be achieved as well. Finally,
it can enable performance isolation between streams of jobs with different characteris-
tics, for instance, by having separate MapReduce frameworks for large and small jobs,
or for production and experimental jobs.

19
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Making efficient use of the resources is mandatory in a multicluster environment.
Therefore, to improve resource utilization, we provide the MapReduce frameworks with
a resizing mechanism. The problem of dynamically resizing MapReduce frameworks
brings two challenges. First, we need to determine under which conditions the size of
a MapReduce framework should be modified. When the dataset exceeds the storage ca-
pacity available on the nodes of the MapReduce framework, or the workloads are too
heavy, grow decisions should be taken. On the other hand, in case of an underutilized
MapReduce framework, some of its nodes may be released. Secondly, we need to address
the issue of rebalancing the data when resizing a cluster. When resizing, we distinguish
between core nodes and transient nodes. Both types of nodes are used to execute tasks, but
only the core nodes locally store data. Using transient nodes to provision a MapReduce
framework has the advantage of not having to change the distribution of the data when
they are released. On the downside of this approach, data locality is broken, as all the
tasks executed on transient nodes need to access non-local data.

The contributions of this chapter are as follows:

1. The design of a KOALA runner that provides isolation between the deployments of
multiple MapReduce frameworks within a multicluster system.

2. The dynamic resizing mechanism for MapReduce frameworks with three distinct
provisioning policies that avoids high reconfiguration costs and handles the data
distribution in a reliable fashion.

3. An evaluation of the performance of KOALA with MapReduce support on a real
infrastructure (the DAS multicluster system).

2.2 Design Considerations

MapReduce frameworks may be isolated in two different ways in a multicluster system, as
illustrated in Figure 2.1: either across different physical clusters (inter-cluster isolation),
or within single physical clusters (intra-cluster isolation). In both cases, four types of
isolation can be identified: performance isolation, data isolation, failure isolation, and
version isolation, which we now describe in turn.

Performance isolation. With the standard FIFO scheduling technique, MapReduce
frameworks executing long running jobs may delay the execution of small jobs. To over-
come this shortcoming, current frameworks typically employ the FAIR scheduler [144].
With its dynamic resource allocation scheme based on a processor-sharing (PS) schedul-
ing discipline, the small jobs receive their share of resources in a short time by reducing
the number of nodes occupied by the large jobs. The execution time of the large jobs is
increased, as they are forced to spawn across a smaller number of nodes than the actual
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Figure 2.1: The two types of isolation enabled in our DAS multicluster system: inter-
cluster isolation (two MapReduce frameworks deployed within the TU and UvA sites)
and intra-cluster isolation (three MapReduce frameworks deployed within the VU site).

MapReduce framework capacity. In this way, the small jobs gain their fair share of re-
sources without long delays, at the expense of reducing the performance of the large jobs.

The trade-off between performance and fairness in MapReduce workloads can be
avoided by isolating the streams of small and large (or potentially even more classes of)
jobs within separate MapReduce frameworks. Similarly, deploying multiple MapReduce
frameworks allows large companies to isolate their production workloads from experi-
mental jobs. Jobs in the development phase may need thorough testing and debugging
before being launched on a production cluster. Thus, isolating them within a separate
MapReduce framework first preserves the performance of the production MapReduce
framework, and secondly, may reduce the debugging time for the developer.

Data isolation. Users may form groups based on the datasets they want to process,
such that the jobs of a certain group are executed within a separate MapReduce frame-
work. Therefore, several datasets may be stored in different MapReduce frameworks,
while the stream of jobs is demultiplexed into multiple substreams based on the dataset
they need to process. In particular, data isolation is important for systems research groups
that want to analyze the performance of single applications under controlled conditions.

According to recent usage trends [2], users may request their own MapReduce frame-
works to run experiments within isolated environments, or to guarantee the privacy and
the security of their data. In the case of a single MapReduce framework deployment, the
data is uniformly distributed across the nodes of the system, and the distributed filesystem
is visible to all users. Thus, there is no privacy among the users of the system. Also, due
to the lack of protection, users may intentionally or unintentionally alter the data of other
users. For these reasons, there is a need to isolate the datasets within different MapReduce
frameworks and to selectively allow access to read and process them.

Failure isolation. A third type of isolation is the failure isolation. The MapReduce de-
ployments are prone to both software (implementation or configuration errors) and hard-
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ware failures (server or network equipment failures). In both cases, failures of the system
may cause loss of data, interruption of the running jobs, and low availability. By deploy-
ing multiple MapReduce frameworks, only the users of a specific MapReduce framework
suffer the consequences of its failures.

Version isolation. Finally, with multiple MapReduce frameworks we can enable ac-
cess to different versions of the MapReduce framework at the same time. This is useful
when upgrades of the framework are being made, or when new implementations are being
developed. Testing, debugging, and benchmarking the frameworks, while having at the
same time a running stable production MapReduce framework is enabled by our approach.

2.3 Dynamic MapReduce Clusters

In this section we present our approach for achieving isolation between multiple MapReduce
frameworks. First, we explain the system model, then we describe the components of
the KOALA resource management system, and finally, we propose three dynamic resizing
policies.

2.3.1 The Koala Grid Scheduler

KOALA is a grid resource manager developed for multicluster systems such as the DAS
with the goal of designing, implementing, and analyzing scheduling strategies for various
application types. The scheduler represents the core of the system and is responsible for
scheduling jobs submitted by users by placing and executing them on suitable cluster sites
according to its scheduling policies. Jobs are submitted to KOALA through specialized
runners for certain application types (e.g., cycle scavenging jobs [112], workflows [113],
and malleable applications [20]). To monitor the status of the resources, KOALA uses a
processor and a network information service.

To develop a MapReduce runner for KOALA we took as a reference the design of the
CS-Runner [112], which enhances KOALA with mechanisms for the efficient allocation
of otherwise idle resources in a multicluster to Cycle-Scavenging (CS) applications (e.g.,
Parameter Sweep Applications). The CS-Runner initiates Launchers, which are a kind
of pilot jobs, to execute the required set of parameters. The CS-Runner implements a
grow-and-shrink mechanism that allows increasing or decreasing the number of Launch-
ers when a resource offer or a resource reclaim is received from KOALA.

To schedule jobs, KOALA interfaces with the local resource managers of the clus-
ters in the multicluster grid system. However, KOALA does not fully control the grid
resources, as users may submit their jobs directly through the local resource managers
deployed on each physical cluster.
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2.3.2 System Model

A MapReduce framework relies on a two-layer architecture: a compute framework to
facilitate an execution environment for MapReduce applications, and an underlying dis-
tributed filesystem that manages in a reliable and efficient manner large data volumes.
Both layers are distributed across all nodes of a MapReduce framework, such that each
node may execute tasks and also store data. In Hadoop, the open-source implementation
of MapReduce, a central machine runs a master (JobTracker) that coordinates a num-
ber of worker nodes (TaskTrackers). A worker node of a MapReduce framework can
be configured with multiple task slots such that each slot corresponds to a core of the
processor available on the node. Based on the type of tasks to be executed, we dis-
tinguish map and reduce slots. The distributed filesystem has a similar design, with a
NameNode that manages the metadata and multiple DataNodes co-located with the Task-
Trackers that store the actual data.

When growing or shrinking the MapReduce framework, the two layers need to be ad-
justed accordingly. While the execution framework can be easily resized without signifi-
cant reconfiguration costs, changing the size of the distributed filesystem is more complex,
because it may require rebalancing the data. As this operation is expensive, and may have
to be performed frequently, we propose a hybrid architecture for MapReduce frameworks.

In this hybrid architecture, we distinguish two types of nodes: core nodes and tran-
sient nodes. The core nodes are the nodes that are initially allocated for the MapReduce
framework deployment. They are fully functional nodes that run both the TaskTracker
and the DataNode, and so they are used both for their compute power to execute tasks,
and for their disk capacity to store data blocks. The transient nodes are temporary nodes
provisioned after the initial deployment of the MapReduce framework. They can be used
as compute nodes that only run the TaskTracker, but do not store data blocks and do not
run the DataNode. Their removal does not change the distribution of the data.

2.3.3 System Architecture

This section explains how we have extended the original KOALA architecture to include
MapReduce support. Figure 2.2 illustrates the interaction between the existing KOALA
components and the additional components that extend the scheduler with support for
deploying MapReduce frameworks on a multicluster system. The new components are
the following: a specific KOALA runner called MR-Runner, a specific MapReduce frame-
work configuration module called MR-Launcher, and the global manager of all active
MR-Runners called KOALA-MR.

KOALA is responsible for scheduling jobs, which in this case are complete MapReduce
frameworks, received from the MR-Runners. Based on the desired size (number of nodes)
of the MapReduce framework, KOALA schedules the job on the adequate physical clus-
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Figure 2.2: The two-level scheduling architecture employed by the KOALA grid scheduler
to schedule MapReduce frameworks.

ter by applying one of its placement policies. To reduce the overhead of redistributing
the data, we assume that the size of the MapReduce frameworks never decreases be-
low the initial number of core nodes. Nevertheless, MapReduce frameworks may be
resized by adding or removing transient nodes. The grow or shrink requests to the active
MR-Runners are initiated by the scheduler itself, which tries to achieve fairness between
multiple MapReduce frameworks.

KOALA monitors the availability of the resources through the KOALA Information
System (K1S) module. When idle nodes are identified, the MR-Runners may receive grow
requests. In contrast, in order to open up space for new job submissions, the scheduler
may send shrink requests to the active MR-Runners.

After KOALA allocates nodes for the MapReduce framework deployment on a cer-
tain physical cluster, the MR-Runner interfaces with the local resource manager (e.g.,
Grid Engine) in order to proceed with the deployment of the MapReduce framework.
The MR-Runner distinguishes one of the nodes as the master node, while the others
are marked as slaves.

From this point, the actual configuration of the MapReduce framework is realized
through the MR-Launcher. The MR-Launcher configures the core nodes in two phases:
first, it mounts the distributed filesystem on the local storage of the nodes, and then it
installs the compute framework for executing MapReduce applications. Furthermore, the
MR-Launcher is also able to configure and remove transient nodes, or to shut down the
entire MapReduce framework. In the current implementation, the MR-Launcher uses the
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Hadoop daemons to configure the MapReduce framework: the NameNode and DataN-
odes for the HDFS, and the JobTracker and TaskTrackers for the compute framework.

Besides the scheduling and deployment functions, the MR-Runner also monitors sev-
eral parameters of the MapReduce framework: the total number of (real) MapReduce
jobs, the status of each such job, and the total number of map and reduce tasks. The
monitoring process feeds a runner-side provisioning mechanism based on which the MR-
Runner takes resizing decisions. We propose three provisioning policies, which we de-
scribe in detail in the next section.

KOALA-MR is a central entity running on the scheduler side in order to maintain
the metadata of each active MapReduce framework. To submit MapReduce jobs to a
MapReduce framework scheduled through KOALA or to manipulate the data within the
distributed filesystem, the user needs access to the corresponding metadata: the unique
cluster identifier, the location of the configuration files, and the IP address of the master
node. All the commands to submit MapReduce jobs or to access the distributed filesystem
are executed on the master node of the MapReduce framework.

2.3.4 Resizing Mechanism

KOALA enables a two-level scheduling architecture. On the scheduler side, KOALA allo-
cates resources for the MapReduce framework deployments based on a fair-share policy,
such as the Equipartition-All or Equipartition-PerSite [112]. By monitoring the multi-
cluster system utilization, the scheduler periodically offers additional nodes to the MR-
Runners through grow requests, or reclaims previously provisioned nodes through shrink
requests.

We define the resizing ratio K, between the number of running tasks (map and re-
duce tasks) and the number of available slots (map and reduce slots) in the MapReduce
framework. The resizing mechanism employs a grow-and-shrink policy called GS that
dynamically tunes the value K, between a minimum and a maximum threshold by ac-
cepting grow and shrink requests from the KOALA grid scheduler. To this end, the user
sets two constants of the MR-Runner, the growing size 6" and the shrinking size 5~ . These
constants represent the number of nodes the MR-Runner adds or removes whenever it re-
ceives a grow or shrink request. GS scales the framework with transient nodes which may
frequently join or leave the system, and so they do not contribute to the storage layer.

We compare GS with two basic policies, which accept every resource offer, and shrink
only after the workload execution is completed. The greedy-growth (GG) policy en-
ables the MR-Runner to accept every resource offer regardless of the utilization of the
MapReduce framework and to ignore all shrink requests from KOALA. As a consequence,
the MapReduce framework may only grow in size, and it shrinks after the workload is
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Table 2.1: The node configuration in the DAS multicluster system.

Processor Dual quad-core Intel E5620

Memory 24 GB RAM

Physical Disk 2 ATA OCZ Z-Drive R2 with 2 TB (RAID 0)
Network 10 Gbps InfiniBand

Operating system Linux CentOS-6

JVM jdk1.6.0_27

MapReduce framework | Hadoop 0.20.203

finished. Similarly to the GS policy, the provisioning is supported by transient nodes
which do not contribute to the storage layer.

The greedy-grow-with-data (GGD) policy makes the MapReduce framework grow in
size every time a resource offer is received like in our GG policy. Unlike GG, the GGD
policy is based on provisioning with core nodes instead of transient nodes. When a re-
source offer is received, the provisioned nodes are configured as core nodes, running both
the TaskTracker and the DataNode. As a consequence, to avoid data redistribution, all
shrink requests are declined.

2.4 Experimental Setup

This section presents the description of the DAS multicluster system, the Hadoop config-
uration parameters, and the workloads we generate for our experiments.

2.4.1 System Configuration

The infrastructure that supported our experiments is a wide-area computer system ded-
icated to research in parallel and distributed computing. The Distributed ASCI Super-
computer (DAS), currently in its fourth generation, consists of six clusters distributed in
institutes and organizations across the Netherlands. As shown in Table 2.1, the compute
nodes are equipped with dual-quad-core processors at 2.4 GHz, 24 GB memory, and a
local storage of 2 TB. The networks available on DAS are Ethernet at 1 Gbps and the
high-speed QDR InfiniBand at 10 Gbps. The Grid Engine is configured on each clus-
ter as the local resource manager.

In order to schedule and execute jobs, we deploy KOALA as a meta-scheduler that
interfaces with the local schedulers on each cluster. The MR-Runner is implemented
in Java and currently configures Hadoop frameworks (version 0.20.203). The actual
MapReduce framework configuration is realized through bash scripts which are executed
within Java processes.



27

Table 2.2: The workload employed in our experiments consists of nine job types.

Job type | Input size (GB) | Block size (MB) | Maps
0 100 128 | 800
1 50 128 | 400
2 40 128 | 320
3 40 64 | 640
4 20 64 | 320
5 10 64 160
6 5 64 80
7 2.5 64 40
8 1 64 16

We configure the HDFS on a virtual disk device (with RAID 0 software) that runs over
two physical devices, with 2 TB storage in total. The data is stored in the HDFS in blocks
of 64 MB or 128 MB with a default replication factor of 3. With 16 logical cores per
node enabled through hyperthreading, we configure the TaskTrackers with 6 up to 8 map
slots and 2 reduce slots, respectively. To avoid issues such as network saturation due to
the limited bandwidth, we setup Hadoop on the InfiniBand network.

2.4.2 MapReduce Workloads

The Wordcount and Sort applications are two common MapReduce applications included
in the Hadoop distribution that are used as MapReduce benchmarks in Hibench [64].
Wordcount counts the number of occurrences of each word in a given set of input files.
The map function simply emits key-value pairs for each word, while the actual counting
is performed by the reducers. Sort transforms the input data from one representation to
another. With both map and reduce functions implemented as identity functions, which
do not modify the input data, the sort operation is performed by the MapReduce frame-
work itself during the shuffling phase. As the framework guarantees that the intermediate
key/value pairs are processed in increasing key order, the output generated is sorted.

Both small and large jobs are popular in MapReduce clusters. According to [22],
98% of the jobs at Facebook process 6.9 MB of data in less than a minute. On the other
hand, Google reported in 2004 MapReduce computations that process terabytes of data
on thousands of machines [31].

Based on the input size to process, we define nine types of MapReduce jobs with the
characteristics given in Table 2.2. For each job, the number of reducers is set between 5%
and 25% of the number of map tasks (same setting as in the workloads used in [144]).
In addition, for the large jobs (more than 160 map tasks) we also use the common rule
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Figure 2.3: The CPU and disk utilization for the Wordcount and Sort applications on
MapReduce frameworks deployed with only core nodes.

of thumb for setting the number of reducers: 90% or 180% of the number of available
reduce slots in the MapReduce framework [134].

In Section 2.5 we will perform four experiments. For determining the CPU and
disk utilization, we generate 100 GB input data using the RandomTextWriter and Ran-
domWriter programs included in the Hadoop distribution. With the data block size set to
128 MB, a Wordcount or a Sort MapReduce job running on the given dataset launches
800 map tasks. The same configuration is used to determine the speedup of the applica-
tions. To evaluate the performance of transient nodes, we generate datasets of 40 GB for
Wordcount and 50 GB for Sort, with the data block size set to 128 MB. Finally, for the
performance evaluation of the resizing policies, we generate a stream of 50 MapReduce
jobs processing datasets from 1 GB to 40 GB split into data blocks of 64 MB. We employ
an exponential inter-arrival pattern with a mean value of 30 seconds.

2.5 Experimental Evaluation

In our performance evaluation we investigate the CPU and disk utilization for each of the
two applications, we determine the impact on the job response time of the numbers of
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Figure 2.4: The speedup for the Wordcount and Sort applications on MapReduce frame-
works deployed with only core nodes.

core and transient nodes in a MapReduce framework, and we run benchmarks to com-
pare the resizing policies.

2.5.1 CPU and Disk Utilization

First, we seek to understand the characteristics of our workloads, and to this end, we mon-
itor the resource utilization when running them. Thus, we run the Wordcount and Sort ap-
plications on the 100 GB dataset (job type 0) and we gather CPU and disk utilization statis-
tics from every node of the MapReduce framework at 1-second intervals. The Linux tools
we use for monitoring are top and netstat. The graphs in Figure 2.3 show the CPU and the
disk utilizations as average values on all nodes of the MapReduce framework. The disk
utilization of a node is the average of the values measured on the two physical hard disks.

The CcPU and disk utilizations illustrated in Figure 2.3 show that the Wordcount ap-
plication is CPU-bound, and that the Sort application is 10-bound. For the Wordcount
application we observe a long map phase with high CPU utilization, followed by a short
reduce phase which has a low CPU utilization. The disk utilization is below 40% during
the entire runtime of the application. On the other hand, the figures for the Sort appli-
cation show that it has a short map phase during which the CPU utilization oscillates
between 40% and 60%, followed by a long reduce phase which is highly disk intensive
and with very low CPU utilization.

2.5.2 Performance of the Transient Nodes

First, we assess the impact of the transient nodes on the execution time of single applica-
tions using static MapReduce frameworks, without any resizing mechanism. We set up
MapReduce frameworks of 10 up to 40 nodes with the large dataset as input data (job
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type O for Wordcount and Sort). The Sort application launches 144 reduce tasks, repre-
senting 180% of the available reduce slots on the MapReduce framework with 40 nodes
(1.8 x 2 x 40); for Wordcount we use a single reduce task. Figure 2.4 shows that the
speedup for both applications on MapReduce frameworks with only core nodes is close to
linear; the speedup is defined here relative to a MapReduce framework with 10 core nodes.
Each data point in Figure 2.4 was obtained by averaging the measurements over 3 runs.

Secondly, we run each application on MapReduce frameworks with a total of 40 nodes
with a variable number of transient nodes that do not contain data. Figure 2.5 shows that
the Wordcount job (type 2 from Table 2.2) has similar runtimes no matter how many
transient nodes the MapReduce framework has (from O up to 30). Nonetheless, the Sort
job (type 1 from Table 2.2) shows a significant performance degradation when the number
of transient nodes increases: the runtime for Sort doubles when the number of transient
nodes increases from 0 to 30. The reason why Wordcount scales better on transient nodes
than Sort is the (much) smaller amount of output data it generates. While Wordcount
generates less than 20 KB for the input data of 40 GB, in the case of Sort, the size of the
output data equals the size of the input data, which is 50 GB.

We will now explain why the Sort application performs poorly on MapReduce frame-
works with a large number of transient nodes. To this end, we consider a MapReduce
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Figure 2.6: The average job runtime for an online workload of 50 jobs on a dynamic
MapReduce framework of 20 core nodes.

framework with n. core nodes and n, transient nodes. At the end of the reduce phase,
all n. + n; nodes perform write requests on the local storages of the core nodes. The
amount of output data generated by the transient nodes is D; = (n; X Doyyt)/(ne+n¢) Gb,
where D, represents the size of the entire output data for Sort. This data is transferred
across the network from the transient nodes to the local storages of the core nodes where
the HDFS is mounted. The time to transfer D, is T, = D;/bw, where bw represents the
bandwidth available on the DAS (10 Gbps on InfiniBand). The time spent writing the
data on the disks is 7, = D;/(2 x n. X w) seconds, where w denotes the write speed
on the local disks and 2 x n, is the total number of disks available on the core nodes.
For instance, a MapReduce framework with n. = 10 core nodes and n; = 30 transient
nodes generates D; = 922 Gb. With bw = 10 Gbps we obtain 7; = 92 seconds. Ac-
cording to the specification of the devices, the read/write speed on the ATA OCZ disks
is 1 Gbps and 900 Mbps, respectively. Therefore, T, is 51 seconds. Intuitively, having
a small number of core nodes increases the contention on the physical disks on which
the HDFS is mounted. Indeed, as we can see in Figure 2.5, with 25% core nodes of the
MapReduce framework capacity, the runtime of the workload is 2.7 higher than the ideal
case of a MapReduce framework with 40 core nodes.
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2.5.3 Performance of the Resizing Mechanism

To assess the performance of the MapReduce cluster resizing mechanism, we run four
benchmarks that execute successively a stream of jobs on a static MapReduce framework,
and on a dynamic MapReduce framework with one of our three provisioning policies en-
abled (GS, GG, or GGD). The MapReduce framework consists of 20 core nodes, and we
assume a pool of 20 transient nodes to be available for provisioning during our experi-
ments. We create a workload with 50 jobs each of which is an instance of a job type given
in Table 2.2. For simplicity, we instrument the MR-Runner to initiate resource offers every
T seconds, where T is set either to 30 seconds for GS, or to 120 seconds for GG and GGD.
For the last two policies, the size of the resource offer is 2 nodes. For GS, the MapReduce
framework accepts a resource offer when K, is greater than 1.5, and releases nodes when
K, is below 0.25. When the MapReduce framework frequently changes its size by adding
or releasing a large number of nodes, the reconfiguration overhead may impact the per-
formance of the running jobs. Therefore, we set 6™ and §~ to 5 and 2, respectively.

As can be seen in Figure 2.6, GG shows a small improvement over the static ap-
proach, while GS reduces the runtime by a factor of 1.7. Intuitively, GG is not effective
because the growing decisions are taken without considering the state of the MapReduce
framework (e.g., if the MapReduce framework is idle, adding nodes is useless). Also,
with a large number of transient nodes, the contention on the HDFS increases consider-
ably. On the other hand, GS monitors the number of tasks running within the MapReduce
framework and initiates grow and shrink requests based on the throughput. However,
the best policy is GGD, which provides local storage for the provisioned nodes, reducing
in this manner the costs of transferring the output data across the network and writing
it on the disks of the core nodes.

2.6 Related Work

The current state of the art work reveals several approaches for improving the perfor-
mance of MapReduce clusters by different architectural enhancements that facilitate dy-
namic resizing or isolation.

Mesos [63] multiplexes a physical cluster between multiple frameworks such that dif-
ferent types of applications (MPI, MapReduce) may share access to large datasets. The
scheduling mechanism enabled by Mesos is based on resource offers. The scheduler de-
cides how many resources each framework is entitled to with respect to a fair-share policy,
while the frameworks decide on their own which resources should be accepted based on
the given framework side policies. Therefore, frameworks have the ability to reject an
offer that does not comply with their resource requirements. By delegating the schedul-
ing control to the frameworks, Mesos achieves high scalability, robustness, and stability.
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While our multi-framework approach enables different types of isolation (performance,
data, failure, and version isolation), Mesos achieves high utilization, efficient data sharing
and resource isolation through OS container technologies, such as Linux Containers.

Moon [79] applies the hybrid architecture with core and transient nodes in order to
deploy MapReduce clusters on volunteer computing systems. Towards this goal, a small
number of dedicated nodes with high reliability are deployed behind the volunteer com-
puting system for storage and computing power. To overcome the impact of unexpected
interruptions, Moon proactively replicates tasks towards the job completion. In addition,
Moon uses the dedicated nodes not only as data servers, but also to execute task replicas.
In our design, the transient nodes are used to improve the performance of the MapReduce
cluster deployed on the core nodes, as opposed to Moon, which uses the dedicated nodes
to supplement the volunteer computing system.

Elastizer [62] estimates the impact of the cluster resource properties on the MapReduce
job execution. In order to address a given cluster sizing problem, the Elastizer performs
a search through the space of resources and job configuration parameters. This search
is driven by a what-if engine that explores execution profiles of MapReduce jobs to find
the optimal set of resources and job configuration parameters. As opposed to the offline
reasoning of the Elastizer, our approach uses the throughput as the deciding factor for
growing or shrinking the MapReduce cluster.

CAM [78] is a resource scheduler for the cloud, designed to improve the performance
of MapReduce jobs by maximizing the data and job locality. The scheduler is based on
a flow-network algorithm that not only optimizes the initial placement of the data, jobs
and tasks, but is also able to evaluate the cost of readjusting the existing assignments. For
optimal tasks assignments, CAM makes the MapReduce scheduler aware of the hidden
compute, storage, and network topologies. Our approach relies on the default strategy
for achieving data locality used by the FIFO scheduler incorporated in Hadoop. In par-
ticular, the scheduler attempts to place a map task as close as possible to a machine that
contains a replica of the input data.

Our KOALA scheduler along with the MR-Runner provide different types of isola-
tion that improve the performance, data management, fault tolerance and development of
MapReduce frameworks. In addition, the MR-Runner provides a grow-and-shrink mech-
anism that dynamically changes the size of the MapReduce framework.

2.7 Conclusion

We have presented KOALA-MR, a resource manager that enables running multiple in-
stances of the MapReduce framework in single multicluster systems. KOALA-MR is built
around two design elements: a model to run elastic MapReduce computations and a pro-
tocol to enable scheduling decisions between the resource manager and the active frame-
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works. Together, these elements allow KOALA-MR to respond to workload changes and
to improve system utilization. In order to resize a MapReduce framework while keeping
the reconfiguration costs relatively low, KOALA-MR employs transient nodes, which do
not store any data and are only used to execute tasks.

We have implemented KOALA-MR through extensions to our KOALA grid scheduler
and we have evaluated the performance of the grow-and-shrink mechanism on the DAS.
We have found that CPU-bound jobs scale on transient nodes as well as on core nodes,
while the 10-bound jobs suffer a high performance degradation when the number of
transient nodes increases. Furthermore, we have showed that growing and shrinking a
MapReduce framework based on its throughput achieves better performance than provi-
sioning statically a large number of transient nodes.



Chapter 3

Balancing the Service Levels of Multiple
Frameworks

3.1 Introduction

MapReduce and similar computing frameworks are now widely used by institutes and
commercial companies (e.g., Google [31], Facebook [144], Yahoo! [23]) because of their
ability to efficiently use large sets of computing resources and to analyze large data vol-
umes. MapReduce workloads may be very heterogeneous in terms of their data size and
their resource requirements [62], and mixing them within a single instance of a computing
framework may lead to conflicting optimization goals. Therefore, isolating MapReduce
workloads and their data while dynamically balancing the resources across them is very
attractive for many organizations. In this chapter we present the design and analysis of
FAWKES!, a mechanism for dynamic resource provisioning of multiple MapReduce in-
stances in single large-scale infrastructures.

In Chapter 2 we have identified four types of isolation that can be enabled by having
multiple MapReduce frameworks within a single multicluster system: data isolation, fail-
ure isolation, version isolation, and performance isolation. Whereas the first three forms
of isolation are easily enforced by a resource manager that can deploy multiple instances
of the MapReduce framework along with their corresponding filesystems on disjoint sets
of nodes, performance isolation is more difficult to achieve (and define)—as the work-
loads of the instances may vary considerably over their lifetimes, deploying them on static
partitions of the system may lead to an imbalance in the levels of service they receive.

To dynamically provision multiple framework instances at runtime, FAWKES defines
a new abstraction of the MapReduce framework called the MR-cluster. An MR-cluster is
initially deployed (along with its filesystem) on a system partition of a certain minimum

'FAWKES is a phoenix bird which in Greek mythology is reborn from its own ashes just like our
MapReduce clusters grow and shrink.

35
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size consisting of core nodes when its first job is submitted, and it will remain active as
long as it receives additional jobs. The allocation of an MR-cluster can grow (and later
shrink) by adding (removing) transient or transient-core nodes that don’t store any data
or only output data, respectively, thus breaking the standard MapReduce data locality
assumption but allowing fast reconfiguration.

FAWKES implements three types of policies for setting and periodically adjusting the
weights of the active MR-clusters that indicate the shares of the resources they are enti-
tled to, and to resize their allocations accordingly. These policies try to assess the load
conditions of the MR-clusters by considering their queue lengths, their resource utiliza-
tions, or their performance (in terms of, e.g., job slowdown) when setting the weights.
The most important performance metric we use to assess the actual performance of the
MR-clusters is the average job slowdown.

Another possible solution for provisioning multiple MapReduce instances is to share
the distributed filesystem across all frameworks and to employ two-level scheduling by
delegating the scheduling control to the frameworks, as is done in Mesos [63]. There,
a high-level resource manager initiates resource offers to the frameworks, which need
specific policies to decide whether to accept or reject these offers. Mesos achieves near-
optimal data locality when resources are frequently released by the frameworks. Instead,
our solution targets performance isolation for time-varying workloads, but breaks the data
locality assumptions to enable fast framework reconfigurations. Whereas Mesos has an
offer-based scheduling system, FAWKES employs a feedback mechanism and balances the
allocations of multiple frameworks by monitoring their operation.

The contributions of this chapter are as follows:

1. We define the abstraction of the MR-cluster which is a set of resources that can
grow and shrink, that has MapReduce installed on its core in the usual way, but
that relaxes the MapReduce data locality assumptions for nodes outside its core
(Section 3.2).

2. We provide a comprehensive taxonomy of policies for provisioning multiple MR-
clusters that take into account their dynamic load conditions as perceived from their
queue lengths, the utilizations of the resources allocated to them, or the performance
they deliver (Section 3.3).

3. With a set of micro-experiments in a real multicluster system, we analyze, among
other aspects of FAWKES, the benefit of trading data locality for dynamicity (Sec-
tion 3.5). We find that the performance penalty induced by a relaxed data locality
model in MapReduce is not prohibitive.

4. With a set of macro-experiments in the multicluster system, we evaluate three
classes of policies used by FAWKES for balancing the allocations of multiple MR-
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Figure 3.1: An overview of the queuing system of FAWKES. The system handles requests
for deploying MapReduce frameworks (MR-clusters) with a global queue, and each active
MR-cluster manages an internal queue of MapReduce jobs (MR-jobs). The Hadoop logo
is taken from [10].

clusters. We show that our system delivers good results even for unfavorable work-
loads (Section 3.6).

3.2 System Model

In this section we propose a scheduling and provisioning structure for deploying multiple
concurrent MapReduce frameworks, which can be resized dynamically at runtime.

3.2.1 Scheduling and Provisioning Structure

The system architecture assumed by MapReduce has resources where processors and
storage are co-located. We assume these resources to be organized in multiple physi-
cal clusters that operate as a single distributed computing system managed by the re-
source manager FAWKES, which decides how resources are to be balanced across mul-
tiple MapReduce frameworks.

In Figure 3.1 we show the queueing system managed by FAWKES. FAWKES re-
ceives two types of requests, one for activating new MR-clusters, and one for executing
MapReduce jobs (MR-jobs) that identify the MR-cluster in which they have to be exe-
cuted. These requests are serviced in multiple queues, all using the FIFO scheduling disci-
pline.

The system queues all requests for new MR-clusters in a global queue managed by
FAWKES. The time required to activate a new MR-cluster consists of the time the MR-
cluster has to wait to be deployed on physical resources (w®) and the time required to
load the input dataset from an external persistent storage (/”). Each active MR-cluster
maintains an internal queue of MR-job requests targeted at it. The response time of an
MR-job is equal to the sum of its waiting time in the MR-cluster’s queue (w”) and its
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execution time (s”). If the weight of an MR-cluster in the FAWKES mechanism is equal
to 0 indicating no task execution for at least a certain duration 7' (see Section 3.3.2),
FAWKES marks it as inactive, deallocates its resources, and removes it from the system.
Prior to the removal of an MR-cluster, its (output) data is saved on the persistent stor-
age in the time interval of length b”.

3.2.2 Dynamic MR-clusters

In order to balance resources across the active MR-clusters, FAWKES has to be able to
resize them by growing and shrinking the number of resources allocated to them at run-
time. In the traditional static deployment of the MapReduce frameworks, the data of
the HDFS are replicated and distributed uniformly across the nodes. Then, techniques
like delay scheduling [144] can maximize the number of tasks that achieve data local-
ity. FAWKES has the ability of changing the allocations, and has a relaxed data locality
model, through a new abstraction of the MapReduce framework that we call dynamic
MR-cluster, which comprises three types of nodes.

The most important requirement for FAWKES 1is to provide reliable data management
so that when nodes are removed from an MR-cluster and the number of replicas is small,
no data are lost. However, creating numerous replicas is not desired because of the in-
creased usage of storage space. Thus, when removing nodes from an active MR-cluster,
FAWKES needs to replicate the data they store. As data-intensive applications are process-
ing large volumes of data, their replication makes the resizing of the MR-cluster slow.
To enable fast reconfigurations, the removed nodes of the MR-cluster should store rel-
atively small amounts of data.

Similar to the static deployment of MapReduce, FAWKES permanently allocates to an
MR-cluster an initial set of core nodes used for both executing jobs and storing (input and
output) data. During the time an MR-cluster is active, FAWKES may temporarily increase
its capacity by provisioning transient or transient-core nodes, which break the traditional
model for data locality. The former are instantiated without local storage such that the jobs
they execute read and write input/output data from/to core nodes. The latter are different
from the core nodes only by the lack of input data, thus the jobs they execute also need to
transfer input data from core nodes, but they can use the local storage to write output data.
As a consequence, FAWKES can grow the size of an MR-cluster fast as no data movement
will be involved at all. Shrinking the size of an MR-cluster by removing transient-core
nodes does require saving the output data stored on them, the amounts of which is usu-
ally very small in comparison to the input dataset distributed on the core nodes. Nev-
ertheless, large fractions of these nodes may saturate the network (both) or increase the
contention on the physical disks of the core nodes (especially the transient nodes). When
to resize an MR-cluster, and whether then to use transient or transient-core nodes, is ex-
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plained in Section 3.3. Different from our dynamic MR-cluster approach, Amazon Elastic
MapReduce [2] does not support data redistribution when shrinking the size of the cluster.

3.3 Balanced Service Levels

In this section we derive a fairness metric to determine the imbalance between concur-
rent MR-clusters (Section 3.3.1). Our scheduling system, FAWKES, targets weighted
fair allocations, such that different MR-clusters converge to fractions of the system re-
sources proportional to their weights (Section 3.3.2). FAWKES dynamically updates the
weights based on different metrics exposed by the MR-clusters at runtime. We design
three classes of weighting policies which consider the input to the MR-clusters (demand),
the operation of the MR-clusters (usage), and the output of the MR-clusters (runtime
performance) (Section 3.3.3).

3.3.1 Fairness

Fairness is a major issue in resource provisioning and job scheduling, and is an optimiza-
tion target that may conflict with performance metrics such as response time [69, 144].
Although there exists a large volume of literature that analyzes the notion of fairness in
communication systems [52], there is no generally agreed upon measure of the fairness
between jobs. The fairness of a queuing system has been defined either as a measure of
the time spent waiting [14], possibly with respect to job size [135]. A fairness metric that
accounts for both job arrival times and sizes is proposed in [96]. We adapt the latter for
evaluating the fairness of a provisioning policy.

The key element is the assumption that, at any moment of time ¢, the MR-clusters
may be entitled to shares of the total datacenter capacity C, proportionally to their given
weights. For an MR-cluster 4, the difference between the fraction ¢;(¢) of resources it
currently has and the share of resources it should have based on its weight w;(t) (see
Section 3.3.2) at moment ¢ is defined as its temporal discrimination

d;(t) = ci(t) — wilt). 3.1)

We define the discrimination of MR-cluster i during a time interval [¢;,t5] by

to

Di(ti, 1) = / (cs(t) — wi(8)d. (3.2)
t1

Setting t; = d; and t5 = r; with d; and r; the moments of the request for the deploy-

ment and the removal of the MR-cluster, respectively, we obtain the overall discrimi-

nation of the MR-cluster.
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When all the resources of the datacenter are occupied all the time, every positive
discrimination is balanced with negative discrimination, and so ) . D;(t1,t2) = 0 for any
time interval [t;, t5], which makes the expected mean value of the discrimination E[D] =
0. The fairness (or balance) of the system is given by the variance of the discrimination,
which we call the global discrimination factor:

Var(D) = E[D* — E[D)? = E[D?] (3.3)

We consider the allocations of the MR-clusters to be imbalanced or unfair, when the
global discrimination factor is larger than a predefined parameter 7.

3.3.2 The Fawkes Mechanism

We want to provision resources to multiple MR-clusters in a single datacenter or multi-
cluster system to give MR-clusters similar levels of service. To achieve this, we want to
assign each MR-cluster a dynamically changing weight that indicates the share of the
resources it is entitled to.

Admission Policy. For each MR-cluster « FAWKES assumes that there is a minimum
number of core nodes m,; (and a corresponding minimum share), which may be set by a
system administrator or computed based on the amount of data the cluster has to process.
The system guarantees the minimum share of an MR-cluster as long as it has running
jobs, even if according to its current weight it is only entitled to a smaller share.

If on the arrival of a new MR-cluster, the sum of its minimum share and of the mini-
mum shares of the active MR-clusters exceeds 1, the new MR-cluster is queued (in FIFO
order). Otherwise, the system gives it its minimum share of the resources within a time
interval 7" from its arrival, by shrinking the active MR-clusters which are above their min-
imum shares proportionally to their current weights (but not going below their minimum
shares). When later an active MR-cluster finishes its workload and releases the resources
it holds, FAWKES checks to see if the MR-cluster at the head of the queue fits. After a new
MR-cluster receives its minimum share, the system monitors its state along with the states
of the other active MR-clusters. The weights of the active MR-clusters are periodically
updated after every interval of length 7.

Changing Shares. To ensure that MR-clusters with different workloads experience
similar service levels (e.g, job slowdown), we propose three complementary mechanisms,
employed by FAWKES, which target either a subset or the entire set of the active MR-
clusters, and operate at different timescales.

The MR-clusters collect periodically samples of different aspects of system opera-
tion, such as demand d(t), resource utilization r(t), or actual performance p(t). FAWKES
monitors a specific metric related to these aspects and sets the weight (weighting mech-
anism) w;(t) of MR-cluster 7 at time ¢ to the average value of the samples y; collected
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during the last time interval 7"

wi(t) = <40 (3.4)

D)
where n is the number of active clusters at time ¢.

After updating the weights, the temporal discriminations of the MR-cluster are deter-
mined as well. When the MR-clusters are imbalanced that is, the global discrimination
factor exceeds the predefined threshold 7, FAWKES changes their shares proportionally to
their dynamic weights. To resize an MR-cluster, FAWKES employs the grow and shrink
mechanisms based on provisioning temporary nodes, which can be either transient or
transient-core (see Section 3.2).

The shrinking mechanism guarantees that the MR-clusters with positive discrimina-
tion reach their fair shares by releasing the surplus of resources they hold. Based on the
type of nodes which are removed, we distinguish two possible ways of shrinking an active
MR-cluster, fast preemption (FP) or delayed preemption (DP). The former is suitable for
transient nodes and simply kills the currently running tasks, which are later re-scheduled
by the MR-cluster. The latter applies to transient-core nodes, which besides removing
their running tasks also require the replication of their local data. FAWKES removes
transient-core nodes in non-decreasing order of the amount of data they locally store.

The growing mechanism ensures that MR-clusters with negative discrimination achieve
their fair shares by extending their current shares. To do so, the MR-cluster is grown ei-
ther with transient (TR) or with transient-core (TC) nodes. The former have good perfor-
mance only for compute-intensive workloads, which generate small amounts of data. The
local storage of the latter type of nodes significantly improves the performance of highly
disk intensive workloads (Section 3.5). The type of growing employed by FAWKES is
a predefined system parameter.

3.3.3 Weighting Policies

To balance the allocations of multiple MR-clusters, we investigate a comprehensive de-
sign space, which covers the input to the system, the state of the system, and the output
(runtime performance) of the system. We focus, respectively, on the demand of the work-
loads submitted to MR-clusters, on the usage of resources allocated to them, and on the
runtime performance. For each of these, we propose three exemplary policies.

For all policies we investigate in this work, the weights of the MR-clusters and the
global discrimination are recomputed after every interval of length 7. Only when the
global discrimination exceeds a threshold 7 are the allocations of the MR-clusters actually
changed according to the new weights.
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Demand-based Weighting. Demand-based weighting policies take into account the
input to the system (the demand). They establish the fair shares of the MR-clusters as
proportional to the sizes of the workloads submitted to their queues. As we do not assume
any prior knowledge about the workloads, we identify three ways of defining the size of
a workload at time ¢, viz. with respect to the number of waiting jobs, the size of the input
data of the jobs, and the number of waiting tasks:

1. Job Demand (JD). The JD policy sets the demand of the MR-cluster to the total
number of jobs waiting in the queue.

2. Data Demand (DD). The DD policy sets the weight of the MR-cluster to the total
input data volume of the jobs waiting in the queue.

3. Task Demand (TD). The TD policy gives an estimate of the MR-cluster demand at
finer granularity than JD, by taking into account the total number of tasks waiting
in the queue.

Although each of these policies is inherently inaccurate, for example JD because the
duration of jobs ranges from minutes to hours, we expect demand-based weighting poli-
cies to lead to better system performance than no policy.

Usage-based Weighting. Usage-based policies monitor the state of the system; here,
we propose policies that monitor the utilization of the physical resources currently allo-
cated to MR-clusters. We identify two main resources to monitor, processor usage and
disk usage, and derive three policies:

1. Processor Usage (PU). The PU policy sets the usage at time ¢ to the fraction of
utilized processing units (cores or slots) from the total configured capacity of the
MR-cluster.

2. Disk Usage (DU). The DU policy sets the usage at time ¢ to the ratio between the
total output data generated by the MR-cluster and its current storage capacity.

3. Resource Usage (RU). The RU policy combines the previous two policies by ac-
counting for both compute and storage resources, processor and disk, as follows:

wit) =) + (1 =) -u, (3.5)

where u! and uP are the (normalized) resource usages as computed by the PU
and DU policies, respectively, and the parameter ) € (0, 1) reflects the relative
importance of the two resources.

Performance-based Weighting. The performance-based policies assign the fair shares
of the MR-clusters based on the performance of the system at runtime, so that MR-
clusters with poor performance receive larger fractions of resources and, thus, improve
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their performance. We use in this work two performance metrics, slowdown (low val-
ues are ideal) and throughput (high values are ideal) to calculate the weights of the
MR-clusters as follows:

1. Job Slowdown (JS). The JS policy calculates the slowdown of each running job at
time ¢ as the ratio between the elapsed time since the job started and the job execu-
tion time on a reference static MR-cluster (only for this policy, assumed known at
the start of the job in the MR-cluster). We consider the weights of the MR-clusters
to be all equal and positive at time ¢ = 0. The weight of the MR-cluster ¢ at time
t > 0 1is set to the average job slowdown of all jobs s; which are waiting in the
queue.

2. Job Throughput (JT). The JT policy considers the performance of MR-cluster 7 at
time ¢ to be the ratio ¢; between the number of jobs completed and the total number
of jobs waiting in the queue. The weight is, then:

pi(t) = a~%® (3.6)

where a > 1 is a constant (we set a = 2). The share of an MR-cluster ¢ is entitled to
increases inversely proportional with the measured throughput from C'/a (¢; — 1)
to C (¢; — 0).

3. Task Throughput (TT). The TT policy is similar to the JT policy. The TT policy
uses a throughput computed as the ratio between the number of tasks completed
and the total number of tasks waiting in the queue. Equation (3.6) still holds, with
the ratio ¢; now referring to tasks instead of jobs.

We compare our policies with two baselines, NoPolicy (None) and EqualShares (EQ).
The former makes the MR-clusters run permanently on their minimum shares. For the
latter, the available resources are always equally divided between the active MR-clusters.

3.4 Experimental Setup

In this section we present the experimental setup for assessing the performance of sev-
eral aspects of system operation (Section 3.5) and of the full FAWKES mechanism for
balancing resources across MR-clusters (Section 3.6). The main differences between
our and previous experimental setup are the use of a comprehensive set of representative
MapReduce applications (including a real, complex workflow), the design of five work-
loads (including several unfavorable cases), and the use of a multicluster testbed (only in
one experiment). The total time used for experimentation exceeded 3 real months and
over 60,000 hours system time.
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Table 3.1: A summary of the MapReduce applications used in our experiments.

Job Type Data Input | Output
Wordcount compute Random | 200 GB | 5.5 MB
Sort disk Random | 200 GB | 200 GB
PageRank compute Random | 50GB | 1.5 MB
KMeans compute, disk | Random 70 GB 72 GB
TrackerOverTime compute BitTorrent | 100 GB | 3.9 MB
ActiveHashes disk, compute | BitTorrent | 100 GB | 90 KB

3.4.1 Clusters

We run experiments on the Dutch six-cluster wide-area computer system DAS (fourth
generation) [118]. The system has in total roughly 200 dual-quad-core compute nodes
with 24 GB memory per node and 150 TB total storage, connected within the clusters
through 1 Gigabit Ethernet (GbE) and 20 Gbps QDR InfiniBand (IB) networks. The
compute nodes from different clusters communicate over dedicated 10 Gbps light paths
provided by Surfnet. The largest cluster in terms of the number of nodes, situated at the
VU Amsterdam, has roughly 70 nodes divided into 4 racks. The GbE interconnect is
based on two 48-ports 1 GbE switches (symmetric, backplane cabled). The IB network
is enabled by six 36-ports InfiniBand switches, organized in a fat tree, with 4 access
switches, 2 at root. This architecture, which is useful for both data processing and high-
performance computing, currently services about 300 scientists.

In our experiments we restrict ourselves to well-connected datacenters and we use a
standard setup of Hadoop (version 1.0.0) over InfiniBand. We configure the HDFS on a
virtual disk device (with RAID O software) that runs over 2 physical devices with 2 TB
storage in total per node. The data are stored in the HDFS in blocks of 128 MB with a
default replication factor of 3. With 8 cores per node enabled (no hyperthreading), we
configure the TaskTrackers with 6 map slots and 2 reduce slots.

Real-world experimentation was greatly facilitated by the DAS system. However, as
the system is shared between many users, we also encountered practical restrictions. We
have completed the set of micro-experiments presented in Section 3.5 reserving 20 up to
30 nodes for a week. As we explore a large design space experimentally, we summarize
for the large experiments in Section 3.6 only results from single executions. It took more
than 2 months to complete the macro-experiments we have designed in this chapter.

3.4.2 MapReduce Applications

The choice of MapReduce applications is crucial for a meaningful experimental evalua-
tion. We use both simple, synthetic applications from a popular MapReduce benchmark,
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HiBench [64] and a complex, real MapReduce-based logical workflow, BTWorld [61,
137]. Table 3.1 gives a high-level summary of these MapReduce applications, which we
extend with a detailed description in this section.

HiBench includes a suite of simple synthetic benchmarks for data transformation, web
search, and machine learning, along with automatic tools for data generation:

1. Wordcount (WT) counts the number of occurrences of each word in a given set of
input files. The map tasks simply emit key-value pairs with the partial counts of
each word, and the reduce tasks aggregate these counts into the final sum. Word-
count is mostly compute-intensive and shuffles a small number of bytes from map
to reduce tasks.

2. Sort (ST) is a disk-intensive application in which the identity function stands as
both map and reduce functions and the actual sorting is executed while the data is
shuffled from map to reduce tasks.

3. PageRank (PR) is a link analysis algorithm widely used in web search engines to
calculate the ranks of the web pages based on the number of reference links. The
MapReduce implementation of the workload consists of three compute-intensive
jobs which iteratively compute the ranking scores of all pages.

4. KMeans (KM) is a data mining clustering algorithm for multi-dimensional numer-
ical samples. The workload employs two MapReduce jobs which resemble the
characteristics of Wordcount and Sort. The former is mostly compute-intensive and
iteratively computes the centroid of each cluster, thus swallowing a large fraction
of the input. The latter is disk-intensive and reorders the data by assigning each
sample to a cluster.

BTWorld is a complex, real-world MapReduce-based logical workflow for processing
the data collected periodically over many years from the global-scale peer-to-peer system
BitTorrent [137]. The dataset contains per tracker statistics (scrapes) stored in a multi-
column layout which includes the identifier for the BitTorrent content (hash), the URL
of the BitTorrent tracker (tracker), the time when the status information was logged
(timestamp), the number of users having the full and part of the content (seeders and
leechers), and the number of downloads at the moment of sampling (downloads).

A MapReduce-based workflow which currently consists of 14 high-level queries ex-
pressed in Pig Latin processes data and leads to understand the evolution over time of
the global BitTorrent system. The queries expressed in this MapReduce workflow cover
a broad range of SQL-like operators (e.g., join, aggregation, filtering, projection), break
down into more than 20 MapReduce jobs, and exhibit three levels of data dependency:
inter-query (when the input of the query needs to be generated by another query), inter-
job (when a query is divided into several MapReduce jobs), and intra-job (between map
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Figure 3.2: The runtime performance of the jobs in HiBench and BTWorld on a 10-node
static MR-cluster used as reference for the job slowdowns.
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and reduce tasks). The workflow combines both compute and disk intensive jobs with
small (107%) and high (10?) job selectivities, where job selectivity is defined as the ra-
tio between the output and input sizes. Thus, this real workflow is very challenging for
MapReduce-based data processing.

In our experiments we use not only the complete workflow, but also two single queries
individually:

1. TrackerOverTime (TT) groups the input dataset by tracker, sorts it by timestamp
field, and applies different aggregation functions (e.g., count, avg, sum) on the re-
maining fields of the records. The query translates into a single, compute-intensive
map-heavy job, and its output is 5 orders of magnitude smaller than the dataset size.

2. ActiveHashes (AH) determines the number of active hashes in the system at every
moment of time. The query is split in two MapReduce jobs, one disk-intensive
with high (1) selectivity, and the other compute-intensive with very small (10~°)
selectivity. The first job emits all distinct hash and timestamp pairs to a second job,
which further counts the number of unique hashes at every moment of time.

3.4.3 MapReduce Workloads

We consider workloads that cover many aspects (e.g., job types, data sizes, submission
patterns) identified in synthetic benchmarks, production clusters, and BTWorld [23, 64].
To this end, we design three categories of workloads, based on which we generate 19
different workloads which we use in our micro- and macro-experiments:

1. Single job - Single size (SS). The SS workloads contain a number of identical syn-
thetic or real-world jobs presented in Table 3.1. We use 6 such workloads of size one
(one job) with fixed input data sizes (see Table 3.1) in Section 3.5. In Sections 3.6.1
and 3.6.2 we use SS workloads with 50 and 100 jobs, respectively, in which we
employ the same submission pattern with all jobs submitted at once (batch), which
is also used in many synthetic benchmarks.

2. Multiple jobs - Single size (MS). The MS workloads combine several types of
jobs (e.g., WT and ST) with the following input data sizes: 1 GB (small), 50 GB
(medium), and 100 GB (large). We generate 3 workloads of this type based on WT
and ST (Section 3.6.3, where we also describe the job arrival process) which have
hundreds of small jobs.

3. Multiple jobs - Multiple sizes (MM). The MM workloads combine several job types
with different input data sizes which are summarized in Figure 3.2. The jobs in
HiBench (e.g., WT and ST) have the same input sizes as in the MS workloads.
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BTWorld employs 26 jobs with 13 distinct input sizes. We use three instances of
this type of workloads in which small jobs prevail (Section 3.6.3, including the
arrival process).

Given the high imbalance between the workloads we use, the discrimination threshold
does not have a significant impact, thus we set 7 to a small value (10 in our experiments).
In our workloads, most of the jobs take between 1 and 4 minutes to complete (Figure 3.2)
and a couple of them arrive every minute. Thus, we set the weight update interval 7" to a
value in the order of a few minutes (1 or 2 minutes in our experiments).

We design the evaluation of FAWKES in two steps. First, we design four micro-
experiments using SS workloads to assess different aspects of system operation (see Sec-
tion 3.5). Then we design five macro-experiments using instances of all types of work-
loads to assess the performance of FAWKES. Towards this end, we combine highly im-
balanced workloads to create extreme conditions of variable load across distinct MR-
clusters (Section 3.6).

3.5 Micro-Experiments

In this section we present the results of four experiments that each address a separate as-

pect of the performance of single MR-clusters. We investigate the performance of several
MapReduce applications in single MR-clusters with different configurations with respect
to the types of nodes (Section 3.5.1) and whether a single or multiple physical clusters
are used (Section 3.5.2), and we assess the performance of growing (Section 3.5.3) and
shrinking (Section 3.5.4) single MR-clusters at runtime. We measure the overhead of
these configurations relative to a static MR-cluster with only core nodes. For all jobs in
the micro-experiments we use the input dataset sizes defined in Table 3.1.

3.5.1 Node Types

We assess the impact on the runtimes of jobs of using the three types of MR-cluster
nodes presented in our system model in Section 3.2. In our previous work [45], we have
found that the execution time of disk-intensive jobs increases with the ratio between tran-
sient and core nodes, while the performance of compute-intensive jobs is independent
of the types of nodes.

Using transient-core nodes instead of transient nodes reduces the overhead for disk-
intensive jobs considerably (Figure 3.3(a)). We set up static 20-node MR-clusters with
only core nodes and with equal numbers of core and transient/transient-core nodes. In
the former configuration, the input dataset is distributed across all nodes of the MR-
cluster, while in the latter two configurations, the input dataset is distributed on 50%
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of the MR-cluster nodes. Figure 3.3(a) shows that with transient-core nodes instead of
transient nodes, the overhead for disk-intensive jobs relative to the job execution on only
core nodes is much smaller. In particular, Sort shows a significant improvement, decreas-
ing the overhead from 40% with transient nodes to 23% with transient-core nodes, as
do KMeans and ActiveHashes.

In our model, dynamically provisioning MR-clusters by means of a grow-shrink mech-
anism at runtime comes at the expense of poor data locality, as the tasks executed on tran-
sient or transient-core nodes need to transfer their input across the network. Nevertheless,
we have shown here, at least in a cluster with a high-bandwidth network, that the impact
of running non-local tasks can be limited by using transient-core nodes.

3.5.2 Multicluster Deployment

In this section we assess the impact on job execution time of deploying single MR-clusters
by co-allocating resources from different physical clusters in our multicluster system with
high-speed wide-area connections. Previous work [36] has shown that co-allocation of
parallel applications in multicluster systems is beneficial because of reduced job wait
times if the overhead due to the slower wide-area communication is less than 25%.
MapReduce jobs can run with low to moderate overhead in co-allocated MR-clusters
over a high-speed interconnect (Figure 3.3(b)). We set up 20-node static MR-clusters,
with nodes co-allocated evenly from two physical clusters located at two universities in
Amsterdam. Figure 3.3(b) shows that most of the applications exhibit low overhead when
they run on co-allocated MR-clusters. For the complete BTWorld workflow and Sort,
which are mostly composed by disk-intensive jobs, a co-allocated MR-cluster increases
their execution times by less than 20% relative to the single physical cluster deployment.
Although we have shown here that MR-clusters may be provisioned with co-allocated
resources, we design the remaining experiments within a single physical cluster.

3.5.3 Growing MR-clusters

We measure the speedup of single jobs when the MR-cluster grows with different fractions
of transient-core or transient nodes before the job starts. The conveniently parallel layout
of MapReduce applications [31] with only a single predetermined synchronization point
between the map and reduce phases, in principle makes them malleable applications [40]
that can benefit from dynamic resource provisioning at runtime [25].

The execution time of MapReduce jobs can be improved with a growing mechanism
at runtime by relaxing the data locality constraints. We set up dynamic MR-clusters
with 20 core nodes which we extend at runtime with different fractions of transient
or transient-core nodes.
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Despite the lack of data locality, transient (TR) nodes show good performance with
one exception. For Sort, which is a highly disk-intensive job, large fractions of TR nodes
increase the contention on the physical disks of the core nodes (Figure 3.4(b)), thus lim-
iting the speedup. With the relaxed data locality model of the transient-core (TC) nodes,
jobs may write the data they generate on their local storage. This explains the linear in-
crease of the applications speedups with the number of transient-core nodes (Figure 3.4).
The supra-linear speedup of PageRank is an anomaly due to the nondeterministic con-
vergence of the iterative MapReduce jobs.

We can improve the performance of a broad range of MapReduce applications by re-
laxing the data locality model. Moreover, even in more extreme cases of no locality, tran-
sient nodes show good performance for applications that generate small amounts of data.

3.5.4 Shrinking MR-clusters

In this section we investigate the overhead of reorganizing the data within HDFS (Fig-
ure 3.5(a)) and the job slowdown when different fractions of transient-core nodes are
removed from the MR-cluster at the moment the job starts running (Figure 3.5(b), 3.5(c)).
Although in practice the transient-core nodes store less data than the core nodes, we as-
sume in this micro-experiment a worst-case scenario in which both types of nodes store
the same amounts of data.

When resizing an MR-cluster to 50% of its size, the time overhead of reorganizing
the data in HDFS increases linearly with the number of nodes removed. We set up MR-
clusters with different numbers of core and transient-core nodes. The former represent
20% of the cluster size and each node of the cluster stores 10 GB of data. There are no
running jobs while the MR-clusters are resized.

We find the average per-node removing time is constant when the MR-cluster is
shrunk with up to 50% of its total size, and increases exponentially for larger fractions of
transient-core nodes removed, as more data are replicated on fewer nodes (Figure 3.5(a)).

When shrinking an MR-cluster at runtime, the job runtime is determined by the total
size of the replicated data. We set up 20-node MR-clusters with 10 core nodes which we
shrink at runtime by different fractions of transient-core nodes. Figures 3.5(b) and 3.5(c)
show that shrinking MapReduce applications at runtime increases the job slowdown lin-
early with the number of transient-core nodes removed. However, we observe that less
compute-intensive jobs (e.g., ST and WT), which run on 200 GB, have higher slowdown
than more computational intensive jobs (e.g., TT, PR), which run on less than 100 GB.

As MapReduce is usually employed for data-intensive applications, it is important to
reduce the overhead of data replication by limiting the frequency of MR-cluster reconfig-
urations and by removing nodes with smaller data volumes.
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Table 3.2: The design space coverage of the macro-experiments presented in Section 3.6. For each experiment, the table sum-
marizes the provisioning policy (node type and weighting policy) employed by the resource manager, and the workload instances

(application type and job types, sizes, and arrival pattern) submitted to three concurrent MR-clusters.

Job Types Job Arrivals
Sec. | WKkId. | Nodes | Weight Apps. [ 7 Co 7 Cs i | G Cs
3.6.1 A TR D WT 50 x small batch
362 B all TD WT 90 x small | 5 x medium 5 x large batch
o C all TD ST 90 x small | 5 x medium 5 x large batch
3.6.3 D TC all WT, ST 165 x small 188 x all 555 x small | average bursty average
o E TC TD WT, ST, BT 359 x all 26 x all 559 x small | average | sequential | average
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3.6 Macro-Experiments

In this section we evaluate FAWKES’s resource provisioning and balancing mechanisms.
Towards this end, we design a comprehensive set of scenarios, summarized in Table 3.2
w.r.t. to both system operation (e.g., nodes and weights) and experiment instrumenta-
tion (e.g., applications and workloads). We show how FAWKES effectively provisions
newly arriving MR-clusters (Section 3.6.1) and achieves good balancing when the work-
loads are imbalanced (Section 3.6.2). Moreover, even under extreme imbalance and unfa-
vorable conditions, we show evidence of up to 25% improvement of average job slow-
down (Section 3.6.3).

3.6.1 Arriving MR-clusters

In this section we show how FAWKES balances idle resources across the active MR-
clusters and gracefully shrinks them to make space for new MR-cluster deployments.
FAWKES effectively uses its grow and shrink mechanisms to dynamically provision
multiple arriving MR-clusters. Given 60 resources, FAWKES receives requests for 3 MR-
clusters, at intervals of 100 seconds. All MR-clusters store 50 GB of data on their min-
imum shares of 10 core nodes. FAWKES uses transient (TR) nodes and employs the JD
weighting policy (see Section 3.3.2). The weights are updated every 7" = 60 s. We com-
bine 3 instances of the SS workload (see Section 3.4.3) into workload A (see Table 3.2).
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Figure 3.7: The queue sizes of three MR-clusters running workloads B and C (Table 3.2)
for the baselines.

In Figure 3.6 FAWKES initially provisions 10 core nodes to C';. While (' loads its
data, C'; arrives and receives 10 core nodes from remaining 50 idle resources (point ;).
MR-cluster (] starts running jobs when C}, is still loading the data. Thus, all 40 remaining
resources are allocated to C (point t5). Later, MR-cluster ] is successively shrunk to
make space for C5 (point ¢3) and to allow the share of C5 to grow (point ¢4). When both
(', and (), finish their workloads, C's grows to the full capacity of the system (point ¢5).

With a static partitioning approach, when the system is fully utilized, requests for new
MR-clusters need to wait for active MR-clusters to complete their workloads and release
the resources. Dynamic provisioning allows new MR-clusters to be deployed even when
the active MR-clusters use the entire system capacity.

3.6.2 Growing and Shrinking MR-clusters

In this section we show the impact of the type of nodes (transient or transient-core) and
the type of workload on FAWKES’s balancing mechanism.
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Figure 3.8: The queue and cluster sizes of three MR-clusters running workloads B and C
(Table 3.2) for different growing and weighting types.
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Figure 3.9: Arrival processes (numbers of submissions per 2-minute intervals) for the two
highly imbalanced workloads D and E (see Table 3.2).

FAWKES is able to balance the allocations for disk-intensive workloads with TC grow-
ing and DP shrinking, but fails to do so when using TR growing and FP shrinking (all
defined in Section 3.3.2).

We consider 60 resources in total used by FAWKES to deploy simultaneously 3 con-
current MR-clusters with 10 core nodes. We submit workloads B and C which differ
by the growing (TC or TR) and the application (WT or ST) type (see Table 3.2). The
weights are updated every 7" = 60 s. In Figures 3.7 and 3.8, we show the queue sizes
of the three MR-clusters over time for None, EQ and TD policies (all defined in Sec-
tion 3.3.3). Apparently, neither the queue size nor the makespan of MR-cluster C'; with
small jobs is affected by growing or shrinking. Whereas FAWKES balances the medium
and large WT workloads with both TR and TC nodes (MR-clusters C5 and Cj5 in Fig-
ures 3.8(a) and 3.8(¢c)), the mechanism is not effective for ST-based workloads with TR
nodes (MR-cluster C'5 in Figure 3.8(b)). For the latter scenario, the data volumes shuffled
by the large ST jobs (MR-cluster C'3) increase the execution overhead as we have shown
in Section 3.5. With TC growing, FAWKES balances the allocations even for highly disk-
intensive workloads (MR-clusters C5 and C5 in Figure 3.8(d)).

Without the dynamic growing and shrinking, the resources released once an MR-
cluster executes its workload remain idle. Instead, FAWKES allocates the unused capacity
to provision the active MR-clusters according to their weights, thus reducing the im-
balance and the makespan.

3.6.3 Weighting MR-clusters

In this section we assess the balancing properties of FAWKES in two scenarios with three
MR-clusters running extremely imbalanced workloads.
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Figure 3.10: The minimum, the maximum, and the median of the average job slowdowns
of three MR-clusters with workload D for all weighting policies.

FAWKES balances the allocations to workloads even in very unfavorable situations. In
both scenarios, we reserve 48 resources to deploy simultaneously three MR-clusters with
10 core nodes and 200 GB of data each. FAWKES updates the weights of the MR-clusters
every I' = 120 s and provisions them with TC nodes. The two scenarios we analyze
use workloads D and E (Table 3.2) with the arrival processes depicted in Figure 3.9.
Workload D mixes WT and ST jobs in two MS instances submitted to C'; and C'3 and one
MM instance submitted to C5 and has bursts with large jobs in cluster C5. Workload E
submits the complete BTWorld workflow to C'y as an MM instance and mixes WT and ST
jobs submitted to C'; and C's as MM and MS instances, respectively, with C's permanently
having a much higher load than C} and C5. Both workloads are imbalanced, with the
ratio between the average number of tasks executed in the clusters with the highest and
lowest loads being 3 and 8, respectively.

In Figure 3.10 we compare in the first scenario the weighting policies w.r.t. the average
job slowdown measured for each MR-cluster running workload D. For the demand-based
policies (JD, DD, TD), the finer the granularity of calculating the queue sizes (number of
tasks with TD) is, the more balanced the workloads of the MR-clusters are (25% improve-
ment of job slowdown compared with None). FAWKES achieves the best improvement
of the average job slowdown of 25% with the TD policy. Furthermore, we observe that
FAWKES reduces the average job slowdown in the most loaded cluster (C) without signif-
icant impact on the performance of the low demand clusters (C; and C's). From the usage-
based policies (PU, DU, RU), only PU performs reasonably well. RU (¢» = 0.5) and its
derivative DU (¢ = 0) are not effective because of some small jobs which generate large
amounts of data, yet are completed relatively fast (see ST in Figure 3.2(a)). Counterintu-
itively, the performance-based policies (JS, JT, TT) do not outperform the demand-based
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Figure 3.11: The performance of TD weighting for workloads D and E.
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policies. The reason is that in workload D, small WT and ST jobs, which have the same
runtimes (see Figure 3.2), prevail. Therefore, the weights assigned with the performance-
based policies are similar and do not reflect the actual imbalance between the workloads.

Figure 3.11 shows the queue and cluster sizes with the weighting policy that performs
best in the first scenario, TD, and the EQ baseline, for scenario 1 and 2, respectively.
FAWKES makes 16 and 5 reconfigurations (excluding MR-cluster deployments and deal-
locations) in the two scenarios, see Figure 3.11(e) and 3.11(f). For workload D we notice
that MR-clusters are reconfigured when bursts of large jobs arrive at C; or many small
jobs are submitted to C3. For workload E the most loaded MR-cluster (C') acquires most
of the system resources, thus reducing the overall makespan of the experiment. In both
cases, FAWKES is as effective as it can be because it moves (almost) all resources that
it can move to the cluster with the highest load (Cs in scenario 1 and (' in scenario 2),
almost always leaving the other clusters at their minimum shares.

3.7 Related Work

In this section we summarize the related work from four aspects: resource sharing mech-
anisms for multicluster environments, malleability of parallel applications, cluster sizing
problems, and fair-sharing provisioning policies.

To simplify cluster programming, a diverse array of specific frameworks for big data
processing has been developed. Having multiple such frameworks within the same clus-
ter or datacenter infrastructure requires a high-level resource management layer. Closest
to our work are Yarn [127], Mesos [63], and KOALA [85], all having the same design
goal of sharing resources between multiple cluster computing frameworks. Yarn consid-
ers the resource requests received from the applications, the resource availability, and the
internal scheduling policies to dynamically allocate resources to different frameworks.
Heavy users or large jobs are prevented from monopolizing the cluster through system
partitioning which can be employed with the Capacity [11] and FAIR schedulers [144].
Mesos takes a different approach to resource allocation by delegating the scheduling de-
cisions to the frameworks, rather than to individual applications. To reduce the overhead
of the distributed scheduling, Mesos allows frameworks to specify through filters which
are the resources they will never accept. KOALA is a resource manager that co-allocates
processors, possibly from multiple clusters, to various HPC applications and to isolated
MapReduce [45] frameworks. When resources are available, each framework may receive
additional resources from KOALA, but it is their decision to accept or reject them.

FAWKES is fundamentally different from Yarn and Mesos. While the latter target
near-optimal data locality, FAWKES achieves performance isolation and balanced resource
allocations by relaxing the strict data locality assumptions through a fast and reliable
grow and shrink mechanism. Instead of the request and offer-based approaches, FAWKES
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controls the scheduling by observing the jobs submitted within each framework. Although
the FAWKES mechanism can be incorporated into KOALA, we are currently maintaining
and using it as a standalone research prototype.

To improve resource utilization, jobs that can be executed on a variable number of
processors have emerged. When the number of processors assigned to a job can be in-
creased or decreased by the scheduler at runtime, the job is called malleable [20, 40].
There are two ways to enable job malleability in parallel applications, either by creat-
ing a large number of threads equal to the cluster capacity, coupled with a multiplexing
mechanism, or by inserting application specific code at synchronization points to reparti-
tion the data when the allocation changes. The poor performance of the former approach
and the additional coding effort of the latter have limited the popularity of exploiting
the job malleability for (tightly coupled) parallel applications. However, certain paral-
lel applications based on the master-slave programming model, in which processors are
required to execute relatively small and independent units of computations from a cen-
tral scheduler (e.g., MapReduce [31]), can use malleability relatively easy. Moreover,
MapReduce applications can be accelerated by using Amazon’s spot instances, despite
their variable and unknown lifetime [25].

Novel in this chapter, instead of dynamically changing the allocations of single jobs [20],
we exploit malleability of sets of MapReduce jobs, by growing and shrinking the frame-
work itself. To do so, we propose a data-oriented mechanism in order to gracefully re-
move nodes from MapReduce frameworks at runtime. Towards this goal, we relax the
traditional data locality constraints and we provision the MapReduce frameworks with
temporary nodes that retrieve their input data for the tasks they run from core nodes.

Cluster sizing problems are notoriously difficult because of the large parameter space
related to the number of resources, the type of resources, and the job configuration. Green-
Hadoop [49] is mainly powered by a solar energy source and uses the electrical grid only
as backup. The scheduler minimizes the consumption of electrical energy by allowing
MapReduce jobs to use more resources when green energy is available and less resources
during peaks of electrical energy costs. Elastizer [62] provides an offline automated tech-
nique to solve cluster sizing problems using job profiles and simulations to search through
the parameter space. Datacenters may benefit from a dynamic right-sizing mechanism
that limits the number of active servers during periods of low load. Towards this end,
optimization-based models and corresponding online algorithms for capacity provision-
ing in power proportional datacenters have been proposed and analyzed in [80, 133].

Although we do not optimize for energy consumption, we investigate a similar prob-
lem of dynamic right-sizing a MapReduce cluster, but in a different setting. FAWKES
attempts to find the fair share of each MapReduce cluster relative to the service levels
of other concurrent clusters.
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Fair-sharing algorithms have been explored in networking and operating systems do-
mains for decades (see [144] and references therein). Datacenter schedulers like FAIR [144]
and Quincy [69] provide fairness for a single resource type by maximizing the minimum
allocation (max-min fairness) received by each user in the system. To provide fairness
in more general settings in which jobs may have heterogeneous requirements and hard
placement constraints, the max-min fairness model has been extended to support multi-
ple resource types [47] and to satisfy users constraints [48]. Pisces [106] is a datacenter
scheduler that isolates the performance of multiple users of a shared key-value storage and
provides max-min fairness. Pisces employs weighted fair-sharing and combines com-
plementary mechanisms (partition placement, weight allocations, replica selection, and
weighted fair queuing) which operate on per-application requests. A general framework
that enables weighted proportional allocations for user differentiation is analyzed from
a theoretical perspective in [88].

Unlike the former schedulers, FAWKES operates at the framework level, maintains
a global view of the system by observing the jobs during their lifetime, and assigns to
each framework a dynamically changing weight. In this chapter we propose three el-
ements to differentiate MapReduce frameworks at runtime, viz. based on demand, on
usage, and on performance.

3.8 Conclusion

Isolating the performance of multiple time-varying MapReduce workloads is an attrac-
tive yet challenging target for many organizations with large-scale data processing in-
frastructures. Towards this end, we have presented FAWKES, a mechanism for balanc-
ing the allocations of multiple MapReduce instances such that they experience similar
service levels. FAWKES is based on the MR-cluster, a new abstraction for deploying
MapReduce instances on physical resources which assumes the usual data locality con-
straints for a set of core nodes, but relaxes these constraints for nodes outside the core.
For the fair-sharing problem, FAWKES employs weighted proportional allocations. The
specific provisioning policies assign dynamic weights to different MR-clusters that take
into account their dynamic load conditions.

In this chapter we have taken an experimental approach to provisioning multiple MR-
clusters in a datacenter or multicluster system. With our micro-experiments we have
found that a relaxed data locality model has a limited impact on the application perfor-
mance. Furthermore, our macro-experiments have showed that FAWKES delivers good
performance and balanced resource allocations, even in unfavorable conditions of highly
imbalanced workloads.
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Chapter 4

Size-based Resource Allocation in
MapReduce Frameworks

4.1 Introduction

Data-processing frameworks such as MapReduce that can be used for large-scale ana-
lytics and small interactive queries may face workloads of jobs with heavy-tailed pro-
cessing requirement distributions. As has been abundantly clear both from theoretical
analysis of queueing systems [55, 56] and from experience with actual deployments of
MapReduce and other frameworks [116, 144], such workloads usually lead to job slow-
downs of small jobs that are at least an order of magnitude larger than those of long jobs,
which may be intolerable to users. In this chapter we present the design and analysis
of TYREX!, a MapReduce scheduler that aims at reducing the slowdown variability in
workloads with many short jobs.

Despite the plethora of performance related studies of data-intensive workloads, state-
of-the-art MapReduce schedulers still lead to high slowdown variability. In our experience
with processing monitoring data from the BitTorrent global network using a MapReduce-
based logical workflow [61], we have found that 15% of the jobs account for 80% of
the total load, and that 65% of the jobs complete in a minute. Similarly, several studies
on the performance of modern production clusters in commercial companies like Google
and Facebook [23,73,97] report heavy-tailed workloads with highly variable runtimes.
Allowing such workloads to run in non-isolated environments and to greedily share the
system resources severely impacts the performance of short jobs as they experience long
delays due to large jobs ahead of them.

In Figure 4.1 we illustrate the scheduling model employed by the TYREX scheduler.
TYREX uses resource partitioning and work-conserving job migration across these par-

!Inspired by the dinosaur Tyrannosaurus rex, known for its long, heavy tail.
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Figure 4.1: Schematic overview of the queueing model employed by TYREX with re-
source partitioning and timers for migrating jobs.

titions as its two main principles. A common way of partitioning the resources of a
datacenter is to allocate disjoint sets of machines to multiple instances of the MapReduce
framework [46]. However, this scheduling model is not attractive for jobs that are moved
across partitions but still require access to the same data, as the cost of replicating the data
across partitions may be prohibitive. Instead, TYREX operates within a single MapReduce
framework so that jobs running in any partition may read data stored on any machine.

For isolating the sets of jobs with processing requirements (their sizes) in different
ranges, TYREX imposes runtime limits (timers) with increasing values which limit the
amounts of processing time jobs may receive in the partitions—jobs that exceed the timer
of one partition are migrated to the next, retaining the work they have already completed.
As fixed timers are difficult to configure because they require trial executions of every
new workload to find their optimal values, we propose a method to dynamically adapt
the timers based on statistical properties of the job size distribution. These are the main
principles behind TYREX, a scheduler that is biased towards short jobs and that reduces
the variability of the job slowdown significantly when compared to standard MapReduce
schedulers like FIFO and FAIR.

TYREX is inspired by the TAGS policy [55], but there are a few important differ-
ences. First, as MapReduce frameworks are usually deployed in datacenters, TYREX
has to divide the framework capacity across the partitions, rather than having predeter-
mined single-server partitions as in TAGS. Secondly, MapReduce jobs are conveniently
parallel jobs that only require synchronization between the map and reduce phases, which
makes them malleable or elastic with the opportunity to run multiple jobs simultaneously
as opposed to the rigid job model supported by the FIFO servers in TAGS. Finally, having
a shared underlying distributed filesystem for all partitions of a MapReduce framework,
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TYREX enables a work-conserving mechanism for moving a job from one partition to the
next without losing the intermediate results, as happens with TAGS.
In this chapter we make the following contributions:

1. We design TYREX, a datacenter MapReduce job scheduler that places jobs across
multiple partitions of a single MapReduce framework in order to isolate the sets of
jobs of very different sizes. TYREX assumes no prior job size information and
moves jobs across system partitions without losing their completed work (Sec-
tions 4.4.1 and 4.4.2).

2. We incorporate in TYREX two policies to migrate jobs across partitions that are
differentiated by the type of timer they use in partitions, which may be fixed or
dynamic. To adapt the timers dynamically, we propose a statistical technique to
identify jobs that are likely to monopolize a given partition for a long time (Sec-
tions 4.4.3 and 4.4.4).

3. With a set of experiments in a real multicluster system, we evaluate TYREX relative
to standard MapReduce schedulers and assess the impact of different aspects of its
operation on the job slowdown variability. We show that our scheduler delivers
very low slowdown variability without a large impact on the median slowdown for
several representative MapReduce workloads (Sections 4.5 and 4.6).

4.2 Problem Statement

In this section we explain the problem of job slowdown variability in MapReduce work-
loads and we formulate the goals of our scheduler. To capture the delay sensitivity of
jobs of different sizes, we consider the job slowdown as a metric, defined for a job as
the ratio of its response time and its wall-clock time in an empty system — when a fixed
set of resources (in our case, the entire capacity of the system) are allocated to it. To
formulate the goal of our scheduler, let F' be the cumulative distribution function of the
job slowdown when executing a certain workload. We define the job slowdown vari-
ability at the ¢'"* percentile, denoted by V(q), as the ¢'" percentile of F' normalized by
the median job slowdown, that is:

F~(q)

Vi(q) = F1(50) 4.1)

We call Vr(95) the overall job slowdown variability of the workload. Our target is to
minimize both the median job slowdown and the overall job slowdown variability of
MapReduce workloads.
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We consider job slowdown as a more fundamental metric than response time, and
the problem of large job slowdowns as a more fundamental problem than large response
times. The latter are continuously being improved by better hardware, leading to higher
speedups of applications and faster data transfers. In contrast, even though there may be
shifts in the balance of the speeds and capacities of computer systems hardware, (large)
job slowdowns will continue to exist in systems with contention for resources.

Many MapReduce clusters execute workloads that are often characterized by heavy-
tailed processing requirement distributions [23,73]. These workloads contain jobs with
the amount of data to be processed or the sum of the execution times of all tasks of a job,
that may vary by several orders of magnitude. In systems with such workloads, the small
jobs suffer because they may be delayed for a relatively very long time due to long jobs
ahead of them [144]. Nevertheless, the users of clusters or datacenters may expect their
jobs to be delayed proportionally to their processing requirements.

In this chapter we will generalize the TAGS policy to scheduling MapReduce work-
loads with heavy-tailed job-size distributions running in partitioned datacenters with each
partition having a runtime limit. We will show that this way of scheduling MapReduce
jobs outperforms FAIR, the most popular MapReduce scheduler, with respect to both the
median slowdown and the slowdown variability for a broad range of job size distributions.

4.3 Size-based Scheduling

In this section we present an overview of the main scheduling disciplines that optimize
the mean response time or the mean job slowdown in both single-server and distributed-
server systems. In Table 4.1, we show the main characteristics of several policies which
have been investigated in the past. In single-server systems, policies that are biased to-
wards short jobs, also known as SMART policies [136], are to be preferred as they prevent
short jobs from experiencing long delays. The fundamental idea behind these policies is
to prioritize short jobs over longer ones like Preemptive-Shortest-Job First (PSJF [135])
and Shortest-Remaining-Processing-Time (SRPT [59]). Although SRPT is optimal with
respect to mean response time, the policy is rarely used in practice as it may lead to star-
vation of long jobs in order to help the short ones [56]. Another reason for the limited
popularity of SRPT is that its effectiveness relies on preemption, which is difficult to im-
plement for long jobs that can easily overflow the memory [57]. Instead, in supercomput-
ers where jobs may be served by multiple hosts, size-based partitioning is often employed
to isolate the performance of jobs with very unbalanced processing requirements [26].
When the job size distribution and the individual sizes of (rigid) jobs are known, the
servers of a distributed-server system using the FIFO policy can be configured to serve
each only the jobs whose sizes are in a specific range (the Size Interval Task Assignment
policy — SITA [56]). It can be shown that when the size ranges are chosen in such a way
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Table 4.1: A policy framework for optimizing job slowdown in different system models.

Policy System Job-size | Preempt | Waste | Utilization
PSJF [135] | single-server known yes none best
SRPT [59] | single-server | known yes none best
SITA [57] | distr. servers known no high worst
TAGS [55] | distr. servers | unknown no high worst
FAIR [12] datacenter unknown yes low high

TYREX datacenter | unknown yes none high

that all servers have the same load, the SITA policy is optimal in terms of the average job
slowdown if the job-size distribution is heavy-tailed. The intuition behind this result is
that in SITA, the job-size variability of each server is very much reduced. The SITA policy
can be generalized for unknown job sizes through a simple yet very efficient technique
that guesses the job sizes by killing them when they exceed the maximum runtime of
a server and restarting them on the server with the next higher runtime range (the Task
Assignment based on Guessing Sizes (TAGS) policy [55]). Traditionally, these have been
successfully implemented in distributed-server systems, but they have not been used so
far in clusters or datacenters for fear that they may lead to system fragmentation and
underutilization of resources.

4.4 'The Tyrex Scheduler

In this section we present a scheduling model to reduce the job slowdown variability
in MapReduce frameworks. Our scheduler, TYREX, assumes no prior knowledge about
the jobs, divides the MapReduce framework computing capacity in disjoint partitions,
and migrates jobs across those partitions. We propose two policies, STATICTAGS and
DYNAMICTAGS, used by TYREX to confine jobs with similar processing requirements
to separate partitions.

4.4.1 Design Considerations

TYREX resembles the structure of the TAGS policy, but there are three key elements in
which it is different. First, TAGS was designed for a distributed-server model in which
each host is a single multi-processor machine that can only serve one job at a time. In
contrast, TYREX targets a datacenter environment in which the system capacity is divided
across partitions with many resources. As a result, instead of only having the timers as
parameters as in TAGS, in our model we also have the partition capacities as parameters.
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Figure 4.2: The fine-grained resource partitioning employed by TYREX with CPU slots
allocated across three partitions.

Secondly, TAGS assumes simple, rigid (sequential or parallel) non-preemptive jobs
that may only run on a single host until completion. In contrast, our (MapReduce) job
model is more complex as there are intra-job data precedence constraints (map before
reduce) and data locality preferences (of map tasks), and as jobs are elastic (or malleable)
and can run simultaneously, taking any resources they can get when it is their turn.

Thirdly, TAGS does not preserve the state of a job when it moves it from one server
to the next. As a consequence, long jobs will get killed at every server except at the
one where they run to completion, at every step losing all the work performed and thus
wasting CPU time. Instead, TYREX takes a work-conserving approach by allowing jobs
that are being moved from one partition to the next to retain their work and to gracefully
resume their executions without redoing previously completed work.

4.4.2 System Model

The main design elements of our scheduler are resource partitioning and migration of
Jjobs from one partition to another. Frameworks such as MapReduce employ a fine-grained
resource sharing model, with processors divided into slots and with jobs divided into
short tasks that run on slots. Therefore, we partition the compute slots of the MapReduce
framework into disjoint partitions of fixed sizes, while keeping the storage accessible for
all processors. This way of partitioning is attractive for jobs that may be moved across
partitions but still require access to the same data, as there is no need of replicating the
data across the partitions. TYREX operates within a single MapReduce framework and
partitions the compute slots of this framework into some number K of partitions, each
with its own queue of jobs with similar processing requirements, that all share access to
the same underlying filesystem. TYREX allocates fixed capacities to its system partitions.
The fraction of compute slots allocated to partition P, represents its capacity and is de-
noted by Cy, k= 1,2,..., K. We assume jobs to be served in FIFO order in all partitions.
In Figure 4.2 we give an example of a standard MapReduce framework which uses fine-
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Figure 4.3: The job runtime without migration versus the job runtime with migration
across two partitions in a 20-worker Hadoop framework.

grained resource partitioning to split its CPU slots among three partitions (C; = 25%,
Cy = 25%, and C3 = 50%). All three partitions have access to the data stored in HDFS.

Job migration in TYREX is facilitated by the distributed filesystem that is shared across
the whole framework, with the intermediate results of tasks executed within any partition
being persistent and visible after a job has been moved to another partition. To avoid
wasted work, the scheduler allows a job to finish its running tasks in a given partition after
the timer has expired. As TYREX migrates jobs across partitions of a single framework,
the cost of migrating a job across partitions is zero. In Figure 4.3 we assess the overhead
of moving jobs across different partitions in a 20-node Hadoop framework. We set two
equally sized partitions and we measure the job runtime without and with migration of
four MapReduce applications (Wordcount, Sort, Grep, and PiEstimator) executing 600
map tasks and 60 reduce tasks. To execute a job without migration, we set the timer of P,
to co. To migrate a job across the two partitions, we set the timer of P; to 50% of the job
size. As expected, TYREX has no overhead in migrating jobs across partitions.

TYREX decides which jobs should be migrated from one partition to the next whenever
a task of a job in any partition is completed. To do so, TYREX uses one of two policies,
STATICTAGS and DYNAMICTAGS, which we present in the remainder of this section. For
both our policies, we define the current partial size of a job in a given partition at time ¢
as the total runtime of its tasks completed in that partition at time .
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4.4.3 The StaticTags Policy

As we assume that the processing requirements of jobs cannot be anticipated, we cannot
adapt the SITA [56] policy to our situation, but we need a variation of the TAGS [55]
policy in order to differentiate job sizes. Towards this end, we define for every partition
k,k =1,2,..., K atimer T} which is set to the total amount of service that jobs may
receive while they are in partition Pj. Any job submitted to TYREX is first dispatched
to partition P;. When the partial size of a job in any partition P exceeds the timer 7},
TYREX moves the job to the next partition Py, .

As we are especially interested in workloads with heavy-tailed job size distributions
and many short jobs, we can expect that the timer 7} of partition P, should be set to a
value that is (much) larger than the timer 7}, of partition P, 1, k = 2,3,..., K. We set
T to co. However, setting the timers is difficult, and may in practice have to be repeated
often. Unfortunately, the optimal timers of TAGS in distributed server systems already
have complex forms even for well-behaved distributions like Pareto [55]. Hence, we take
an experimental approach to determining the optimal timers with the STATICTAGS policy
while keeping the partition capacities fixed.

4.4.4 The DynamicTags Policy

In this section we present the DYNAMICTAGS policy in which timers are dynamic, so
the problem of setting their values disappears. We take a statistical approach to assessing
the job size variability, which we apply to three realistic MapReduce workloads. The
basic idea behind DYNAMICTAGS is to reduce the variability of the current partial job
sizes in any partition by migrating those jobs that are likely to require significantly more
processing time than the rest of the jobs in the same partition.

In order to present DYNAMICTAGS, we need the following definitions. Let X be a
positive, real stochastic variable (e.g., corresponding to a heavy-tailed job size distribu-
tion), let C'V be its coefficient of variation, and let p be a cutoff point in that distribution.
Similarly to previous work [55,56], we measure the variability of the job size distribution
using the squared C'V, which is the ratio between the variance and the squared mean of
X. We define L, = min(X, p) and R, = X — p when X > p as two random variables so
that X = L, + R, for any cutoff point p. To balance the variability across L, and R, we
seek a cutoff point p for which the values of the squared C'V' of L, and R, are equal, and
we call that p the optimal cutoff point (we implicitly assume that there is a unique point
with this property, which is always the case for our distributions).

To put the DYNAMICTAGS policy into perspective, we consider the distribution of
job sizes in three workloads, i.e., HVW, MVW, and LVW, which we define in Section 4.5.
As has been abundantly shown in recent studies, MapReduce workloads may have very
variable job size distributions [24,73]. In particular, the squared C'V' values of the HVW,
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MVW, and LVW workloads are 20, 10, and 4, respectively. In Figure 4.4 we show the
values of the squared C'V' of L, and R, for cutoff points p in each workload in the range
of 30-2000 s. We see that increasing the value of the cutoff point has opposite effects
on the variability in L, and R,, with the squared C'V of L, being maximum when the
squared C'V of R, is minimum and vice versa. Of course, L, ([?,) is close to the complete
workload for very large (small) values of p, respectively.

More importantly, we find that the variabilities in L, and 2, are unbalanced when
the squared C'V of L, has a value that is higher than 2. As we are covering with our
workloads a wide range of job size variabilities (see Table 4.2) for which 2 turns out to
be a good value (see the results in Section 4.6.4), we conclude that having a squared C'V
higher than 2 in L, is a good indicator of unbalanced job sizes. Hence, we aim for a
squared C'V in L, that is lower than 2. Figure 4.4 also shows that the squared C'V of R,
is flat and relatively low (below 2), which means that further splitting 2, and so having
more than two partitions, is not very promising. Indeed, several experiments we did with
three partitions confirmed this conclusion.

The DYNAMICTAGS policy now works in the following way. When it is invoked, it
checks all partitions to see whether the value of the squared C'V" of the distribution of the
current partial job sizes is higher than 2. If this does not hold for a partition, DYNAMIC-
TAGS does not migrate any job from it. Otherwise, DYNAMICTAGS determines the opti-
mal cutoff point in the distribution of the current partial job sizes, and uses that cutoff point
as the value of the dynamic timer to migrate those jobs that exceed it to the next partition.

From a queueing-theory perspective, L, captures the notion of young jobs, while Iz,
represents the residual lifetime of jobs. In particular, if the distribution of job sizes is
heavy-tailed then the residual lifetime of young jobs is stochastically smaller than the
residual lifetime of old jobs. As a consequence, the DYNAMICTAGS policy seeks in
any partition P a cutoff point p so that Fj only serves young jobs that are likely to
leave the system soon. In contrast, old jobs with larger residual lifetimes are migrated
to the next partition.

4.5 Experimental Setup

In this section we present the workloads and the configuration of the infrastructure we use
for the experimental evaluation of TYREX. To design our workloads we use a comprehen-
sive set of representative MapReduce applications, including both standard benchmarks
and complex, real-world workflows. In this chapter we take an experimental approach
and we evaluate TYREX by means of experiments on the DAS multicluster system. The
total time used for experimentation exceeded 20,000 hours system time.

Standard Benchmarks. The Hadoop distribution provides a set of synthetic bench-
marks abundantly used in performance evaluation studies of MapReduce frameworks. We
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Figure 4.5: The job size distributions (a) and the sum of the CPU time of all jobs up to 1,
10, and 100 minutes as a fraction of the total CPU time (b) for all three workloads.

use the following applications from Hadoop: Wordcount, PiEstimator, Sort, and Grep.
Wordcount and PiEstimator are CPU-intensive applications used to retrieve the number
of occurrences of each unique word in a given set of input files and to estimate the real
value of 7 using the quasi-Monte Carlo algorithm. In contrast, Grep and Sort are disk
intensive applications used to search for a given pattern in the input files and to generate
the content of the input files in non-decreasing order.

Complex Workflows. BTWorld is a complex and very challenging MapReduce-based
logical workflow which we designed to observe the evolution of the global-scale peer-to-
peer system BitTorrent [61]. The workflow consists of 26 MapReduce jobs with different
resource bottlenecks (CPU, memory, or disk) and is used for processing monitoring data
collected periodically from the BitTorrent system. We use nine BTWorld jobs which com-
pute answers to several questions related to the operation of BitTorrent (e.g., How does a
tracker evolve in time?, How many active hashes are in the system?, Which are the most
popular hashes and swarms?). BTWorld jobs process a multi-column input dataset that
contains timestamped, per-tracker statistics of the BitTorrent content: the number of users
with fully and partially downloaded content and the number of completed user downloads.

MapReduce Workloads. In our experiments we will use three workloads that we
create using the Wordcount, PiEstimator, Sort, Grep, and BTWorld applications and that
are differentiated by their variability of job sizes. Each of these workloads consists of
a stream of 300 jobs with a Poisson arrival process. In our evaluation of TYREX we
designed all three workloads to impose an average load of 70%.

The three workloads we create are called HVW, MVW, and LVW for High/Medi-
um/Low Variability Workload, and they have, going from one to the next, decreasing
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Table 4.2: Summary of the execution of the HVW, MVW, and LVW workloads.

Statistics HVW [ MVW | LVW
Total jobs 300

Squared CV 20 10 4
BTWorld jobs 33 45 10
Total maps 6,139 | 11,866 | 30,576
Total reduces 788 1,368 3,089
Temporary data [GB] 573 693 1,062
Persistent data [GB] 100 92 303
Total CPU time [h] 63.6 | 1246 | 306.9
Total runtime [h] 3.51 3.98 5.31

squared C'V' values of their job size distributions. In Figure 4.5(a) we distinguish four
ranges of job sizes to show the job size distributions in our workloads: “tiny" ( < 1 minute),
“short" (1-10 minutes), “medium" (10-100 minutes), and “large" (> 100 minutes). In all
workloads there is a large fraction of tiny and short jobs combined (more than 60%). In
Figure 4.5(b), we show the fractions of the total CPU time consumed by all jobs together
with a cutoff point as defined in Section 4.4.4 of 1, 10, and 100 minutes, respectively. For
example, even for the HVW workload, if the timer of partition P; is set to 10 minutes,
the fraction of the load processed by partition P; is only 10%. Our workloads are repre-
sentative for a broad range of computer systems workloads, having squared C'V values
in the range of 4 to 20 — the standard TPC benchmarks for evaluating the performance of
computer systems exhibit squared C'V' values in this range [103]. As heavy-tailed work-
loads fit recent measurement of MapReduce production clusters [73], the HVW and MVW
workloads with high variability of job sizes are more interesting in our evaluation.

To understand in more detail the structure of our workloads, we show in Table 4.2
execution summaries when all jobs are executed sequentially in an empty 20-node Hadoop
framework. HVW spans more than 7,000 (map and reduce) tasks in total and requires
more than 60 h CPU time. MVW has more than 12,000 (map and reduce) tasks in total and
requires twice as much CPU time. The former two workloads are comparable in the total
runtime and the amount of persistent data generated in an empty system. LVW consists of
more than 33,000 (map and reduce) tasks, requires five times more CPU time than HVW,
and generates three times more persistent data than both HVW and MVW.

DAS-4 Deployment. The DAS [118] cluster we use in our experiments has 20 dual-
quad-core compute nodes with 24 GiB memory per node and 50 TB total storage. The
DAS nodes are connected through 1 Gbit/s Ethernet (GbE) and 32 Gbit/s QDR Infini-
Band (IB) networks. We use Hadoop (version 1.0.0) over InfiniBand and we configure
at each node 6 map slots, 2 reduce slots, and 3 GiB memory per running task. The
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HDFS uses a virtual disk device with RAID O software and 2 physical devices with 2 TB
storage in total per node.

Baseline Policies. We contrast TYREX with two state-of-the-art scheduling algo-
rithms in data-intensive frameworks — FIFO and FAIR. The former is the default scheduler
in Hadoop and assigns both map and reduce tasks using the first-in-first-out schedul-
ing discipline. The later is widely used in deployment and is a discrete version of the
weighted processor-sharing discipline which allocates slots to jobs proportional to the
number of their tasks.

4.6 Experimental Evaluation

We evaluate TYREX using our prototype implementation in Hadoop on a 20-machine
cluster. We investigate the setting of capacities and timers and the performance of the
STATICTAGS policy in Sections 4.6.1 and 4.6.2. Further, we analyze the way the dy-
namic timers adapt over time and the performance of the DYNAMICTAGS policy in Sec-
tions 4.6.3 and 4.6.4. Finally, we compare TYREX with our two baselines, the FIFO and
FAIR schedulers in Section 4.6.5.
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STATICTAGS under a system load of 0.7.

4.6.1 Setting Capacities and Timers

One of the issues in analyzing and deploying TYREX with the STATICTAGS policy is
setting the number of partitions and the values of the partition capacities and timers. As
we argued in Section 4.4.4, having more than two partitions is not worthwhile, so we
consider having only two partitions.

We will first investigate the relation between the partition capacity and the partition
timer with the STATICTAGS policy for each workload. To this end, we seek to determine
for each partition capacity its optimal timer, that is the timer that minimizes the overall
job slowdown variability, as defined in Section 4.2. Figure 4.6 shows the values of the
optimal timer for a range of capacities of partition P;. We see that the optimal timer of
partition P; is very insensitive to the partition capacity when the job size variability is
high. In particular, STATICTAGS has a low optimal timer (below 250 s) of partition P; for
a relatively long range of partition capacities with both the HVW (squared C'V' of 20) and
the MVW (squared C'V of 10) workloads. However, the optimal timer of partition P; is
considerably more sensitive to the partition capacity when the job size distribution is more
balanced. Hence, the optimal timer of partition P, increases by a factor of 5 when the
partition capacity increases from 10% to 40% for the LvW (squared C'V" of 4) workload.

Intuitively, TYREX aims to fit in partition P, the vast majority of tiny and short jobs,
which implies that at most 10% of the total load in all workloads has to be processed in
partition P; (see Figure 4.5(b)). As a consequence, more than 90% of the total system
load, which at an imposed load of 70% amounts to 63% of the system, has to be handled
by partition P,. Therefore, to keep the second partition stable we need to set the size of
partition P equal to at most 30% of the total system capacity. Indeed, it turns out that the



79

. Partition 1. Partition 2 . Partition 1.Partition 2
1.00 | 1.00 5
%) 3 %) 3
s 3
=075 =075
s} s}
5 5
= 0.50 = 0.50
5} o
@ o
L L
0.25 0.25
0.00— 0.00 :
T T T
HVW MVW LVW
Workload Workload
(a) C1 =20% (b) C1 = 30%

Figure 4.8: The fractions of jobs completed in partition P, and P, versus the workload
variability with STATICTAGS under a system load of 0.7.

5 i i 5 i i
Median Slowdown Median Slowdown
slowdown £ variability slowdown B2 variability
4 4
3 3
2 2
1 1
O i i i 0 i i
H\IIW M\IIW LVIW M\I/W L\/IW
Workload Workload
(a) C1 = 20% (b) C1 = 30%

Figure 4.9: The median job slowdown and the job slowdown variability versus the work-
load variability with STATICTAGS under a system load of 0.7.

STATICTAGS policy achieves the best job slowdown performance for all our workloads
when the capacity of partition P; is set to 20% or 30%. Therefore, in the remainder of
this section we report results only for these two partition sizes.

Next, we analyze how the STATICTAGS policy distributes the system load across its
partitions. In Figure 4.7 we show the utilizations in partitions P, and P, for a capacity of
partition P; of 20% and 30% with its timer set to the optimal value according to Figure 4.6.
As we expected, STATICTAGS is rather aggressive in migrating jobs from partition P; to
partition P so that short jobs which occur in large fractions in our workloads, consistently
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receive service in partition P; under a relatively low load. In particular, we see that the
utilization of partition P is lower than 30% while the utilization of partition P is higher
than 75%. Interestingly, we see that the imbalance of the utilizations in partitions P;
and P, is larger for MVw and LVW than for HVW. The reason for this result is that
STATICTAGS shifts the job slowdown variability to partition P, so that the vast majority
of short jobs in our HVW workload are completed in partition P;.

4.6.2 Performance of StaticTags

The main purpose of setting timers is to have a decent fraction of short jobs finished in the
first partition and to avoid overload in any partition. In Figure 4.8 we show the fraction of
jobs that are completed in each of the two system partitions when the capacity of partition
P 1s set to 20% and 30%. The timers are set to their optimal values depicted in Figure 4.6.
As we expected, the fractions of jobs that are completely executed within partition P; is
very high for both HvW and MVW (more than 80%). In contrast, the fractions of jobs
that are finished in partitions P, and P, are more balanced for LVvW (less than 60% are
completed in partition P;). For all workloads and more noticeable for LvW, the fraction
of jobs finished in partition P; increases for larger partition sizes.

We show in Figure 4.9 the slowdown performance of the STATICTAGS policy having
the capacities of partition P, of 20% and 30% with the timers set to their optimal values
according to Figure 4.6. As a hint to reading this and later similar figures, the values at
20% capacity of partition P; should be interpreted as having a 95" percentile of the job
slowdown distribution of about 4.38 (2.05 x 2.14). We see that STATICTAGS has very
good performance for the HVW workload, with both the job slowdown variability and the
median job slowdown being less than 2. Moreover, we observe that the performance of
STATICTAGS is relatively good for the MVW and LVW workloads, with the median job
slowdown and the job slowdown variability being less than 2 and 3.3, respectively.

We find that STATICTAGS is not always effective in unbalancing the load across its
partitions. Clearly, if STATICTAGS uses a low capacity for partition P; then short jobs
may experience large job slowdowns because they always run under a relatively high
load. We observe this phenomenon when the capacity of partition P; is set to 10% for the
HVW workload. Similarly, we see that it is difficult to find a good timer when the capacity
of partition P is set to 40% because we are at risk at overloading partition P.

4.6.3 Evolution of Dynamic Timers

The distinguishing element of the DYNAMICTAGS policy is its operation without the bur-
den of finding the optimal timers for given partition capacities. In this section we will
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Figure 4.10: The dynamic timer of partition P, for a capacity of partition P; of 30% under
a system load of 0.7.

investigate how the dynamic timers of DYNAMICTAGS adapt over time and their effect
on the load across partitions.

In Figure 4.10 we show for each workload how the value of the dynamic timer of
partition P; changes during a 30-minute period when the capacity of that partition is set
to 30%. Similarly to the STATICTAGS policy, we see that the timer converges to lower
values when the job size distribution is more variable. Indeed, for HVW the timer is always
set to some value in the range between 50 and 300 s, for MVW most of the timer values
are in the range between 100 and 500 s, and for LVvW the timer varies between 500 and
2500 s. These increasingly wider and higher ranges nicely match the results in Figure 4.4.

In Figure 4.11 we show how DYNAMICTAGS distributes the imposed system load
across its partitions for capacities of partition P; of 20% and 30%. We observe that
DYNAMICTAGS assigns a significantly lower load to partition P; (less than 30% of the
total load), which is exactly the same phenomenon as in the case of the STATICTAGS
policy (see Figure 4.7). Similarly to the STATICTAGS policy, DYNAMICTAGS aims at
migrating long jobs from partition P; to partition P, so that large fractions of short jobs
are consistently served in partition P; under a relatively low load. We see that the partition
utilizations with DYNAMICTAGS and STATICTAGS are very close for the HVW and MVW
workloads. In contrast, DYNAMICTAGS has a higher load in partition P, for LVW because
its job size variability is only 4. As this workload is more balanced, DYNAMICTAGS has
to migrate fewer jobs from P; to Ps.
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Figure 4.11: The utilizations of partitions P; and P, versus the workload variability with
DYNAMICTAGS under a system load of 0.7.
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Figure 4.12: The fractions of jobs completed in partition P, and P, versus the workload
variability with DYNAMICTAGS under a system load of 0.7.

4.6.4 Performance of DynamicTags

DYNAMICTAGS adapts the timer of partition P, as the jobs in the queue make progress,
rather than setting a fixed value which is used for all incoming jobs, as in STATICTAGS.
Although DYNAMICTAGS operates fundamentally different than STATICTAGS, we show
in this section that having timers of any kind (dynamic or fixed) has the same effect
on the job slowdown variability.

In Figure 4.12 we show the fractions of jobs that are completed in each partition when
the capacity of partition P; is set to 20% and 30%. We see that with the DYNAMICTAGS
policy more than 80% of jobs in HVW and MVW are completed in partition P;. Conversely,
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Figure 4.13: The median job slowdown and the job slowdown variability versus the work-
load variability with DYNAMICTAGS under a system load of 0.7.

as the workload variability decreases, DYNAMICTAGS migrates more jobs to partition 2,
so the fractions of jobs that are completed in different partitions are more balanced with
LVW than with HVW and MVW. In particular, we observe that the fractions of jobs that are
completed in partition P; are 10% higher with DYNAMICTAGS than with STATICTAGS for
the LvW workload. This result shows that our DYNAMICTAGS policy is more conservative
as it migrates jobs based on their relative progress (current partial job sizes), rather than
using a fixed timer as in the STATICTAGS policy.

In Figure 4.13 we show the median job slowdown and the job slowdown variability
when the capacity of partition P; is set to 20% and 30%. Two important things stand
out. First, DYNAMICTAGS offers very low median job slowdown (below 2.2) and slow-
down variability (below 3.2) for all our workloads, which are very close to the corre-
sponding values with STATICTAGS shown in Figure 4.9. More importantly, Figure 4.13
also shows that the DYNAMICTAGS policy offers similar improvements for different ca-
pacities of partition P;.

4.6.5 Improvements from Tyrex

In this section we compare our TYREX scheduler with two baselines — FIFO, the default
scheduler in Hadoop, and FAIR, the most popular MapReduce scheduler. For TYREX
we set the capacity of partition P; to 30% and we use the optimal timer according to
Figure 4.6 (only for STATICTAGS).

In Figure 4.14 we show the median job slowdown and the job slowdown variability for
each policy with all our workloads. For the HVW workload, we find that TYREX with any
of its two policies cuts in half the job slowdown variability while maintaining roughly the
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same median job slowdown when compared with both FIFO and FAIR. For the MVW and
LVW workloads, when compared with FIFO, TYREX reduces the job slowdown variability
and the median job slowdown by 30% and 50%, respectively. Somewhat surprisingly,
in these cases the job slowdown variability is roughly equal with TYREX and FAIR, but
TYREX with any of its two policies improves the median job slowdown by up to 30%.

In order to better understand the magnitude of the improvements we obtain with
TYREX, we compare in Figure 4.14 the job slowdown distributions for each policy with all
our workloads. Clearly, TYREX using any of the two policies is superior to both FIFO and
FAIR as the distributions of the job slowdowns with TYREX have (much) smaller interquar-
tile ranges and outliers than with the baselines, which was our main goal defined in Sec-
tion 4.2. In particular, for all workloads TYREX reduces the job slowdown at the 95" per-
centile by 50-60% when compared with FIFO and by 20-40% when compared with FAIR.

To be realistic, so far we imposed a moderate to high system load of 70%. Finally,
we design a stress test to evaluate the performance of TYREX under heavy loads. In
Figure 4.15 we show the job slowdown distributions with all policies for the HVW work-
load under a system load of 90%. TYREX with any of the two policies is by far the best
scheduler as the job slowdown distributions are very narrow and much lower than with
the baselines. In particular, with TYREX, no job in the workload has a slowdown that is
higher than 10. Surprisingly, we find that FAIR has very poor performance and cannot
handle the workload when the system is heavy-loaded. Not only is the job slowdown
distribution very wide and unbalanced, but also the makespan of the experiment is twice
as long as with TYREX. The workload has a total submission schedule of 25 minutes
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and is completed by FAIR only 45 minutes after the arrival process ends. In contrast,
with TYREX the workload is completed already 9 minutes after the arrival of the last
job. Apparently, with FAIR large jobs may occupy underutilized reduce slots which re-
sults in very long waiting times for shorter jobs. These non-work-conserving effects in
FAIR have a major impact on the stability of the system under high loads. In contrast,
TYREX alleviates this issue by confining jobs to smaller partitions, so that no large job
monopolizes the reduce slots in the system.

4.7 Related Work

The problem of job size variability was first identified in [144], but since then there has
been little work on the performance of size-based scheduling policies in data analytics
frameworks. This work aims to advocate for the need of such policies for MapReduce
workloads. To this end, we investigate the design and implementation of size-based
scheduling policies in MapReduce-based systems.

MapReduce workloads provide an interesting job model with intra-job data prece-
dence constraints between the map and reduce phases which can run on any number of
resources as long as the input data is accessible through a distributed filesystem. Dur-
ing the past decade, the performance of MapReduce became a rich exploration domain
on diverse scheduling aspects: data locality [144], straggler mitigation [8, 9], resource
heterogeneity [147], or elastic scaling [46, 49, 54, 76].

State-of-the art schedulers for MapReduce-based systems assume they have complete
control over a fixed set of resources, thus they are typically deployed on dedicated clusters
of machines. All three main schedulers incorporated in Hadoop (FIFO [10], FAIR [12], and
Capacity [11]) fall into this category. Whereas FIFO executes jobs in order of their arrival
with five priority levels using the full system capacity, both FAIR and Capacity divide
the system capacity across a number of queues. FAIR uses a processor-sharing scheduling
policy to divide the system processors across different (sets of) jobs and Capacity employs
multiple statically configured queues in order to confine distinct users to single partitions.
The main design motivation of the latter two was to prevent large jobs or heavy users from
monopolizing the framework. However, these schedulers do not solve the problem of job
slowdown variability. While FAIR hurts the overall cluster performance due to resource
contention and thrashing, Capacity does not explicitly handle job sizes.

We have discussed throughout this chapter several size-based scheduling policies that
have a strong bias towards short jobs. These policies have been analyzed for distributed-
server systems [55, 56], supercomputing workloads [102], and cloud compute-intensive
workloads [39]. Furthermore, size-based scheduling has been employed in Hadoop with
adaptations of two policies: Shortest-Remaining-Processing-Time (SRPT) and Fair-Sojourn-
Protocol (FSP) [81,94]. The main idea behind FSP [41] is to extend SRPT with a job
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aging function that virtually decreases the sizes of the waiting jobs, thus avoiding star-
vation of the large jobs. However, these approaches have rather limited applicability in
large-scale datacenters as they require either accurate estimations of job sizes or periodic
simulations in a virtually fair system.

Datacenter schedulers such as Mesos [63] and Yarn [127] employ a two-level schedul-
ing architecture by dynamically allocating resources to different specialized frameworks
(e.g., Hadoop [10] or Spark [145]). Mesos [63] employs fine-grained resource sharing
across different frameworks and delegates the control of resources to the frameworks by
initiating resource offers. Thus, the frameworks implement specific policies to decide
which and how many resources to accept. In contrast, Yarn [127] takes a request-based
approach and considers application-specific constraints (e.g., job size, hardware require-
ments, data locality) to allocate resources from a fixed set of machines to each application.
As our work focuses on job scheduling in frameworks which have complete control over
a fixed set of resources, Yarn can easily incorporate a scheduling system such as TYREX
to schedule a more diverse array of applications beyond the traditional MapReduce.

4.8 Conclusion

Reducing job slowdown variability while keeping the median job slowdown relatively
low is an attractive yet challenging target in MapReduce frameworks. In this chapter we
have introduced a general model for exploring the job slowdown variability problem with
heavy-tailed MapReduce workloads. Based on this model we have designed a scheduling
system called TYREX that partitions the set of resources of the framework and isolates sets
of jobs of very different sizes in those partitions. To do so, TYREX imposes runtime limits
(partition timers) and successively executes parts of jobs in a work-conserving way in
each partition (the STATICTAGS policy). On top of that, to remove the burden of finding
the optimal timers, we develop a statistical model for migrating jobs in a dynamic way
that achieves near-optimal job slowdown performance (the DYNAMICTAGS policy).
With a comprehensive set of experiments on a cluster system, we have showed that
TYREX achieves very balanced job slowdown distributions for a broad range of repre-
sentative MapReduce workloads. In particular, TYREX cuts in half the job slowdown
variability while preserving the median job slowdown for workloads with high variability
of job sizes. Furthermore, unlike FIFO and FAIR, TYREX delivers good performance and
balanced job slowdowns even in unfavorable conditions of heavy load. We conclude that
TYREX outperforms state-of-the-art schedulers like FIFO and FAIR with respect to both
job slowdown variability and median job slowdown for typical MapReduce workloads.
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Chapter 5

Reducing Job Slowdown Variability for
Data-Intensive Workloads

5.1 Introduction

The ever-growing amounts of data collected and processed by clusters and datacenters
cause large disproportions between the sizes of large-scale data-analytics jobs and short
interactive queries executed in single systems. As is well known, in the face of a skewed
or even heavy-tailed job size distribution, achieving fairness across jobs of different sizes
is difficult as small jobs may be stuck behind large ones. For sequential jobs, this problem
can be addressed in single-server systems by feedback queuing [99] or processor shar-
ing [27] and in distributed-server systems by having each server process jobs of sizes in
a certain range [28, 55]. In some of the policies in the latter case, when job sizes are
not known apriori, jobs are restarted from scratch elsewhere, thus wasting processing ca-
pacity, when they exceed a local time limit. In contrast, data-analytics jobs using such
programming models as MapReduce, Dryad, and Spark have much inherent parallelism,
there is no natural way of splitting up resources of a datacenter for specific job size ranges,
and jobs may be so large that wasting resources spent on partial executions is not accept-
able. In this chapter we propose and simulate four scheduling policies which are rightful
descendants of existing size-based disciplines for single-server and distributed-server sys-
tems with appropriate adaptations to data-intensive frameworks.

Fairness, in both single-server and distributed-server systems, and more recently in
clusters and datacenters, can be considered to be satisfied when jobs experience delays
that are proportional to their sizes, which in this chapter is defined as their total processing
requirements. Traditionally, the performance of scheduling disciplines with respect to
fairness has been measured using job slowdown as a metric. In fact, two dimensions of
this metric are relevant—policies designed for highly variable workloads are considered
to be fair to the extent that the total distribution of the job slowdown has a low variability,
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Figure 5.1: A scatter plot of the job slowdown versus the job size for a heavy-tailed
MapReduce workload from Facebook (the small figure shows the CDF of the runtimes)
with the FIFO scheduler under a system load of 0.7 (the horizontal lines indicate the me-
dian and the 95" percentile of the slowdown).

and that it is not biased for certain job size ranges. Therefore, in this chapter the targets
are to reduce the variability of the slowdown defined as the ratio of the 95" percentile and
the median of the job slowdown distribution without significantly increasing the median
slowdown, and to even the job slowdowns across the whole range of job sizes.

As an example of the phenomenon we want to tackle, in Figure 5.1 we show the
slowdowns versus the sizes for the jobs in a Facebook workload that is scheduled with the
standard MapReduce FIFO scheduler. Here, the median and the job slowdown variability
(as just defined) are 3 and 9, respectively, and clearly, the small and medium-sized jobs
experience the higher and more variable job slowdowns. The inset of the figure shows
the CDF of job runtimes, and shows a difference of 3 orders of magnitude between the
smallest and the largest jobs. We also find that less than 7% of the jobs in the Facebook
workload account for almost half of the total load.

The common denominator of policies for isolating the performance of jobs of different
sizes that have been studied in the past is splitting the workload across multiple queues
that only serve jobs (or parts of jobs) with processing requirements in certain ranges.
Indeed, multi-level FeedBack Queueing (FBQ) [99] is a priority-based single-server time-
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sharing policy that relies on preemption of jobs without loss of work already done. In
contrast, the Task Assignment by Guessing Sizes (TAGS) policy [55] is designed for dis-
tributed server systems, where jobs get killed and are restarted from scratch when being
moved to the next queue when they exceed a time limit. Similarly, when job sizes are
known (or estimated) apriori, jobs can be immediately dispatched to the appropriate queue
upon arrival as in Size-Interval Task Assignment (SITA) [56]. Another way to do the same
without knowing job sizes is done by the COMP policy that compares the estimated size
of an arriving job to the sizes of some number of the last previously departing jobs [72].

Data-intensive frameworks such as MapReduce have a job model that is very flexible.
Jobs consist of many tasks with loose synchronization points between successive stages
(e.g., map and reduce), which makes them malleable or elastic. The shared distributed
filesystem of MapReduce allows any task to run on any processor in the datacenter. So
the opportunity exists to run multiple tasks of a single job in parallel and to run multiple
jobs simultaneously, as opposed to the rigid job model supported by FBQ and TAGS in
single and distributed servers. Therefore, we have the option to partition the resources of
a datacenter across queues, mimicking the operation of distributed-server systems, or to
have all queues share the whole non-partitioned datacenter. Moving jobs from one parti-
tion/queue to another may be done without killing them by keeping the work previously
completed in the distributed filesystem.

With the mechanisms employed by our policies the vast majority of short jobs in
MapReduce workloads experience close to ideal job slowdowns even under high system
loads (in the range of 0.7-0.9), at the expense of higher slowdowns for a relatively small
fraction of large jobs (less than 5%). Further, our policies consistently improve the slow-
down variability over FIFO by a factor of 2.

The main contributions of this chapter are as follows:

1. We derive four multi-queue size-based policies for data-intensive workloads with
skewed, unknown job sizes that isolate jobs of similar sizes either by migrating them
across different queues or partitions without loss of previously completed work, or
by judiciously selecting the queue to join (Section 6.4).

2. With a set of real-world experiments, we show that our simulations are remarkably
accurate even at high percentiles of the job slowdown distribution (Section 6.5).
With a comprehensive set of simulations, we analyze and compare the effectiveness
of our scheduling policies in reducing the job slowdown variability of heavy-tailed
MapReduce workloads (Section 5.5).
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5.2 Job Slowdown Variability

In this chapter we define the processing requirement or the size of a job to be the sum
of the its task runtimes. Clusters and datacenters running frameworks for big-data ap-
plications such as MapReduce, Dryad, and Spark are consistently facing workloads with
high job size variability, thus raising concerns with respect to large and/or imbalanced
delays across the executed jobs [116, 144]. The tension between fast service and fair per-
formance has been an important design consideration in many computer systems such as
web servers and supercomputers [41, 102], which are known to execute workloads con-
taining jobs with processing requirements characterized by heavy-tailed distributions.
Whereas users may tolerate long delays for jobs that process large datasets, but most
likely expect short delays for small interactive queries, job slowdown, that is, the sojourn
time of a job in a system normalized by its runtime in an empty system, is widely used for
assessing system performance. The question then is, what statistic of the job slowdown
distribution to use. In this chapter, in order to characterize fair performance in clusters and
datacenters with data-intensive workloads, we use a metric that we call the job slowdown
variability. Let I’ be the cumulative distribution function of the job slowdown when
executing a certain workload in a system, and let F'~1(q) be the ¢'* percentile of this
distribution. Then the job slowdown variability at the q"" percentile, denoted by Vi (q), is
defined as the ratio of the ¢** percentile of F and the median job slowdown, that is:

F~'(q)

VF(q) = F_1(5O) :

(5.1)
Intuitively, the slowdown variability at a certain percentile captures some subrange of
the slowdowns of all jobs. In the ideal case, Vr(q) = 1 for all values of ¢ between 0
and 100, meaning that all jobs have equal slowdowns. Then the policy employed can
be called strictly fair (for this workload), although that notion has been previously de-
fined when equality of slowdowns holds in expectation [135]. Our target is to minimize
the job slowdown variability at different percentiles ¢, in particular, at ¢ = 95, while
keeping the median job slowdown low. In this chapter we call Vi(95) the (overall) job
slowdown variability of the workload.

To put fairness in large complex systems a bit in perspective, in an M/G/1 system with
load p < 1, the expected slowdown for any job size under the processor-sharing (PS) dis-
cipline is 1/(1 — p) [138]. Further, there is no policy that is both strictly fair and has slow-
down strictly less than 1/(1 — p) [135]. Obviously, such strict fairness guarantees lead to
performance inefficiency when compared with the Shortest-Remaining-Processing-Time
(SRPT) discipline. Not only is SRPT response time-optimal, but the improvement over
PS with respect to the mean sojourn time is at least a factor of 2 [16]. Interestingly, de-
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Figure 5.2: Two general queueing models for reducing job slowdown variability with a
single partition or multiple partitions.

spite the general concern of starving large jobs, the degree of unfairness under SRPT is
relatively small when the job sizes are drawn from heavy-tailed distributions.

5.3 Scheduling Policies

In order to reduce the job slowdown variability in data-intensive frameworks with jobs
that have highly variable processing requirements, in this section we will present four
scheduling policies that are inspired by multi-level scheduling with feedback in single-
server systems and by size-based scheduling in distributed-server systems.

5.3.1 Mechanisms and Queueing Models

The two mechanisms used by our policies are logical partitioning and/or system feed-
back. With the former mechanism, we allocate the compute resources (processors or slots)
across disjoint partitions and we restrict for each such partition the amount of service of-
fered to jobs. With the latter mechanism, we use job preemption in a work-conserving
way by pausing a running job, saving its completed work in the distributed filesystem,
and later gracefully resuming its execution from where it left off. In Figure 5.2 we show
the two queueing models for that result. The main difference between the two models is
whether job sizes are unknown or known, possibly by means of predictions. We propose
four policies by combining the two mechanisms in all possible ways.

All our policies have as a parameter some number K, KX > 1, of waiting queues
that serve jobs in FIFO order. Each queue £ = 1,2,..., K has an associated time limit
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Ly, which is set to the total amount of service that jobs may receive while they are in
queue k; Ly is set to co. To satisfy our goal, it is crucial that jobs of similar sizes reach
the same queue, either through feedback to lower queues (Figure 5.2(a)) or immediately
upon arrival (Figure 5.2(b)). In addition, each queue k£ may be associated with a partition
of size C}, of the total set of resources (hence the dotted lines in the figures); if so, jobs
from queue £ are restricted to using resources in the corresponding partition.

5.3.2 The FBQ Policy

Our version of FeedBack Queuing (FBQ) is an extension of multi-level feedback schedul-
ing for the M/G/1 queue [99] to a data-intensive framework running in a datacenter or
cluster. It uses the queueing model of Figure 5.2(a) with feedback but without resource
partitioning.

An arriving job is appended to queue 1, where it is entitled to an amount L, of service.
If its processing requirement does not exceed L1, it will depart the system from queue 1,
otherwise it will be appended to queue 2, etc. When processors become available because
a task completes, the next tasks to run are selected from the jobs waiting in the highest
priority (lowest index number) non-empty queue.

Our FBQ policy for data clusters enables multiplexing so that multiple jobs at poten-
tially different priorities may run simultaneously. Even with Processor Sharing as the
queueing discipline in every queue, the latter is impossible with multi-level feedback
scheduling in a single-server queue.

5.3.3 The TAGS Policy

Our version of the TAGS (task assignment by guessing size) policy is similar to our FBQ
policy with the exception that now each queue has its own resource partition where its
jobs have to run. As a consequence, whereas with FBQ jobs at different priority levels
may run simultaneously (when the jobs in the highest non-empty queue cannot fill the
complete system), with TAGS, jobs of different sizes will indeed run simultaneously in
separate resource partitions.

Unlike its predecessor for distributed servers, our TAGS policy for data clusters does
not require killing jobs when they are kicked out from one queue to another. Instead,
jobs are allowed to gracefully resume their execution without redoing previously com-
pleted work. This is an essential design element which eliminates concerns related to
inefficiencies of TAGS under higher loads.
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5.3.4 The SITA Policy

Similarly to TAGS, SITA does employ per-queue resource partitions, but it does not use
feedback. Unlike both FBQ and TAGS, SITA requires a way to predict the sizes of jobs
upon their arrival, based on which they are dispatched to the queue of jobs of similar
size. A job with predicted size between L and L., is appended to queue k + 1. Con-
sequently, the queue time limits have a different role as in the previous policies. Whereas
in FBQ and TAGS they are used to keep track of the amount of processing consumed
by a job, in the case of SITA they are used as cutoffs in the job size distribution for di-
rectly dispatching them to the appropriate queue, where they run till completion, even
if the prediction is wrong.

Job sizes can be estimated by building job profiles by running (a fraction of) their
tasks and collecting samples of the average task duration and the size of the intermediate
data they generate. This method has been adopted with good results in previous work for
MapReduce jobs when assumptions of uniform task executions within different phases of
a job can be made [129]. In practice, we find that a much simpler way of predicting jobs
sizes based on their correlation with the job input size is very effective (see Section 5.4.3).

5.3.5 The COMP Policy

All previous policies require setting a number of parameters that is proportional to the
number of queues, which may be prohibitive in a real system deployment. We will now
present a policy called COMP which is an adaptation to MapReduce of a policy that has
been studied before [72]. Similar to FBQ, COMP does not use partitioning of the resources,
and similar to SITA, COMP does require job size predictions to send an arriving job im-
mediately to the appropriate queue where it runs to completion. However, in contrast to
both SITA and FBQ, COMP does not use queue time limits. Upon the arrival of a job,
COMP compares its estimated size to those of the last X' — 1 jobs that have been com-
pleted. If the new job is estimated to be larger than exactly m of those jobs for some
m,m = 0,1,..., K — 1, it is appended to queue m + 1.

5.3.6 Contrasting the Policies

Despite the common goal of reducing the job slowdown variability, we observe in Ta-
ble 5.1 the main differences between our policies, which may divide the system capacity
across multiple partitions (e.g., TAGS and SITA), may use preemption and relegation to
another queue (e.g., FBQ and TAGS), or may use some form of prediction to anticipate
job sizes (e.g., SITA and COMP). Although our policies resemble the structure of former
scheduling disciplines for single-server and distributed-server systems, there are three key
elements in which their correspondents for datacenters are different.
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Table 5.1: A policy framework for scheduling data-intensive jobs in datacenters.

Policy | Queues | Partitions | Feedback | Job size Param.
FIFO single no no unknown 0
FBQ multiple no yes unknown K
TAGS | multiple yes yes unknown | 2K — 1
SITA | multiple yes no predicted | 2K — 1
COMP | multiple no no compared 1

First, the original policies were designed for a single or distributed-server model in
which each host is a single multi-processor machine that can only serve one job at a time.
In contrast, we target a datacenter environment in which the system capacity may be
divided across partitions with many resources. As a result, instead of only having the time
cutoffs as parameters, in our model we also have the partition capacities as parameters.

Secondly, original TAGS and SITA assume simple, rigid (sequential or parallel) non-
preemptible jobs that may only run on a single host until completion. In contrast, our
(MapReduce) job model is more complex as there are intra-job data precedence con-
straints (map before reduce) and data locality preferences (of map tasks), and as jobs
are elastic (or malleable) and can run simultaneously, taking any resources they can get
when it is their turn.

Thirdly, original TAGS does not preserve the state of a job when it moves it from
one server to the next. Hence, long jobs will get killed at every server except at the one
where they run to completion, at every step losing all the work performed and thus wast-
ing CPU time. Instead, we take a work-conserving approach by allowing jobs that are
being moved from one partition to the next to retain their work and to gracefully resume
their executions without redoing previously completed work. This way of operation is
facilitated by the filesystem that is shared across the whole framework, with the inter-
mediate results of tasks executed within any partition being persistent and visible after
a job has been moved to another partition.

5.4 Experimental Setup

We evaluate and compare our policies with the job slowdown variability at different per-
centiles as the main metric for representative MapReduce workloads. Given the large
space of policy configurations (e.g., the number of queues, the partition sizes, and the
queue time limits), in this chapter we take an experimental approach through realistic
simulations of MapReduce to completely understand the impact of our policies on the
slowdown variability in a MapReduce framework when jobs have very different sizes.
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Table 5.2: The characteristics of the jobs used in the validation, and the job runtime in the
simulations (SIM) and in the real deployment (DAS).

Applications | Maps | Reduces | Job Size [s] | SIM [s] | DAS [s] | Jobs
GREP 2 1 63.14 | 36.10 43.26 26
SORT 4 1 60.20 | 32.70 39.97 4
WCOUNT 4 1 126.14 | 42.04 49.73 4
GREP 50 5 155.32 | 42.83 53.18 4
WCOUNT 100 10 3,790.46 | 86.80 93.62 3
SORT 200 20 5,194.64 | 149.92 | 156.89 3
GREP 400 40 15,697.18 | 233.63 | 239.21 3
WCOUNT 600 60 26,662.53 | 579.73 | 589.02 3

5.4.1 Simulator

We have modified Apache’s open-source MapReduce simulator Mumak [87] to include
our scheduling policies. Although many discrete-event simulators for traditional queue-
ing models exist, we chose Mumak [87] for its compatibility with the popular open-source
MapReduce implementation Hadoop. Thus, Mumak reproduces closely the internals of
Hadoop by simulating with a discrete time scale the MapReduce job scheduling and
task allocation. Furthermore, Mumak can employ without changes the standard Hadoop
schedulers (e.g., FIFO, Capacity [11]).

A subtle point in simulating MapReduce is to appropriately adjust the reduce task
runtimes based on the shuffle phase duration. Mumak schedules reduce tasks only when
a predefined fraction of map tasks have finished (the default value is 5%). Although Mu-
mak allows reduce tasks to occupy slots during the map phase, their runtime duration
is simulated from the moment when all map tasks are finished. As reduce tasks may
still be in their shuffle phase even after all map tasks have finished, Mumak conspicu-
ously underestimates the job completion time. To reproduce closely the shuffle phase of
the MapReduce job execution, we changed the simulator and incorporated the remaining
duration of the shuffle phase in the reduce task runtimes.

Mumak is not completely event-based but has time-based elements, as the heartbeats
through which tasks are assigned to idle slots in the framework are simulated periodi-
cally at fixed intervals. Although useful in practice to implement the interaction between
the components of the MapReduce framework (e.g., JobTracker and TaskTrackers), this
artifact pollutes the simulation results by leaving slots idle between two consecutive heart-
beats, thus reducing the utilization of the framework. Therefore, we changed the simu-
lator and removed the periodic heartbeat by forcing slots to initiate a heartbeat when-
ever they become idle.

In all our simulations (except the validation experiments presented in Section 5.4.2),
we use a cluster consisting of 100 nodes on which one MapReduce framework is in-
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stalled, and we configure each node with 6 map slots and 2 reduce slots. This size of our
MapReduce framework is comparable to production deployments of MapReduce frame-
works [8, 144]. For each simulation, we report the averages of our performance met-
rics over three repetitions.

5.4.2 Validation

With a set of both simulations and real-world experiments, we assess the accuracy and

the robustness of our modified simulator. We run real-world experiments on the Dutch
six-cluster wide-area computer system DAS (fourth generation) [118]. The TU Delft clus-
ter, which we use for this validation, has 24 dual-quad-core compute nodes, with 24 GiB
memory per node and 50 TB total storage, connected within the cluster through 1 Gbit/s
Ethernet (GbE) and 20 Gbit/s QDR InfiniBand (IB) networks. In our real-world exper-
iments, we use our prototype of Hadoop (version 1.0.0), which includes the implemen-
tations of the four policies. For both our simulations and real-world deployment, we
configure 10 nodes with 6 map slots and 2 reduce slots.

To evaluate how accurately our simulator approximates real-world executions of sin-
gle MapReduce jobs, we compare the simulated runtimes with the job runtimes in the
real system for 8 different job types. As we show in Table 5.2, these jobs are instances
of three well-known MapReduce benchmarks (Grep, Sort, and Wordcount) with very dif-
ferent numbers of tasks (between 3 and 660) and variable total processing requirements
(between 1 minute and 7.4 hours). Our simulator estimates in most cases the job run times
with less than 10% error (which is comparable to the error in SimMR [130] developed at
HP Labs). In fact, the difference between the job runtimes in our simulator and in the
real-world system is always at most 7-10 s (columns 5 and 6 in Table 5.2). This differ-
ence represents the overhead of setting up and cleaning up a MapReduce job in Hadoop,
which we do not account for in simulation.

To assess the robustness of our simulator with complete MapReduce workloads, we
compare the slowdown performance of our policies in simulation and real-world deploy-
ment. The workload we use in this evaluation has 50 jobs in total and consists of different
fractions of job types, as indicated in Table 5.2. We simulate and execute the workload in
our cluster using each of the four policies with K = 2 queues. We set the size of partition
1 to 30% for both TAGS and SITA. The time limits we find to be the best for TAGS, SITA,
and FBQ are 120, 160, and 160 seconds. Figure 5.3 shows the slowdown performance
of our policies in both the simulator and the real-world deployment when job arrivals are
Poisson and the system load imposed is 0.7. Our simulator is remarkably accurate and
delivers slowdown performance that is consistent with the real-world experiments. The
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Figure 5.3: The slowdown performance of our policies for the workload summarized in
Table 5.2 using both simulations (SIM) and real-world experiments (DAS).

relative error between the simulations and the real-world experiments is less than 1% for
both the median job slowdown and the job slowdown at the 95" percentile.

5.4.3 Workloads

The workloads we impose on the system in our simulations are based on a MapReduce
trace from Facebook that spans 6 months, from May 2009 to October 2009, and contains
roughly 1 million jobs. This trace is public and contains the size in bytes for every job for
each MapReduce job phase. We employ the SWIM benchmark [24] which uses the records
in the trace to generate synthetic jobs. We create and execute a set of 1,121 such synthetic
jobs on a real 20-node Hadoop cluster and record for each job all relevant information
(e.g., task runtimes) so that it can be executed in our simulator. We generate different
workloads of 1,121 jobs by randomly selecting jobs without repetition from this set of
synthetic jobs. The job inter-arrival time has an exponential distribution.

In order to compute the slowdowns experienced by the jobs in our simulations, we
determine the reference runtime of each job in an empty 100-node simulated MapReduce
framework from when its first task starts until its last task terminates. The sum of the
reference runtimes of all jobs accounts for approximately 60 h of simulated time. In
Figure 5.4(a), we show the distribution of these reference job runtimes of the jobs in
our workloads, which is very variable, as its squared coefficient of variation is equal to
16.35. As reported for other data-intensive workloads at Facebook, Google, Cloudera,
Yahoo! [23], the distribution of the job sizes is skewed, with fewer than 8% of the jobs in
our workloads responsible for almost half of the total load. In contrast with the reference
runtimes, the job sizes (total processing requirement) are less variable, with the squared
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coefficient of variation equal to 3.32. Further, we find in our workloads a strong corre-
lation between the total job input size and the total processing requirement (the size) of
the job (see Figure 5.4(b)), which is used by SITA and COMP to assign arriving jobs to
queues. Finally, jobs in our workload may achieve very different levels of parallelism:
from less than ten tasks to more than 10,000 tasks (Figure 5.4(c)).

5.5 Experimental Evaluation

In this section we first investigate the impact of the key parameters on the slowdown
variability (Section 5.5.1). Further, we analyze the effect of load unbalancing across
partitions on the performance of TAGS and SITA (Section 5.5.2), the performance un-
der heavy traffic (Section 5.5.3), and the degree of unfairness in our scheduling policies
(Section 5.5.4). Finally, we analyze the performance of FBQ and COMP with more than
two queues (Section 5.5.5).

5.5.1 Parameter Sensitivity

All our policies assume a single MapReduce framework with some number K of queues.
Although having multiple partitions may reduce the job slowdown variability by starting
short jobs faster rather than having them wait behind relatively large jobs, in practice,
configuring many partitions and setting the corresponding time limits may be difficult—
when set incorrectly, system fragmentation and poor utilization of partitions may result.
Fortunately, as we show in our analysis, having only two queues (and partitions) already
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Figure 5.7: The median job slowdown and the job slowdown variability versus the time
limit in queue 1 at a system load of 0.7 (the horizontal axes have different scales). The
size of partition 1 is set to 50% (TAGS) and 30% (SITA).

significantly reduces the job slowdown variability and is sufficient to reach our goal. Thus,
in our simulations we set for all policies i = 2. In this case, for FBQ, only one parameter
has to be set, which is the time limit of queue 1. In contrast with the previous imple-
mentations in single-server and distributed-server systems, our TAGS and SITA policies
require an additional parameter to be set for each queue, which is the partition capacity—
in our case only the capacity of partition 1. We don’t have to consider COMP here as
it operates without partitioning and without time limits. We seek the optimal values of
the parameters (capacity and/or queue time limit of partition 1) for which our policies
achieve the lowest job slowdown variability.
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We will first investigate the relation between the partition size and the queue time limit
for TAGS and SITA. To this end, we show in Figure 5.5 the optimal time limit of partition
1 for a range of sizes of partition 1. Obviously, SITA has a higher time limit of partition
1 than TAGS, as jobs with SITA run to completion. Therefore, we expect TAGS to operate
well even at high capacities of partition 1, but we want SITA to utilize a smaller partition 1.

In Figure 5.6 we show how TAGS and SITA actually perform in terms of the job slow-
down when the capacity allocated to the first partition varies between 0-50% and the
queue time limit for each size of partition 1 is set to the optimal value as indicated by
Figure 5.5. As a hint to reading this and later similar figures, the values at 0% capac-
ity of partition 1 should be interpreted as having a 95" percentile of the job slowdown
distribution of about 23.8 (2.8 x 8.5). We observe that the impact of the partition size is
relatively small with TAGS over a wide range of sizes—a capacity of partition 1 ranging
from 20% to 50% is fine. In contrast, with SITA, setting the partition sizes is much more
critical; the job slowdown is significantly better when the capacity of partition 1 is 20%
or 30%, depending on whether the median or the job slowdown variability is considered
more important. Outside that range, the job slowdown variability is much higher.

Finally, for the TAGS and SITA policies, we investigate the setting of the time limit of
queue 1 having the capacity of partition 1 set to 50% and 30%, respectively. Figure 5.7
depicts the slowdown statistics for large ranges of queue time limits. TAGS has relatively
low median and high variability at low queue time limits, and the other way around at high
limits. SITA is relatively stable in the range of 14-20 x 1000 seconds, but for higher values
of the time limit, the median value gets very poor. The time limits we consider to be the
best for TAGS and SITA are 14,000 and 18,000 seconds, respectively (as already indicated
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system load of 0.7.

in Figure 5.5 for the partition sizes considered here). Interestingly, the fraction of work
that gets completed in partition 1 is 35% for both policies with these optimal cutoffs.

Further, we investigate the setting of the time limit of queue 1 for the FBQ policy.
The slowdown statistics in Figure 5.8 show two important things. First, we see from
Figure 5.8(a) that under a system load of 0.7, FBQ is very insensitive to the queue time
limit, in contrast to both TAGS and SITA. However, in Figure 5.8(b) we show that going to
0.9 system load, FBQ becomes more sensitive. We analyze in more detail the performance
of all policies under heavy traffic in Section 5.5.3. Secondly, Figure 5.8 shows that FBQ
is by far the best performing policy with respect to both the median slowdown and the
slowdown variability across the whole range of queue time limits considered. The time
limit we consider to be the best for FBQ is 12,000 seconds.

5.5.2 Load Unbalancing

In previous studies of the TAGS and SITA policies for distributed server systems, it has
been shown that choosing the queue time limits (or cutoffs) to balance the expected load
across partitions can lead to suboptimal median slowdown [28, 55]. Counterintuitively,
load unbalancing optimizes fairness when the workload has a heavy-tailed distribution.
The intuition behind this strategy is that a large majority of the jobs get to run at a reduced
load, thus reducing the median slowdown.

We investigate now whether load unbalancing has the same effect in our MapReduce
use case. Figure 5.9 shows the utilizations of partitions 1 and 2 for different capacities
of partition 1 with the corresponding optimal queue time limits as we have determined in
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Figure 5.10: Scatter plots of the job slowdown versus the job size for all policies under
system loads of 0.7. The horizontal lines show the median and the 95" percentile of the
job slowdown distribution.
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Section 5.5.1. Indeed, we observe for TAGS and SITA that for any capacity of partition 1
in the range 10-50%, partition 1 is assigned significantly less load than partition 2.

Nevertheless, it seems that when we try to achieve both low median job slowdown
and low job slowdown variability, only SITA is comparable to FBQ, while TAGS seems
to be hitting a wall. The former two policies have very close slowdown variability when
they operate at their optimal time limits — 18,000 seconds for SITA (see Figure 5.7(b)) and
12,000 seconds for FBQ (see Figure 5.8(a)). In contrast, in Figure 5.9 we show that TAGS
has a very high utilization in partition 2 at the optimal partition size of 50% and the opti-
mal time limit of 14,000 seconds. This can be explained by what is the major difference
between TAGS and SITA. Whereas SITA runs each job till completion in its “own" parti-
tion (wrong job size predictions can be made), TAGS moves jobs across multiple partitions
through preemption until they reach the proper queues where they can complete. So SITA
provides better isolation for short jobs than TAGS does. As a consequence, with TAGS the
slowdowns of short jobs may be significantly higher than with SITA, as very large jobs
with high levels of parallelism may monopolize the entire partition 1, no matter what its
capacity is set to. Thus, TAGS with its optimal time limit of 14,000 seconds may achieve
a lower job slowdown variability than SITA with its optimal time limit of 18,000 seconds,
but it does so at the expense of a significantly higher median job slowdown.

5.5.3 Heavy-Traffic Performance

One major criticism of the TAGS and SITA policies in distributed server systems has been
the strong dependence of their performance on the system load [55, 102]. As the load
increases, unbalancing the load across the two servers (partitions) is difficult to achieve
without overloading the second server (partition). In Figures 5.10 and 5.11 we show
scatter plots of the job slowdown versus the job size for all policies with the optimal
parameters. We observe that under system load of 0.9, the performance of TAGS is very
poor, with the median job slowdown being twice as large as with FIFO. Further, with both
TAGS and COMP the job slowdown at the 95" percentile is higher than 60. Despite having
a relatively lower median job slowdown than TAGS and twice as low as FIFO, SITA hurts
significantly the top 5% large jobs in our workload.

Although one would expect this issue to be removed with FBQ, it turns out this is not
necessarily true for MapReduce. We observe that even for FBQ, balancing between the
two optimization goals, i.e., the median job slowdown and the job slowdown variability,
is difficult, especially when the system is under heavy-traffic. To explain this, we have to
look at the internal structure of MapReduce. As we have explained in our model, when
jobs are being preempted, they are allowed to finish their running tasks no matter their
given priority at that time. This has a negative effect on both the system utilization and
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the slowdowns of large jobs, which may have reduce tasks unnecessarily occupying slots,
while their map tasks are waiting for higher-priority queues to become empty.

5.5.4 Fairness Analysis

Recent mathematical analysis has shown that scheduling policies that are biased against
long jobs by giving priority to relatively small jobs, are not only optimal with respect
to mean response time or mean slowdown, but are also fair [16, 58, 59]. In addition,
as MapReduce was originally created for jobs processing terabytes of data, scheduling
disciplines that allow short jobs to preempt large ones have never been used in prac-
tice for MapReduce workloads for fear of hurting the very large jobs. In this section
we will present summary evidence to what extent our policies help in the two dimen-
sions of job slowdown variability: reduced job slowdown variability (the ratio of the 95"
and 50" percentiles of the job slowdown distribution) and even slowdowns across the
complete range of job sizes.

In Figure 5.12 we show the job slowdown variability at different percentiles (as de-
fined in Section 5.2) under a system load of 0.7. COMP provides gains over FIFO only
up to the 95 percentile. It is obvious that here FBQ is superior to TAGS, SITA, and
that all these policies achieve a significant improvement over FIFO. FBQ consistently im-
proves the slowdown variability at all percentiles by a factor of 2 over FIFO. Although
TAGS and SITA are very close to FBQ, they seem to shift the slowdown variability to the
second partition, where the largest jobs with thousands of tasks experience slowdowns
because of being confined to smaller partitions. In fact, it is not the truly large jobs that
suffer, but those jobs that are not sufficiently small to be completed in partition 1 and
therefore end up in partition 2.

We next compare how the mean job slowdown varies across different job sizes with
each policy. In Figure 5.13, we show the mean slowdowns of jobs in logarithmically
spaced subranges of the complete range of job sizes (so, the first job-size range covers
sizes between 10 and 104/10, the second between 101/10 and 100, etc.) at a utilization
of 0.7. The mean slowdowns with FBQ, SITA, and COMP are considerably lower and
less variable than with TAGS and FIFO, with FBQ being somewhat more stable. Thus, in
particular FBQ manages to achieve a very even job slowdown across the complete job
size range, which is exactly what we wanted.

5.5.5 More than Two Queues

When configured with K = 2 queues, both FBQ and SITA consistently improve the job
slowdown at the 95" percentile by a factor of 2 over FIFO for system loads between 0.7
and 0.9. However, under system loads of 0.9 or higher, a relatively small fraction of large



110

60 . 60
£ 401 S 40+
_8 _8 ................................... L .
; ................................... 3 ° 2% wo + n n ;
o o
] wos 8 [ .
2 : ° 2
820 » . w . =207 oo
s % ‘B 7 s o 3
B, o on @ L, , @& o . S
$° % amy | 2o o&s ® o v8oae ¥ . 8 R L
20 e g et D RIS
0] R S P AR SRR R ks E N A 55
T T T T T T T T T T
10* 10? 10° 10* 10° 10* 102 10° 10* 10°
Job size [s] Job size [s]
(a) FBQ (b) COMP

Figure 5.14: Scatter plots of the job slowdown versus the job size for FBQ and COMP with
K = 4 queues under a system load of 0.9. The horizontal lines show the median and the
95" percentile of the job slowdown distribution.

jobs (less than 5%) experience considerably larger slowdowns than the median. There-
fore, we want to assess whether having more queues may reduce even more the job slow-
down variability. As for SITA, an additional queue comes with the burden of partitioning
and assigning appropriate capacities to those partitions, we compare only FBQ and COMP.

We will first explain the way we set the time limits of the queues for FBQ. Recall
from Figure 5.11(c) that the job slowdowns offered by FBQ in optimal setting for K = 2
have relatively different values across three ranges of job sizes. The job slowdowns are
somewhat stable for job sizes between 4,000 seconds and 10,000 seconds, but are very
variable for job sizes outside that range. Thus, we set the time limits of queue 1 and queue
2 to 4,000 seconds and 10,000 seconds, respectively. As for queue 3, we set the time limit
to 36,000 seconds, which is the size of the job that suffers the highest job slowdown in
the optimal setting for X' = 2. Even though there may be other better values, setting the
time limits is very critical for FBQ with multiple queues at system loads of 0.9 or higher.

In Figure 5.14 we show scatter plots of the job slowdown versus the job size for
FBQ and COMP when the number of queues K is set to 4. Two points stand out. First,
FBQ with iK' = 4 offers considerable gains when the system is under heavy load. The
median slowdown improves by 30% and no job of relatively small size (below 4,000
seconds) is over the 95" percentile of the job slowdown distribution. Secondly, in con-
trast with FBQ, COMP has lower median job slowdown and more variable job slowdowns
for large job sizes.
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5.6 Related Work

A large body of both theoretical and experimental work exists on the evaluation of task
assignment policies that are biasing towards jobs with small sizes. However, despite the
superior performance of size-based policies datacenter schedulers have not yet incorpo-
rated them for fear of unfairly hurting very large jobs.

It is well-known that the Shortest-Remaining-Processing-Time (SRPT) discipline is
the best policy with respect to mean sojourn time given any arrival sequence and job
size distributions [100,110]. Another policy with comparable performance to SRPT is the
Shortest-Processing-Time-Product (SPTP), which serves jobs according to the minimum
product of initial size and remaining service time. In an M/G/1 setting, it has been shown
that SPTP is optimal with respect to mean slowdown [65].

In contrast to the general premise that SRPT may treat unfairly large jobs which may
starve given an adversarial arrival sequence, recent work has shown that such concerns
are not realistic in the average case. More specifically, it can be proved that for an M/G/1
model and workloads which are heavy-tailed, all jobs experience a lower response time
under SRPT when compared to the more popular processor-sharing (PS) discipline [16,
59]. SRPT achieves similar performance even for general job size distributions under
moderate loads, and is not prohibitive even under higher loads. As a follow-up to the
previous result, it has been shown that in a more practical setting of a web server, SRPT-
based scheduling is to be preferred over the de-facto FAIR scheduler which fairly allocates
fractions of resources to handle incoming requests [58]. However, SRPT is rarely used in
current schedulers because of the practical consideration of possibly unknown job sizes.
Luckily, the former drawback of SRPT discipline can be alleviated in several ways. First,
many computer workloads exhibit strong correlations between the job input size and the
processing time (or size) of the job. This phenomenon has been noticed in the case of
web server requests, and is valid for MapReduce workloads as well. Secondly, when job
sizes cannot be anticipated in any way, SRPT may be approximated in an M/G/1 model by
employing multi-level scheduling with a large (infinite) number of feedback queues [99].

One representative policy for the problem of task assignment for server farms is Size-
Interval-Task-Interval-Assignment or SITA [56], which isolates all jobs with sizes within
a predefined size interval to a single server. SITA was specifically designed to reduce
variability at each queue by dividing the job size distribution so that each queue handles
a less variable portion of the original distribution. Although it may seem that the op-
timal cutoff points in the distributions should be chosen in such a way that the load is
balanced across different servers (of a server farm), counterintuitively, it has been proved
that SITA is more effective at reducing the mean slowdown when exactly the opposite is
done [60]. Thus, SITA unbalances the load across the hosts and allows smaller tasks to
run at lighter-loaded servers. It has been shown that with SITA, the more heavy-tailed
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the workload is, the better is the load unbalanced across hosts, thus greatly improving the
mean slowdown [28]. Further, as the job size variability increases, SITA is by far supe-
rior to the Least-Work-Left (LWL) policy, which sends jobs to the server with the least
remaining work. Despite the general belief of being the better policy, it seems SITA may
in fact be inferior to the previous greedy policy, for particular job size distributions [57].
Derived from the same fundamental idea of load unbalancing, TAGS achieves comparable
performance to SITA in the more challenging case of unknown job sizes [55]. Closest
to our work, there exists a thorough simulation-based analysis of SITA with respect to
fairness under supercomputing workloads [102].

5.7 Conclusion

In this chapter we have presented four multi-queue size-based scheduling policies for
data-intensive workloads derived from previous solutions to this problem for sequential
or rigid jobs in single-server and distributed-server systems. The basic mechanisms em-
ployed by our policies are partitioning of resources of the datacenter, and system feedback
by means of preemption in a work-conserving way. Hence, jobs with different ranges
are isolated in separate queues or partitions, either by means of preemption from one
queue to another (the TAGS and FBQ policies), or through some form of prediction (the
SITA and COMP policies).

We have analyzed these policies with an extensive set of realistic simulations of
MapReduce workloads and we have showed close to ideal improvement for the vast ma-
jority of short jobs even in unfavorable load conditions, while only a relatively small
fraction of large jobs suffer (less than 5%). In particular, we have found that TAGS oper-
ates well for capacities of partition 1 between 20-50%, and that SITA offers considerable
better slowdown performance when the size of partition 1 is small. FBQ is comparable
to SITA, but at both lower median slowdown and slowdown variability, and unlike SITA,
it is very insensitive to the queue time limit. Under heavy load, TAGS and COMP are by
far the worst performing policies, while FBQ and SITA hurt significantly only the top 5%
largest jobs in our workload. However, FBQ with 4 queues achieves a 30% improvement
in median slowdown over the 2-queue setting.

We have found that FBQ consistently improves the slowdown variability over FIFO
by a factor of 2 under system loads between 0.7 and 0.9. Thus, FBQ may be the best
policy in practice, as it not only comes with the advantage of requiring the setting of
fewer parameters than both TAGS and SITA, but also offers very even job slowdowns
across the complete range of job sizes.

Finally, we have deployed our policies on a multicluster system and we have showed
that the relative error between the simulations and the real-world experiments is less than
1% for both the median job slowdown and the job slowdown at the 95" percentile.



Chapter 6

Checkpointing In-Memory Data
Analytics Applications

6.1 Introduction

The performance of large-scale data analytics frameworks such as Hadoop and Spark
has received major interest [43, 44,92, 139] from both academia and industry over the
past decade. Surprisingly, this research assumes an ideal execution environment, which
is in sharp contrast with the resilience-oriented design goals of these systems. In turn,
these goals are motivated by the high rates of failures experienced by large-scale systems
operating in clusters [71, 101] and datacenters [98, 132]. A key feature influencing the
adoption of data analytics frameworks is their fault-tolerant execution model, in which
a master node keeps track of the tasks that were running on machines that failed and
restarts them from scratch on other machines. However, we face a fundamental limita-
tion when the amount of work lost due to failure and re-execution is excessive because
we need to allocate extra resources for recomputing work which was previously done.
Frameworks such as Spark provide an API for checkpointing, but leave the decision of
which data to checkpoint to the user. In this chapter we design PANDA, a cluster sched-
uler that performs automatic checkpointing and so improves the resilience of in-memory
data analytics frameworks.

Failures in large-scale clusters are inevitable. The likelihood of having hardware
crashes during the first year of a typical 10,000-machine cluster is very high according to
several reports from the Google infrastructure team [29]. In particular, the system admin-
istrators expect about 1,000 individual machine failures and thousands of disk failures. In
order to put into perspective the impact of failures on production workloads, we analyze
failure reports from a Google cluster of 12,000 machines running half billion jobs over a
month [98]. In Figure 6.1(a) we show the rate of machine and job failures in this Google
cluster. Despite the relatively small number of machine failures (13 machines every hour),
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Figure 6.1: The average number of job and machine failures per hour (a) and the median
CPU waste per job size range (b) in the Google trace. The vertical axes are in log-scale.

we observe a huge number of jobs (400 jobs every hour) that either fail, get killed by the
system, or are simply abandoned by users. We expect this large number of failures to
result into large amounts of wasted work. In Figure 6.1(b) we show the median job waste,
that is the amount of work completed but lost due to failures for the complete range of
job sizes (number of tasks). Indeed, the amount of wasted work increases linearly with
the job size. The Google infrastructure is only one of a long series of multicluster sys-
tems experiencing problems in their infancy and in the long term. For example, the grid
computing community has uncovered high failure rates [33], and in particular the flagship
project CERN LCG had high failure rates years after going into production, with more than
25% unsuccessful jobs across all sites [21].

As today’s clusters have large amounts of free memory [77,125], frameworks such as
Spark advocate in-memory data processing, as opposed to previous on-disk approaches
such as Hadoop. Unfortunately, as has been abundantly reported by the community, ma-
nipulating large datasets with Spark is challenging, and we have identified three causes of
frequent failures in Spark that necessitate jobs to be restarted from scratch. First, the job
runtime is very sensitive to the way the framework allocates the available memory during
its execution. As a result, it may have variable performance across different applications
depending on how much memory they are allowed to use for storage and for job execu-
tion [139]. A second cause is that several built-in operators (e.g., groupBy, join) require
that all values for one key fit in the memory. This constraint is in sharp contrast with
the design of the framework which only supports coarse-grained memory allocation (per
worker). Finally, memory-hungry tasks that produce a large number of persistent objects
that stay in memory during the task runtime result in expensive garbage collection [83].

Using checkpointing to improve fault tolerance has a long history in computer sys-
tems [111,117,143]. In particular, the most commonly used method for checkpointing
high performance computing applications is coordinated checkpointing, where an appli-
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cation periodically stops execution and writes its current state to an external stable storage
system. As setting the optimal checkpointing interval has been acknowledged as a chal-
lenging problem [35], existing solutions require the failure rates and the checkpointing
cost to be known upfront, and to be constant over time. These assumptions are unreal-
istic for data analytics frameworks, which typically run computations in multiple inter-
dependent stages each of which generates an intermediate dataset that is used as input
by other stages. According to several reports from production clusters [24], the sizes of
the intermediate datasets may vary significantly across stages of a single job, and as a
result they cannot be anticipated.

Checkpointing a task has resource implications which are important to consider. While
a task may be quickly recovered from a checkpoint, occupying an extra slot to perform the
checkpoint may increase the job runtime due to the high cost of reliably saving the task’s
output. To remedy this, we propose PANDA, a checkpointing system that carefully bal-
ances the opportunity cost of persisting a task’s output to an external storage system and
the time required to recompute when the task is lost. This opportunity cost is driven by the
evidence of unpredictable intermediate data sizes and outlier tasks of jobs in production
traces from Google and Facebook [98, 115], which form the basis of our checkpointing
policies. Firstly, we propose the greedy policy that greedily selects tasks for checkpoint-
ing until a predefined budget is exceeded. Secondly, our size-based policy considers the
longest tasks of a job because those tasks are more likely to delay the job completion if
they are lost. Finally, we design the resource-aware policy that checkpoints tasks only if
their recomputation cost is likely to exceed the cost of checkpointing it.

In this chapter we make the following contributions:

1. We design PANDA, a fine-grained checkpointing system that checkpoints tasks at
stage boundaries by persisting their output data to stable storage. We reduce the
checkpointing problem to a task selection problem and we incorporate into PANDA
three policies designed from first principle analysis of traces from production clus-
ters. These policies take into account the size of task output data, the distribution
of task runtimes, or both (Sections 6.3 and 6.4).

2. With a set of experiments in a multicluster system, we analyze, among other as-
pects of PANDA, the benefit of trading off execution latency with fast recovery from
failures for single, failing applications. With a set of large-scale simulations, mim-
icking the size and the operation of a Google cluster, we analyze the effectiveness of
PANDA in reducing the average job runtime of a complete workload. (Sections 6.5
and 6.6).
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Figure 6.2: An example of a lineage graph with data dependencies between RDD parti-
tions. The recomputation tree of a missing partition in unmodified Spark (a) and in Spark
with checkpointing (b). All lost partitions are located on a single machine and the input
dataset is replicated in stable storage.
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6.2 System Model

In this section we present the main abstractions used by Spark to perform both efficient
and fault-tolerant in-memory data processing (Section 6.2.1). Furthermore, we describe
the scheduling mechanism employed by Spark to execute parallel jobs on a cluster with
many machines (Section 6.2.2).

6.2.1 Lineage Graphs

We explain the RDD data abstraction used by Spark [146] to persist large datasets in
the memory of multiple cluster machines and we discuss the notion of lineage graph, a
fault-tolerant data structure that guards the framework against data loss when machine
failures are expected.

Data analytics frameworks such as Spark [146] leverage the distributed memory of
the cluster machines with a new abstraction called resilient distributed datasets (RDDS),
which provides efficient data processing across a broad range of applications (SQL queries,
graph processing, machine learning, and streaming). An RDD is a collection of data par-
titions distributed across a set of cluster machines. Users have access to a rich set of
transformations (e.g., map, filter, join) to create RDDs from either data in stable storage
(e.g., HDFS, S3) or other RDDs. Typically, such transformations are coarse-grained be-
cause they apply the same operation in parallel to each partition of the RDD.

RDDs may not be materialized in-memory at all times. Instead, Spark maintains the
sequence of transformations needed to compute each RDD in a data structure called the
lineage graph. In other words, the lineage graph is a directed acyclic graph (DAG) where
a vertex represents an RDD partition and an incoming edge represents the transformation
used to compute the RDD. Furthermore, Spark distinguishes two main types of data de-
pendencies between RDDs: (1) the narrow dependency, in which each partition of the
parent RDD is used by at most one partition of the child RDD (e.g., map, filter), and (2)
the wide dependency, in which multiple child partitions may depend on the same par-
ent partition (e.g., join, groupBy).

As RDDs are typically persisted in volatile memory without replicas, a machine failure
causes the loss of all partitions that are located on it. Spark automatically recovers a
missing partition by identifying in the lineage graph its recomputation tree, which is the
minimum set of missing ancestor partitions and the dependencies among them needed
to recover the partition. Thus, the critical recomputation path of a given partition is the
sequence of partitions in its recomputation tree that determine the minimum time needed
to recover the partition. In the worst case, the critical recomputation path may go back
as far as the origin of the input data. Then, Spark applies for each missing partition
the sequence of transformations in its recomputation tree according to the precedence
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constraints among them. As different partitions of the same RDD may have different
recomputation trees, the recovery of a complete RDD typically results in recomputing a
sub-DAG of the initial lineage graph.

To avoid long critical recomputation paths, Spark allows its users to cut-off the lineage
graph through a checkpointing operation that reliably saves a complete RDD to stable
storage. Checkpointing an RDD in Spark is similar to how Hadoop spills shuffle data to
disk, thus trading off execution latency with fast recovery from failures. Figure 6.2 shows
an example of a lineage graph for a simple Spark computation, with both narrow and
wide dependencies between RDDs. The figure depicts the recovery of a missing partition
by recomputing all its ancestors (a) and by reading an existing checkpoint (b).

Spark exposes a basic interface for checkpointing complete RDDs, but it is the user’s
decision to select which RDDs to checkpoint. As the intermediate RDD sizes are not
known upfront, selecting RDDs statically, prior to the execution of an application, is dif-
ficult. Spark checkpoints a given RDD by creating a parallel job with tasks that save the
RDD partitions from memory to stable storage. However, when the memory is fully uti-
lized, Spark evicts RDD partitions using a least-recently-used (LRU) policy. This way
of checkpointing RDDs is inefficient because it may trigger recomputations if some RDD
partitions are evicted from memory.

6.2.2 DAG Scheduler

We present an overview of the scheduling architecture used by Spark to (re-)allocate com-

pute slots to jobs that consist of multiple sets of tasks with precedence constraints among
them.

To compute an RDD, Spark’s scheduler creates a job by translating the RDD dependen-
cies in the lineage graph into a DAG of processing stages. Each stage consists of a set of
parallel tasks that apply the same operation (transformation) to compute independently
each RDD partition. In this DAG, tasks pipeline as many transformations with narrow de-
pendencies as possible, and so we identify stage boundaries by transformations with wide
dependencies. Such transformations typically require a shuffle operation, as illustrated in
Figure 6.2. A shuffle operation splits the output partitions of each task in the parent stage
into multiple shuffle files, one for each task in the child stage. Tasks in the child stage
may only run once they have obtained all their shuffle files from the parent stage.

In order to compute an RDD, the scheduler executes tasks in successive stages on
worker machines based on their precedence constraints (data dependencies), data locality
preferences (run tasks closer to input data), or fairness considerations (per job quotas).
Similarly to Dryad and MapReduce, Spark jobs are elastic (or malleable) and can run
simultaneously, taking any resources (compute slots) they can get when it is their turn.
The DAG scheduler in Spark schedules the tasks of a stage only after all its parent stages
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Table 6.1: The workload traces from two large production clusters at Facebook [115] and
Google [98].

’ Trace \ Facebook \ Google ‘
Dates October 2010 | May 2011
Duration (days) 45 29
Framework Hadoop Borg
Cluster size (machines) 600 12,000
Number of jobs 25,000 668,048
Task runtimes No Yes
Data sizes Yes No
Failed machines per hour Unknown 7 to 25

have generated their output RDDs. Scheduling tasks based on a strict queueing order such
as first-in-first-out (FIFO) compromises locality, because the next task to schedule may not
have its input data on the machines that are currently free. Spark achieves task locality
through delay scheduling, in which a task waits for a limited amount of time for a free
slot on a machine that has data for it.

Next, we present the main mechanisms that Spark uses to detect and to recover from
worker failures. Similarly to other fault-tolerant cluster frameworks, Spark relies on time-
outs and connection errors to infer worker failures. The scheduler expects heartbeats from
its healthy workers every 10 seconds, and marks as lost a worker that has not sent any
heartbeat for at least 1 minute. A dead worker not only leads to the failure of its running
tasks, but also makes all previously computed work on that worker unavailable. As a con-
sequence, tasks that fail to transfer data from a lost worker trigger fetch errors that may
also serve as an early indication of a failure. Spark re-executes failed tasks as long as their
stage’s parents are still available. Otherwise, the scheduler resubmits tasks recursively in
parent stages to compute the missing partitions.

6.3 Design Considerations

In this section we identify three techniques for checkpointing in-memory data analytics
jobs (Section 6.3.1). Moreover, we investigate the main properties of workloads from
Facebook and Google that we use as first principles in the design of our checkpointing
policies (Section 6.3.2). Finally, we propose a scheduling and checkpointing structure for
automatic checkpointing of data analytics jobs (Section 6.3.3).



120

6.3.1 Checkpointing Tasks

The basic fault-tolerance mechanism used by data analytics frameworks to mitigate the

impact of machine failures is to recompute lost data by repeating tasks based on their
precedence constraints in the lineage graph. Obviously, this approach may be time-
consuming for applications with large lineage graphs. Checkpointing the running tasks
of a job to stable storage allows the job to only partially recompute data generated since
the last checkpoint. However, checkpointing introduces an overhead proportional to the
size of the data persisted to stable storage.

We identify different ways of checkpointing data analytics jobs. One way of of doing
so is to employ traditional checkpointing mechanisms available in operating systems that
suspend the execution of running tasks and store their states for later resumption. In this
method, checkpointing jobs is performed at any point, as opposed to the later two ap-
proaches. However, this process may degrade performance considerably and may trigger
frequent machine reboots [67]. Tasks of in-memory data analytics jobs are allocated large
heap sizes of multiple GBs, and so checkpointing their states is relatively slow. In addi-
tion, recovery from a checkpoint stored on another machine triggers additional network
traffic, which may hurt the performance of other jobs in the cluster.

Another approach is to checkpoint tasks at safe points from where the remaining work
can be executed without requiring any context from the current execution. At a higher
level, tasks in data analytics jobs pipeline a sequence of narrow transformations between
successive RDD partitions. Furthermore, tasks split each RDD partition they process into a
sequence of non-overlapping subsets each of which may have multiple records that share
the same key. Thus, a natural way to checkpoint tasks for many transformations (e.g., map,
reduce, join) is at key boundaries, when all the processing for a key is complete. This ap-
proach has been previously proposed in Amoeba, a system that aims at achieving true elas-
ticity by trimming the durations of long task through checkpointing. However, because
tracking such safe points in data analytics frameworks is notoriously difficult, as they typi-
cally require a global view of intermediate data, Amoeba originally supported only a small
number of transformations in MapReduce frameworks and has not evolved since [5].

Finally, we can checkpoint tasks at stage boundaries by persisting their output data to
stable storage. A stage boundary for a task is the point from where the output data is split
into multiple shuffle files each of which aggregates input data for a single reducer. Shuffle
files are written to the buffer cache, thus allowing the operating system to flush them to
disk when the buffer capacity is exceeded. Because checkpointing shuffle files requires
complex synchronization between multiple tasks that write sequentially to the same shuf-
fle file, we perform checkpointing on the output data before splitting it into shuffle files.
We choose this way of checkpointing because it integrates well with the lineage-based
mechanism adopted by current frameworks. We need to recompute a task when either the
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Figure 6.3: The variability of the intermediate data sizes (a, vertical axis in log scale) and
the prevalence of outliers (b) in the BTWorld application.

machine on which it runs fails, or when (part of) the output it produced was located on a
machine that fails and is still needed. Checkpointing tasks at stage boundaries helps only
in the latter case. After checkpointing the output of a task completely, we no longer need
to know how to compute or recover its input, and so we can cut-off its lineage graph.

6.3.2 Task Properties

Although there is a rich body of work that studies the characteristics of datacenter work-
loads [24, 97], not many public traces exist. The largest traces available are from the
Hadoop production cluster at Facebook [115] and from Google’s Borg resource man-
ager [98]. Table 6.1 shows the relevant details of these traces. An investigation of these
traces reveals that datacenter workloads are largely dominated by the presence of outlier
tasks, and that the sizes of the intermediate data of jobs may be very variable. Although
both traces are relatively old, it is unlikely that these task properties have changed since
their collection. In this section, we check their validity by analyzing the BTWorld appli-
cation [61], which we use to process monitoring data from the BitTorrent global network;
this application is later described in Section 6.5.

Unlike a job’s input size, which is known upfront, intermediate data sizes cannot be
anticipated. Complex applications such as BTWorld consist of many processing stages,
out of which only a few require the complete input, while the others run on intermediate
data. Figure 6.3(a) shows that there is no strong correlation between the input and output
data sizes, and that the output sizes range from a few KB to hundreds of GB. We compute
the stage selectivity, defined as the ratio of the output size and the input size, for each
job in the Facebook trace. We find that the stage selectivities may span several orders
of magnitude: a small fraction of the stages perform data transformations (selectivity of
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Figure 6.4: The system architecture for implementing the PANDA checkpointing mecha-
nism in data analytics frameworks.

1), while the large majority are either data compressions (selectivity less than 1) or data
expansions (selectivity higher than 1).

In data analytics workloads, tasks may have inflated runtimes due to poor placement
decisions (resource contention) or imbalance in the task workload (input data skew). In-
deed, Figure 6.3(b) shows that 70% of the task outliers in the BTWorld application have
a uniform probability of being delayed between 1.5x and 3x the median task runtime.
The distribution is heavy-tailed, with top 5% of the outliers running 10x longer than the
median. Similarly, the tasks in the Google cluster are also very variable and fit well a
heavy-tailed distribution (Pareto with shape parameter 1.3).

We use the large variability of the intermediate data sizes in the design of a greedy
checkpointing policy, which employs a specified budget to avoid excessive checkpoint-
ing. Similarly, the prevalence of outliers forms the basis of a size-based checkpointing
policy, which seeks to checkpoint the long running tasks in a job. Finally, we use both
properties in a resource-aware checkpointing policy, which checkpoints tasks only when
the cumulative cost of recomputing them is larger than the cost of checkpointing. In Sec-
tion 6.4 we present the design of our policies starting from first principles, with all the
features needed to perform well in a datacenter.

6.3.3 Checkpointing Architecture

We present the main design elements and the operation of PANDA, an adaptive check-
pointing system for in-memory data analytics jobs which integrates well with the archi-
tecture of current framework schedulers.
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Figure 6.4 shows the architecture of a typical data analytics framework, with a cluster-
wide job scheduler and a fault-tolerant distributed filesystem which coordinate the execu-
tion of tasks on a set of cluster machines with co-located processors and storage volumes
(illustrated for simplicity as separate entities). The job scheduler handles the allocation
of compute slots to numerous parallel tasks of a data analytics job with user-defined con-
straints (step 1) and waits for periodic heartbeats to keep track of the state of the running
tasks (step 2). The distributed filesystem (e.g., HDFS in our deployment) employs a three-
way replication policy for fault-tolerance and allows our system to reliably persist a data
analytics job by saving its input, intermediate, or output datasets.

PANDA'’s architecture consists of a checkpoint master and a set of clients located at
each cluster machine. The PANDA master is periodically updated by the job scheduler
with progress reports of the running tasks (step 3). A progress report incorporates for
each task the following properties: the amount of input/output data size read/written so
far and the current task runtimes. The master’s main role is to decide when to checkpoint
running tasks and which among the running tasks of a job to checkpoint (step 4). To do
so, PANDA employs one of the policies presented in Section 6.4.

The checkpoint master receives updates from clients with the location of each check-
point in the reliable storage system and maintains a global mapping between every check-
pointed partition and the dataset it belongs to (step 5). The PANDA clients access the dis-
tributed filesystem for saving and/or fetching partitions on behalf of the job (steps 6 and 7).
Thus, before a task starts running, it first uses the PANDA client to retrieve from the check-
point master the location of its checkpoint. The PANDA client fetches the checkpoint from
the distributed filesystem so that the task gracefully resumes its execution from that point
onwards. If the task was not previously checkpointed, it executes its work completely.

6.4 Checkpointing Policies

We will now address the question of which subsets of tasks to checkpoint in order to
improve the job performance under failures while keeping the overhead of checkpointing
low. The policies we propose for this purpose may use the size of the task output data
(GREEDY), the distribution of the task runtimes (SIZE), or both (AWARE). Furthermore,
we use an adaptation of the widely known periodic checkpointing approach (PERIODIC) to
data analytics frameworks that periodically checkpoints all completing tasks. In Table 6.2
we state the main differences between our policies.

6.4.1 Greedy Checkpointing

Our GREEDY policy seeks to limit the checkpointing cost in every stage of a job in terms
of the amount of data persisted to disk to a specified budget. Intuitively, we want to reduce
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Table 6.2: PANDA’s policy framework for checkpointing in-memory data analytics jobs
in datacenters.

’ Policy Data size | Task runtime Description ‘
GREEDY yes no fraction of the input data
SIZE no yes longest tasks in the job
AWARE yes yes checkpoint vs. recompute
PERIODIC yes no every 7 seconds

the number of recomputations after a failure in a best-effort way by selecting in each stage
as many tasks for checkpointing as the budget allows. The GREEDY policy sets the check-
pointing budget of a stage to some fraction of the size of the total input data transferred
to it from the tasks of its parent stages. This fraction may depend on the selectivities of
the tasks of the stage—if the latter are low, the fraction can be small. For example, for the
BTWorld workflow with a median task selectivity of 0.1, it can be set to 10%.

The GREEDY policy is invoked for every stage of a job once all its parent stages have
generated their output RDDs. It will then start checkpointing any completing task as long
as it does not exceed the stage’s budget. Tasks that are in the process of checkpointing
when the budget is exceeded are allowed to complete their checkpoints.

6.4.2 Size-based Checkpointing

Our SIZE policy aims to reduce the amount of work lost after a failure by checkpoint-
ing straggler tasks that run (much) slower than other tasks of the job. The main intu-
ition behind the SIZE policy is to avoid recomputing time-consuming tasks that prevent
pending tasks of the job from starting.

Straggler tasks in data analytics frameworks may be due to large variations in the code
executed and the size of the data processed by tasks. Across all stages of the BTWorld
workflow, the coefficient of variation in task runtimes is 3.4. Although the code is the
same for all tasks in each stage, it differs significantly across stages (e.g., map and re-
duce). Furthermore, the amount of data processed by tasks in the same stage may vary
significantly due to limitations in partitioning the data evenly.

The SIZE policy now works in the following way. In order to differentiate straggler
tasks, SIZE builds up from scratch for every running job a history with the durations of
its finished tasks. Thus, at any point in time during the execution of a job, SIZE has an
estimation of its median task runtime, which becomes more accurate as the job completes
a larger fraction of its tasks. SIZE checkpoints only those tasks it considers stragglers, that
is, tasks whose durations are at least some number of times (called the task multiplier) as
high as the current estimation of the median task runtime.
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6.4.3 Resource-aware Checkpointing

The AWARE policy aims to checkpoint a task only if the estimated benefit of doing so
outweighs the cost of checkpointing it. We explain below how the AWARE policy es-
timates both the recomputation and the checkpointing cost of a task, which is done af-
ter it has completed.

Prior to the execution of a job, AWARE sets the probability of failure by dividing the
number of machines that experienced failures during a predefined time interval (e.g., a
day) by the cluster size. AWARE derives these data from the operation logs of the cluster
that contain all machine failing events.

A machine failure may cause data loss, which may require recomputing a task if
there are pending stages that need its output in order to run their tasks. However, the
recomputation of a task may cascade into its parent stages if its inputs are no longer
available and need to be recomputed in turn. We define the DAG level of a task as the
length of the longest path in the lineage graph that needs to be recomputed to recover
the task from a failure.

AWARE estimates the recomputation cost of a task as the product of the probability
that the machine on which it ran fails and its recovery time, which is the actual cost of
recomputing it, including the recursive recomputations if its recomputation cascades into
its parent stages. When the input files of a lost task are still available, either in the memory
of other machines or as checkpoints in stable storage, the recovery time is equal to the task
runtime. If multiple input files of a task to be recomputed are lost, we assume that they
can be recomputed in parallel, and we add the maximum recomputation cost among the
lost tasks in its parent stages to its recovery time. We do this recursively as also input
files of tasks in parent stages may be lost in turn.

The checkpointing cost of a task is a function of the amount of data that needs to
be persisted, the write throughput achieved by the local disks the task is replicated on,
and the contention on the stable storage caused by other tasks that are checkpointed at
the same time. While the former two may be anticipated, the latter is highly variable and
difficult to model accurately. In particular, checkpointing a task along with other tasks that
require replicating large amounts of data to stable storage may inflate the checkpointing
cost. In order to solve this problem, we propose the following method to approximate the
checkpointing cost of a task in a given stage. When a stage starts, we artificially set the
cost of checkpointing its tasks O, thus making AWARE checkpoint the first few waves of
tasks in order to build up a partial distribution of task checkpointing times. Then we let
AWARE set the checkpointing cost of a task to the 95" percentile of this distribution, which
is all the time adapted with the checkpointing times of the checkpointed tasks in the stage.

The AWARE policy now works in the following way. It is invoked whenever a stage be-
comes eligible for scheduling its tasks, and then, using the job’s lineage graph, it estimates
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the recomputation costs of its tasks. We amortize the checkpointing cost of a task by its
DAG level, so that tasks with long recomputation paths are more likely to be checkpointed.
AWARE checkpoints only those tasks whose potential resource savings are strictly posi-
tive, that is, tasks whose recomputation costs exceed the amortized checkpointing cost.

6.5 Experimental Setup

We evaluate the checkpointing policies described in Section 6.4 through experiments on
the DAS multicluster system. In this section, we present the cluster configuration and the
data analytics benchmarks that we use to assess the performance of PANDA.

6.5.1 Cluster Setup

We have implemented PANDA in Spark and we evaluate our checkpointing policies on the
fifth generation of the Dutch wide-area computer system DAS [119]. In our experiments
we use DAS machines that have dual 8-core compute nodes, 64 GB memory, and two
4 TB disks, connected within the cluster through 64 Gbit/s FDR InfiniBand network.
To provision machines for our experiments we use the SLURM scheduling system [109]
deployed on DAS. We perform experiments with two cluster configurations for long and
short jobs with allocations of 20 and 5 machines, respectively.

We co-locate PANDA with an HDFS instance that we use to store the input datasets
and the checkpoints performed by our policies. We setup the HDFS instance with a stan-
dard three-way replication scheme and a fixed data block size of 128 MB. We assume
the HDFS instance runs without failures so that both the input datasets and the check-
points are always available for PANDA.

We want to analyze the performance of typical data analytics applications under dif-
ferent patterns of compute node failures. Therefore, we consider Spark worker failures,
which may cause loss of work already done that is stored in the local memory of the
workers. We assume that new worker machines may be provisioned immediately to re-
place the lost workers, so that the size of our cluster remains constant during the exe-
cution of the application.

We clear the operating system buffer cache on all machines before each experiment,
so that the input data is loaded from disk. To emulate a production environment with
long-running processes, we warm up the JVM in all our experiments by running a full
trial of the complete benchmark. For the experiments we show in Section 6.6, we re-
port the mean over three executions.
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Table 6.3: The cluster configurations for our applications.

.. Input | Runtime
Application | Benchmark | Nodes | Dataset (GB] [s]
BTWorld real-world 20 BitTorrent | 600 1587
PPPQ standard 20 TPC-H 600 1461
NMSQ standard 20 TPC-H 600 656
PageRank real-world 5 Random 1 128
KMeans real-world 5 Random 10 103

6.5.2 Applications

In our evaluation we use a diverse set of applications ranging from real-world workflows

to standard benchmarks that are representative for data analytics frameworks. Table 6.3
presents the configuration we use in our experiments for each job. We analyze the perfor-
mance of PANDA with both long-running jobs that have durations in the order of tens of
minutes (e.g., BTWorld, PPPQ, and NMSQ) and short interactive jobs that take minutes to
complete (e.g., PageRank and KMeans). We describe these jobs in turn.

BTWorld. The BTWorld [137] application has observed since 2009 the evolution of
the global-scale peer-to-peer system BitTorrent, where files are broken into hashed pieces
and individually shared by users, whether they have completely downloaded the file or
not. To help users connect to each other, BitTorrent uses trackers, which are centralized
servers that give upon request lists of peers sharing a particular file. BTWorld sends
queries to public trackers of the BitTorrent system and so it collects statistics about the
aggregated status of users. These statistics include for each swarm in the tracker (users
who share the same torrent file) the number of leechers (users who own some but not all
pieces of the file), the number of seeders (users who own all pieces of the file), and the
total number of downloads since the creation of the torrent.

We have designed a MapReduce-based workflow [61] to answer several questions
of interest to peer-to-peer analysts in order to understand the evolution over time of the
BitTorrent system. The complete BTWorld workflow seeks to understand the evolution
of each individual tracker we monitor, to determine the most popular trackers (over fixed
time intervals and over the entire monitoring period), and to identify the number of new
swarms created over time. In our experiments with PANDA, BTWorld takes an input
dataset of 600 GB. As we show in Figure 6.5(a), the lineage graph of BTWorld consists
of a long chain of stages and a single join.

TPC-H. The TPC-H benchmark [123] consists of a suite of business oriented ad-
hoc queries and concurrent data modifications. The queries and the dataset have been
chosen to have broad industry-wide relevance while maintaining a sufficient degree of
ease of implementation. This benchmark illustrates decision support systems that ana-



128

(a) (b) © (d (e

Figure 6.5: The data flow of BTWorld (a), PPPQ (b), NMSQ (c), PageRank (d), and
KMeans (e) as a DAG of stages: the nodes and the edges represent the stages and the
wide dependencies among them.

lyze large volumes of data, execute queries with high degrees of complexity, and give
answers to critical business questions. The benchmark randomly generates eight rela-
tional tables with a schema that represents a typical data warehouse dealing with sales,
customers, and suppliers. For a detailed description of the benchmark we refer to its
standard specification [123].

We use two queries from this benchmark: the Potential Part Promotion Query (PPPQ)
and the National Market Share Query (NMSQ). PPPQ seeks candidates for a promotional
offer by selecting suppliers in a particular nation that have an excess of a given product
— more than 50% of the products shipped in a given year for a given nation. NMSQ
determines how the market share of a given nation within a given region has changed
over two years for a given product. In our experiments we execute both queries with an
input dataset of 600 GB. Figures 6.5(b) and 6.5(c) show the lineage graphs of both TPC-H
queries that combine in almost every stage results from two or three parent stages.

PageRank. PageRank is the original graph-processing application used by the Google
search engine to rank documents. PageRank runs multiple iterations over the same dataset
and updates the rank of a document by adding the contributions of documents that link to
it. On each iteration, a document sends its contribution of r;/n; to its neighbors, where
r; and n; denote its rank and number of neighbors, respectively. Let ¢;; denote the con-
tribution received by a document 7 from its neighbor j. After receiving the contributions
from its neighbors, a document ¢ updates its rank to r; = (a/N) + (1 — «) > ¢;j, where
N is the total number of documents and « a tuning parameter.

We use the optimized PageRank implementation from the graphx library of Spark
with a 1 GB input dataset. We generate a random input graph with 50,000 vertices that
has a log-normal out-degree distribution with parameters ; and o set to 4 and 1.3, re-
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Table 6.4: An overview of the experiments performed to evaluate PANDA.

Experiment Jobs Policies | Baselines Failure Section
pattern
Parameters BTWorld all none none 6.6.1
PPPQ
Overhead all all Spark none 6.6.2
. BTWorld
Machine PPP all Spark | Pace 6.6.3
failures Q P correlated e
NMSQ
Lineage PageRank single
length KMeans | VARE Spark failure 0.6.4
BTWorld Space-
Simulations PPPQ AWARE Spark P 6.6.5
correlated
PageRank

spectively. In Figure 6.5(d) we show the lineage graph for a single iteration of PageR-
ank. An interesting property of this application is that its lineage becomes longer with
the number of iterations.

KMeans. Clustering aims at grouping subsets of entities with one another based
on some notion of similarity. KMeans is one of the most commonly used clustering
algorithms that clusters multidimensional data points into a predefined number of clusters.
KMeans uses an iterative algorithm that alternates between two main steps. Given an
initial set of means, each data point is assigned to the cluster whose mean yields the least
within-cluster sum of squares (WCSS). In the update step, the new means that become the
centroids of the data points in the new clusters are computed.

We use the optimized implementation from the m111ib library of Spark with a 10 GB
dataset that consists of 10 millions data points sampled from a 50-dimensional Gaussian
distribution. Figure 6.5(e) shows that KMeans with four iterations has a relatively simple
lineage graph, with a single shuffle operation that combines results from multiple stages
that have narrow dependencies to the input dataset.

6.6 Experimental Evaluation

In this section we present the results of five sets of experiments that each address a
separate aspect of the performance of PANDA. Table 6.4 presents an overview of these
experiments. We investigate the setting of the parameters in GREEDY, SIZE, and AWARE
(Section 6.6.1). We measure the checkpointing overhead to determine how far we are from
the default Spark implementation without checkpointing (Section 6.6.2). Thereafter, we
evaluate the performance of our policies under various patterns of space-correlated fail-
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ures (Section 6.6.3). Moreover, we assess the impact of the length of the lineage graph on
the performance of PANDA when failures are expected (Section 6.6.4). Finally, we per-
form simulations to evaluate the benefit of checkpointing at larger scale (Section 6.6.5).

6.6.1 Setting the Parameters

All our policies have parameters needed in order to operate in a real environment. In
particular, GREEDY and SIZE use the checkpointing budget and the task multiplier, re-
spectively. In contrast with these policies that both set workload-specific parameters,
AWARE sets the probability of failure that quantifies the reliability of the machines, and
so it is independent of the workload properties. In this section we seek to find good
values of these parameters.

One way of setting the parameters for GREEDY and SIZE is to evaluate the perfor-
mance of each policy for a range of parameter values with various failure patterns. How-
ever, this method is time-consuming, and may in practice have to be repeated often. To
remove the burden of performing sensitivity analysis for each policy, we propose two
simple rules of thumb based on the history of job executions in production clusters and
in our DAS multicluster system. We show in Sections 6.6.2 through 6.6.5 that our poli-
cies perform well with these rules.

The GREEDY policy sets the checkpointing budget to the median selectivity of the
tasks across all jobs that we use in our experiments. The checkpointing budget limits the
amount of data that is replicated to HDFS in each stage. We expect GREEDY to have a
large overhead when setting the checkpointing budget to a large value. In Section 6.3.2
we have shown that in the Facebook production cluster, a large majority of tasks have
relatively low selectivities. Figure 6.6(a) shows the distributions of the task selectivity in
BTWorld and PPPQ. Because the median task selectivity is below 0.1 for both jobs, we
set the checkpointing budget in our experiments with GREEDY to 10%.

The SI1ZE policy sets the task multiplier to the ratio of the 90'" percentile and the
median of the runtimes of the tasks across all jobs that we use in our experiments. The task
multiplier aims at identifying the longest tasks in a job, and so setting a small value may
result in checkpointing a large fraction of tasks. As we have shown in Section 6.3.2, this is
unlikely to happen for data analytics jobs because they typically run tasks that have heavy-
tailed durations. Figure 6.6(c) shows that only 10% of tasks in BTWorld and PPPQ account
for roughly 50% of the total processing time of the job. As Figure 6.6(b) shows, the ratio
of the 90" percentile and the median of the distribution of task runtimes for both BTWorld
and PPPQ is 1.5. Thus, we set the task multiplier in our experiments with SIZE to 1.5.

Unlike the previous two policies, which both require an analysis of task properties, the
AWARE policy only needs as parameter the likelihood of being hit by a failure. We want
AWARE to checkpoint more tasks as it operates on less reliable machines and vice versa.
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In order to highlight the checkpointing overhead and the performance of AWARE in unfa-
vorable conditions, we assume that all machines allocated to execute our jobs experienced
failures. Thus, we set the probability of failure in our experiments with AWARE to 1.

Finally, in order to show the improvements provided by our policies relative to the
traditional way of checkpointing, in our experiments with the PERIODIC policy we set the
optimal checkpointing interval based on Young’s approximation for each application. To
do so, our version of the PERIODIC policy requires an estimation of the checkpointing
cost and the mean time to failure. Thus, we assume that we know prior to the execution
of each job both its checkpointing cost and the failure time.

6.6.2 The Impact of the Checkpointing Overhead

Spark has been widely adopted because it leverages memory-locality, and so it achieves
significant speedup relative to Hadoop. Because checkpointing typically trades-off per-
formance for reliability, we want to evaluate how far the performance of PANDA is from
the performance of unmodified Spark when it runs on reliable machines. In this section
we evaluate the overhead due to checkpointing tasks in PANDA relative to the performance
of unmodified Spark without failures and without checkpointing.

Unlike previous approaches to checkpointing that typically save periodically the in-
termediate state of an application, PANDA reduces the checkpointing problem to a task
selection problem. Therefore, we first want to assess how selective our policies are in
picking their checkpointing tasks. To this end, in Figure 6.7(a) we show the number of
tasks that are checkpointed by each policy for all applications. We find that GREEDY
is rather aggressive in checkpointing tasks, while SIZE is the most conservative policy.
In particular, we observe that with the GREEDY policy, PANDA checkpoints between 26-
51% of the running tasks in our applications. Further, because the SIZE policy targets
only the outliers, it checkpoints at most 10% of the running tasks for all applications.
Similarly to SIZE, our adaptation of the PERIODIC policy checkpoints relatively small
fractions of tasks for all applications.

Because AWARE balances the recomputation and the checkpointing costs for each task,
the number of checkpointing tasks is variable across different jobs. We observe that for
jobs that have relatively small intermediate datasets such as NMSQ and PageRank, AWARE
checkpoints roughly 40% of the tasks. However, for BTWorld and PPPQ, which both gen-
erate large amounts of intermediate data, AWARE is more conservative in checkpointing
and so it selects roughly 20% of the tasks.

PANDA assumes the presence of an HDFS instance to persist its checkpoints that is per-
manently available. Running many large applications in a cluster may lead to significant
amount of storage space used by PANDA. In Figure 6.7(b) we show the amount of data
persisted by our policies in each application. We find that GREEDY checkpoints signifi-



134

5000
== Spark =&= Greedy =M Size
4000 =+ Aware -  Periodic
)
=
‘E 3000
2
o)
o
™ 2000
1000
T T T T T
0 1 5 10 15
Failed machines
(a) BTWorld
5000

== Spark =&= Greedy =M Size

4000 - =+ Aware %  Periodic

Job runtime [s]
8
o
o
1

2000

1000
T T T T T
01 5 10 15
Failed machines
(b) PPPQ
20004 = Spark =A= Greedy =M Size
— =+ Aware ¢ Periodic
n
)
£ 1500
c
2
3
S 1000
500

Failed machines

(c) NMSQ

Figure 6.8: The job runtime versus the number of failures with all our policies for BT-
World, PPPQ, and NMSQ. The baseline is Spark with its default lineage-based recomputa-
tion.



135

cantly more data than both SIZE and AWARE for all applications. In particular, GREEDY
replicates 30 times as much data as SIZE and AWARE with BTWorld. To perform the
checkpoints of all four applications, GREEDY requires a storage space of 1.8 TB (includ-
ing replicas), whereas SIZE and AWARE require 212 GB and 190 GB, respectively. We
also find that despite being rather conservative in selecting its checkpointing tasks, the
PERIODIC policy requires a storage space of 1 TB.

Finally, we assess the checkpointing overhead of our policies as a percentage increase
in the job runtime relatively to a vanilla version of Apache Spark (see Table 6.4). Fig-
ure 6.7(c) shows the checkpointing overhead for all four applications. GREEDY suffers
significant performance degradation and its checkpointing overhead may be as high as
20%. However, both SIZE and AWARE incur less than 10% overhead, and so they are very
close to the performance of Spark without checkpointing. This result can be explained
by what is the main difference between our policies. Whereas GREEDY checkpoints tasks
in a best-effort way, both SIZE and AWARE employ more conservative ways of selecting
checkpointing tasks based on outliers or cost-benefit analysis. Further, because PERIODIC
performs its checkpoints at fixed intervals during the application runtime, the contention
on the HDFS is relatively low at all times. As a consequence, although PERIODIC check-
points significantly more data than both SIZE and AWARE, they all have similar overheads.

We conclude that both SIZE and AWARE deliver very good performance and they are
close to the performance of Spark without checkpointing. These policies are very selec-
tive when picking checkpointing tasks, they use relatively small storage space to persist
the output data of tasks, and they incur a checkpointing overhead that is usually below
10%.

6.6.3 The Impact of the Machine Failures

Space-correlated failures, defined as groups of machine failures that occur at the same
time across the datacenter, have been frequently reported in large-scale systems such as
grids and clusters [101], and more recently in datacenters [98, 104]. Therefore, in this
section, we evaluate the performance of PANDA under space-correlated failures. To this
end, we report in Figure 6.8 the job runtime with and without our checkpointing policies
for a range of concurrent failures that occur in the last processing stage of our BTWorld,
PPPQ, and NMSQ applications. As a hint of reading this figure, the values at 0 machine
failures represent the job runtimes with our policies and with Spark when the job com-
pletes without experiencing failures.

Without checkpointing, the recomputation time due to failures causes a significant
performance degradation for the entire range of concurrent failures. We observe that
the job runtime in unmodified Spark increases linearly with the number of concurrent
failures for all applications. For example, when only 25% of the cluster size is lost due
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to failures, the job runtime increases by 48% for BTWorld, and by 40% for the two TPC-
H queries. For the stress test we consider with 15 out of 20 machines that fail, Spark
delivers very poor performance with all applications completing between 2.5 and 3 times
as slow as when no failures occur.

Figure 6.8 also shows that all our checkpointing policies deliver very good perfor-
mance for the complete range of failures. Both GREEDY and AWARE provide constant
runtimes irrespective of the number of failures for all applications. The reason for this
result is that they cut-off the lineage graph at key stages, thus avoiding recomputing
previously completed work. We also observe that AWARE performs slightly better than
GREEDY because it introduces a lower checkpointing overhead, as we have shown in Fig-
ure 6.7. SIZE also reduces the impact of failures, but the job runtime still increases linearly
with the number of failures. However, SIZE performs at its best and gets very close to the
performance of GREEDY and AWARE for jobs such as PPPQ that have outlier tasks with
very long durations. In particular, we have shown in Figure 6.6(c) that in PPPQ only 10%
of the tasks account for more than 60% of the total processing time. Further, we find that
PERIODIC has poor performance for BTWorld, but its performance is very close to the
performance of SIZE for the two TPC-H queries.

We conclude that our policies outperform unmodified Spark for any number of space-
correlated failures. While both GREEDY and AWARE provide constant job runtimes for
the complete range of machine failures, AWARE is our best policy because it introduces
a much lower overhead than GREEDY.

6.6.4 The Impact of the Lineage Length

Although Spark may use the job lineage graph to recover lost RDD partitions after a
failure, such recovery may be time-consuming for jobs such as PageRank that have rel-
atively long lineage chains with many wide dependencies (see its DAG in Figure 6.5(d)).
Conversely, applications such as KMeans, in which narrow dependencies prevail, may be
recovered relatively fast from data in stable storage (see its DAG in Figure 6.5(¢e)). In this
section we seek to highlight the impact of the lineage graph structure on the job runtime
with and without checkpointing in the presence of a single machine failure that occurs
at different moments during the job execution.

Figures 6.9(a) and 6.9(b) show the differences in performance of PANDA with the
AWARE policy on the job runtime when a single machine fails before the job completes
for different numbers of iterations of PageRank and KMeans. We observe that PageRank
completes relatively fast for Spark without failures for the complete range of iterations
from 8 to 14. However, the performance of PageRank degrades significantly even when
a single failure perturbs the last iteration of the job. In particular, the job runtime is 11
times as large as the fail free execution in Spark for PageRank with 14 iterations. Because
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PageRank requires many shuffle operations, a machine failure may result in the loss of
some fraction of data from each parent RDD, thus requiring a long chain of recomputa-
tions. Figure 6.9(a) also shows that PANDA with the AWARE policy performs very well
and bounds the recomputation time for any number of iterations. Not only does PANDA
complete the job four times as fast as the recomputation-based approach in Spark, its
performance is also very close to the performance of Spark without failures.

Unlike PageRank, which suffers significantly from failures, we show in Figure 6.9(b)
that KMeans is rather insensitive to faulty machines and that Spark is less than 5% off the
fail-free execution for any number of iterations. The reason for this result can be explained
by what is the main difference between the lineage graphs of PageRank and KMeans. As
we have shown in Section 6.5.2, the length of the PageRank lineage graph is proportional
to the number of iterations of the job, and so the amount of recomputations triggered
by a single failure grows significantly for jobs with many iterations. In contrast with
PageRank, KMeans has a much simpler lineage graph, with many narrow dependencies
followed by a shuffle, and so its length remains constant irrespective of the number of
iterations. As a consequence, checkpointing KMeans is not worthwhile, because these
narrow dependencies may be quickly recovered from stable storage. However, because
our AWARE policy avoids checkpointing stages that are one hop away from the input
dataset, we observe that its operation falls back to default Spark in the case of KMeans.

Finally, Figure 6.9(c) shows the results of experiments in which a single machine
fails at different moments during the job execution for PageRank with 14 iterations. In
general, we observe that Spark performs well when the failure occurs in the early stages
of the job. However, it delivers poor performance when the time of failure is closer to the
job completion time. We find that PANDA is effective in reducing the recovery time and
outperforms Spark irrespective of the time of failure.

We conclude that applications such as PageRank that have many wide dependen-
cies are good candidates for checkpointing, while machine learning applications such
as KMeans may be recovered with relatively small recomputation cost. Furthermore, we
have shown that PANDA performs very well for lineage graphs in which the recomputa-
tion cost is excessive irrespective of the time of failure.

6.6.5 The Impact of the Failure Pattern

So far, we have evaluated different aspects of the operation of PANDA with single appli-
cations that experience space-correlated failures at a certain time during their execution.
We have shown that our policies deliver very good performance with relatively small
checkpointing overhead. However, it is not clear whether the improvements hold for a
long-running system when multiple jobs receive service in the cluster only a fraction of
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Table 6.5: The distribution of job types in our simulated workload.

Application 3;218 iiﬁzg Scale | Runtime [s] J[‘;E]S
20 5 1.0 1587 16
BTWorld 20 5 5.0 7935 5
20 5 10.0 15870 5
20 5 1.0 1461 16
PPPQ 20 5 5.0 7305 5
20 5 10.0 14610 5
5 1 1.0 185 16

PageRank
(14 itirations) > ! >-0 925 16
5 1 10.0 1850 16

which experience failures. Thus, we want to evaluate the improvement in the average job
runtime achieved by AWARE for a complete workload relative to unmodified Spark.

We have built our own simulator in order to evaluate the impact of the frequency of
failures on the overall improvement of PANDA with the AWARE policy. We simulate the
execution of a 3-day workload on a 10,000-machine cluster (similar to the size of the
Google cluster discussed in Section 6.1). We perform simulations at a higher-level than
the earlier single-application experiments, and so we use the overall job durations (with or
without failures) from experiments rather than simulating the execution of separate tasks.

In our event-based simulator, jobs are submitted according to a Poisson process and
they are serviced by a FIFO scheduler. The scheduler allocates to each job a fixed num-
ber of machines which are released only after the job completes. Although the Google
trace consists of mostly short jobs in the order of minutes, the longest jobs may take
hours or even days to complete. To generate a similar realistic workload, we scale up
the durations of our jobs by different scaling factors as shown in Table 6.5. Table 6.5
also shows the distribution of the job types in our workload. In particular, 80% of the
jobs complete within 30 minutes (short jobs), whereas the durations of the remaining
jobs exceed 2 h (long jobs).

In order to reuse the results from the experiments, we create the following failure pat-
tern. We assume that failures occur according to a Poisson process that may hit every job
at most once. Each failure in our simulation is a space-correlated failure event that trig-
gers the failure of 5 machines. Table 6.5 shows for every job in our workload the number
of failed machines when it is hit by a failure event. In particular, a failure event may hit
a single BTWorld query, a single PPPQ query, or 5 different PageRank jobs. To simulate
the execution of a job that is hit by a failure we replace the job runtime given in Table 6.5
by the job runtime shown in Figure 6.8 or 6.9 multiplied by the job’s scaling factor. Our
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Figure 6.10: The improvement achieved by PANDA with AWARE for short jobs and for the
complete workload under a system load of 50% for different values of the failure rate (a),
and for a failure rate of 5 under different values of the system load (b).

assumption here is that both the checkpointing overheads and the improvements in the job
runtime achieved by AWARE hold irrespective of the scaling factor of the job. Similarly
to the experiments we performed on the DAS, we report averages over three simulations.

Figure 6.10(a) shows the results of the simulations for different values of the failure
rate under a system load of 50%, which is the average utilization of the Google cluster.
PANDA provides significant gains when machines are more likely to fail but may not be
worthwhile when failures occur rarely. Intuitively, jobs are more likely to be hit by failures
when the failure rate is high. In particular, the fraction of failed jobs increases from 0.7%
to 24% when the failure rate increases from 1 to 30 failure events per hour. We find that
PANDA with AWARE reduces the average job runtime with 34% relative to the execution
in unmodified Spark when the failure rate is 30 per hour. However, PANDA stops being
beneficial when the cluster experiences less than one failure event per hour. Furthermore,
Figure 6.10(a) shows that the improvement for short jobs is significantly higher than the
overall improvement for our workload. For example, for a failure rate of 5, which is
equivalent to the maximum failure rate in the Google cluster (see Table 6.1), short jobs
improve by 19% on average, whereas the overall improvement is only 7%.

Finally, in Figure 6.10(b) we show the results of the simulations for different values
of the system load when 5 failure events are expected every hour. We find that PANDA
provides significant improvements over the complete range of system loads, but becomes
less beneficial under high loads. The intuition of this result is that failed jobs account
for larger fractions of the total number of jobs when the system load is low. In par-
ticular, the fraction of failed jobs decreases from 18% to 2.5% when the system load
increases from 10% to 90%.
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6.7 Related Work

In this section we present different methods of achieving resilience in high-performance
computing (HPC) systems and data analytics frameworks.

BlobCR [89] seeks to efficiently capture and roll-back the state of scientific HPC ap-
plications in public clouds. Recent work [35] analyzed practical methods for optimizing
the checkpointing interval using real-world failure logs. Multi-level checkpointing [32]
aims at reducing the overhead of checkpointing in large-scale platforms by setting differ-
ent levels of checkpoints each of which has its own overhead and recovery capability. An
adaptive checkpointing scheme with work migration [142] has been developed to mini-
mize the cost of running applications on resources from spot markets. Similar techniques
that aim to reduce the checkpointing overhead of the naive periodic checkpointing policy
exploit the temporal locality in failures [122].

Closest to our work, TR-Spark [141] and Flint [105] propose checkpointing policies
for data analytics applications that run on transient resources which are typically unsta-
ble, but not necessarily due to faults. In particular, TR-Spark employs cycle-scavenging
to leverage such transient resources which are kept idle as a resource buffer by cloud
providers and may be revoked due to load spikes. TR-Spark takes a statistical approach
to prioritize tasks that have a high probability of being completed before the resources
where they run are revoked and to checkpoint data blocks that are likely to be lost before
they are processed by the next processing stages. To do so, TR-Spark requires both the
distribution of the task runtimes and the distribution of the inter-arrival failure time for
each resource allocated to the framework. Similarly, Flint provisions instances available
on the spot market which have relatively low prices and may be revoked due to price
spikes. Flint supports RDD-level checkpointing using an adaptation of the periodic check-
pointing policy to data analytics applications. In contrast, PANDA targets a datacenter
environment where applications may suffer from outright node failures and proposes a
more comprehensive set of task-level checkpointing policies that take into account not
only the lineage structure of the applications, but also workload properties such as the
task runtimes and the intermediate data sizes.

6.8 Conclusion

The wide adoption of in-memory data analytics frameworks is motivated by their ability
to process large datasets efficiently while sharing data across computations at memory
speed. However, failures in datacenters may cause long recomputations that degrade the
performance of jobs executed by such frameworks. In this chapter we have presented
PANDA, a checkpointing system for improving the resilience of in-memory data analyt-
ics frameworks that reduces the checkpointing problem to a task selection problem. We
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have designed three checkpointing policies starting from first principles, using the size
of the task output data (GREEDY), the distribution of the task runtimes (SIZE), or both
(AWARE). The GREEDY policy employs a best-effort strategy by selecting as many tasks
for checkpointing as a predefined budget allows. The SIZE policy checkpoints only strag-
gler tasks that run much slower than other tasks of the job. The AWARE policy check-
points a task only if the cost of recomputing it exceeds the time needed to persist its
output to stable storage.

With a set of experiments on a multicluster system, we have analyzed and compared
these policies when applied to single failing applications. We have found that our policies
outperform both unmodified Spark and the standard periodic checkpointing approach.
We have also analyzed the performance of PANDA with the AWARE policy by means of
simulations using a complete workload and the failure rates from a production cluster at
Google. We have found that PANDA is beneficial for a long-running system and can sig-
nificantly reduce the average job runtime relative to unmodified Spark. In particular, the
SIZE policy delivers good performance when the failure rate (fraction of failed machines
per day) is relatively low (less than 6%). Although both GREEDY and AWARE turn out
to provide significant improvements for a large range of failure rates (more than 6%),
AWARE is our best policy because it introduces a much lower overhead than GREEDY.
However, when the datacenter is prone to failures of complete racks, the rather aggressive
checkpointing strategy of the GREEDY policy may be worthwhile.



Chapter 7

Conclusion

In this thesis we have sought to optimize the performance of data analytics frameworks.
To this end, we have focused on different aspects of the datacenter scheduling architec-
ture, from allocation of resources to multiple frameworks, to scheduling jobs within those
frameworks, to handling compute node failures. We have addressed these challenges of
the datacenter scheduling problem by combining fundamental and experimental research.

We have consistently built our solutions by starting from first principles derived from
analytic results in basic theoretical models and by designing appropriate adaptations for
the evolving usage trends. To address each challenge we have proposed policies that
are presumably elegant, widely applicable, and highly implementable. We have shown
that our solutions lead to significant improvements in the performance of modern data
analytics frameworks. In order to do so, we have taken an experimental approach by
analyzing the performance of prototype systems on the DAS multicluster system using
real-world workloads. The rich set of experiments we have conducted on the DAS provide
valuable insights into the performance attained by our solutions. To better understand the
experimental results and to bridge the gap between the analysis of those experiments and
prior theoretical work, we also performed large-scale simulations of scheduling policies.

This chapter presents the main contributions that offer answers to the research ques-
tions outlined in the introduction and suggests several future research directions.

7.1 Lessons Learned

We present the main conclusions which contribute to our answers to the three challenges
in datacenters of multi-tenancy (Chapters 2 and 3), workload heterogeneity (Chapters 4
and 5), and failures (Chapter 6) that we have identified in Chapter 1. These conclusions
provide insights into the performance of data analytics frameworks in datacenters.
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. We have shown with a comprehensive set of experiments in Chapters 2 and 3 that

dynamic (re-)allocation of resources is the key to achieve performance isolation of
frameworks in datacenters.

The two-level scheduling architecture we have presented in Chapter 2 is a simple
yet effective way of allocating resources to multiple frameworks in datacenters that
enables four types of isolation with respect to data, version, failures, and perfor-
mance. Moreover, growing and shrinking single frameworks leads to significant
improvements relatively to static deployments.

. With the weighting mechanism we have designed in Chapter 3 it is possible to pro-

vide balanced service levels across multiple frameworks. In order to differentiate
frameworks, we have used feedback of the three stages of a system: the input, the
usage, and the output. We have further shown that feedback on the input to the
system is the best way of balancing the service levels of multiple frameworks.

Current framework schedulers usually lead to job slowdowns of small jobs that
are at least an order of magnitude larger than those of long jobs. With the multi-
queueing models we have explored in Chapters 4 and 5 it is possible to reduce the
job slowdown variability in frameworks.

. We have shown in Chapter 4 with typical data analytics workloads that confining

jobs to smaller partitions so that no large job monopolizes the framework outper-
forms state-of-the-art schedulers with respect to both job slowdown variability and
median job slowdown.

We have bridged the gap between analytical and experimental results by simulat-
ing in Chapter 5 a class of size-based scheduling policies in single and distributed
server systems with appropriate adaptations to data analytics frameworks. We have
found that multi-queueing models may be an extremely powerful tool for optimiz-
ing the performance in datacenters. Furthermore, we have demonstrated that feed-
back queueing is more effective in reducing the job slowdown variability in data
analytics frameworks than load unbalancing.

. As we have shown in Chapter 6, lineage graphs employed by in-memory data ana-

lytics frameworks provide fault-tolerance but may be time-consuming for large ap-
plications. Checkpointing the application cuts off the lineage graph and reduces the
recovery path when the framework experiences failures. Furthermore, fine-grained
checkpointing by carefully trading off the costs of persisting and recomputing a
task results in better performance than the static approach of checkpointing com-
plete datasets.
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7.2 Future Directions

Much work remains on optimizing the performance of data analytics frameworks, re-
sulting out of both theoretical and practical limitations. We will present some of the
remaining open questions.

1. In Chapters 2 and 3, with our experiments with the scheduling system for frame-
works, we have assumed for simplicity only MapReduce frameworks. A natural
extension to our evaluation would be to explore the performance of the resource
balancing mechanism with diverse frameworks. As different types of frameworks
may have conflicting optimization goals, we believe this work will be interesting,
and it will pose additional challenges to address.

2. In Chapters 2 and 3 we have studied the problem of allocating the resources of a
single datacenter across multiple data analytics frameworks. Although many large
companies own tens of datacenters, current data analytics frameworks do not sat-
isfy the low latency requirements of running queries on geographically distributed
datasets. Therefore, it would be interesting to design policies for scheduling data
analytics workloads across multiple datacenters.

3. In Chapters 4 and 5 we have assumed datacenters with homogeneous resources, jobs
with loose placement preferences that may run anywhere, and fairness as the most
important optimization goal. In practice, datacenters can be rather heterogeneous,
can execute jobs that have hard locality constraints, and can require fast service
times. Therefore, we identify as an important future work to explore which are the
appropriate policies that account for all these factors.

4. In Chapters 4 and 5 we have designed policies for centralized schedulers that launch
all jobs through a single node. As datacenter sizes grow and the demand for low-
latency interactive data processing increases, decentralized schedulers are increas-
ingly prominent. Thus, an interesting future direction is to propose policies for
reducing the job slowdown variability in frameworks by scheduling jobs from a set
of machines that operate autonomously.

5. In Chapter 6 we have studied the problem of checkpointing in-memory data ana-
lytics applications in order to improve their resilience after failures. Current job
schedulers typically assume that each job runs a fixed set of tasks, thus ignoring
their need to perform checkpoints or to recompute missing partitions after failures.
Designing a job scheduler that jointly optimizes the resource allocation and fault-
tolerance mechanisms would be an interesting future work.
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Summary

Data analytics frameworks enable users to process large datasets while hiding the com-
plexity of scaling out their computations on large clusters of thousands of machines. Such
frameworks parallelize the computations, distribute the data, and tolerate server failures
by deploying their own runtime systems and distributed filesystems on subsets of the
datacenter resources. Most of the computations required by data analytics applications
are conceptually straight-forward and can be performed through massive parallelization
of jobs into many fine-grained tasks. Providing efficient and fault-tolerant execution of
these tasks in datacenters is ever more challenging and a variety of opportunities for per-
formance optimization still exist.

In this thesis we optimize the job performance of data analytics frameworks by ad-
dressing several fundamental challenges that arise in datacenters. The first challenge
is multi-tenancy: having a large number of users may require isolating their workloads
across multiple frameworks. Nevertheless, achieving performance isolation is difficult,
because different frameworks may deliver very unbalanced service levels to their users.
Second, users have become very demanding from these frameworks, thus expecting timely
results for jobs that require only limited resources. However, even with a few long jobs
that consume large fractions of the datacenter resources, short jobs may be delayed sig-
nificantly. Third, improving the job performance in the face of failures is harder still, as
we need to allocate extra resources to recompute work which was already done.

In order to address these challenges we design, implement, and test several scheduling
policies for the evolving usage trends that are derived from the analysis of basic theoret-
ical models. We take an experimental approach and we evaluate the performance of our
policies with real-world experiments in a datacenter, using representative workloads and
standard benchmarks. Furthermore, we bridge the gap between those experiments and
prior theoretical work by performing large-scale simulations of scheduling policies.

In Chapter 1 we identify the main challenges we need to address in order to optimize
the job performance of data analytics frameworks. We present the research questions
that aim to address these challenges, the research methods employed in this thesis, and
an outline of the key contributions.

161



162

In Chapter 2 we assess the benefit of a two-level scheduling architecture on the perfor-
mance of MapReduce frameworks. Two-level scheduling enables the datacenter resource
manager to deploy on-demand frameworks for its users. Furthermore, this design choice
allows each framework to execute its workload in isolation and to elastically scale its
allocation when the user demand is fluctuating. We find that with the appropriate pro-
visioning policies, growing and shrinking single MapReduce frameworks outperforms
the typical static deployment.

In Chapter 3 we design a resource sharing mechanism for dynamically balancing the
resource allocation across concurrent MapReduce frameworks. We propose an abstract
model of the MapReduce framework in which the allocation may grow and shrink by
relaxing the data locality assumptions. To balance the resource allocation across mul-
tiple frameworks, we investigate the performance of a family of weighting policies that
use feedback from three stages of a system: the input, the usage, and the output. We
show that feedback on the input to the system is the best way of balancing the service
levels of multiple frameworks.

In Chapter 4 we investigate the problem of achieving both fair and fast service in the
face of MapReduce workloads with heterogeneous resource requirements. We design a
MapReduce job scheduler that aims at isolating sets of jobs with processing requirements
in different ranges. To do so, our scheduler partitions the framework resources and limits
the amount of processing time jobs receive in those partitions. Furthermore, we propose
a statistical method to dynamically adapt the runtime limits based on properties of the
workload. We find that confining jobs to smaller partitions so that no large job monop-
olizes the framework significantly improves the job performance when compared with
state-of-the art MapReduce job schedulers.

In Chapter 5 we explore a class of size-based scheduling policies that address the
problem of large disproportions between the processing requirements of large-scale data
analytics jobs and short interactive queries executed in single frameworks. These policies
employ multi-queueing models and combine in all possible ways two main mechanisms:
load unbalancing and/or feedback queueing. We find that multi-queueing is a very ef-
fective method to achieve both fair and fast performance and that feedback queueing
performs significantly better than load unbalancing for typical MapReduce workloads.

In Chapter 6 we address the problem of improving the resilience of in-memory data
analytics frameworks. We design a cluster scheduler that performs automatic checkpoint-
ing by carefully balancing the opportunity cost of persisting an intermediate result to an
external storage system and the time required to recompute when the result is lost. Driven
by the evidence of unpredictable intermediate data sizes and outlier tasks of jobs in pro-
duction traces from Google and Facebook, we incorporate in our scheduler three policies
that take into account the size of task output data, the distribution of task runtimes, or
both. We find that it is worth using our policies as the checkpointing cost is relatively low
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and the recovery time after failures is significantly reduced when compared with current
recomputation-based and periodic checkpointing mechanisms.

Finally, in Chapter 7 we present the main conclusions of this thesis and we put into
perspective several future directions. In this thesis, we show how we can optimize the job
performance in data analytics frameworks by addressing the three important challenges
in datacenters of multi-tenancy, workload heterogeneity, and failures. To this end, we de-
sign a scheduling system for isolating the performance of time-varying workloads across
multiple MapReduce frameworks. We propose several scheduling policies that achieve
both fair and fast service for workloads with variable job sizes. Finally, we design an
adaptive checkpointing system for in-memory data analytics frameworks that provides
fast recovery time after failures.
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Samenvatting

Data-analyse frameworks stellen gebruikers in staat om grote datasets te verwerken ter-
wijl de complexiteit van het opschalen van hun berekeningen naar grote clusters van dui-
zenden machines wordt verborgen. Dergelijke frameworks voeren de berekeningen pa-
rallel uit, verdelen de data en tolereren serverfouten door het installeren van hun eigen
runtime-systeem en gedistribueerde bestandssysteem op een gedeelte van het datacen-
ter. De meeste berekeningen in data-analysetoepassingen zijn conceptueel eenvoudig en
kunnen worden uitgevoerd door massale parallellisering van opdrachten in vele kleine ta-
ken. Het efficiént en fouttolerant uitvoering van deze taken in datacenters is een steeds
grotere uitdaging, en er bestaat nog steeds een scala aan mogelijkheden voor de opti-
malisatie van prestaties.

In dit proefschrift optimaliseren we de prestaties van opdrachten in data-analyse frame-
works door het aangaan van een aantal fundamentele uitdagingen die zich in datacenters
voordoen. De eerste uitdaging is multi-tenancy: bij een groot aantal gebruikers kan het
isoleren van hun werklasten in meerdere frameworks vereist zijn. Niettemin is het be-
reiken van prestatie-isolatie lastig, omdat verschillende frameworks zeer onevenwichtige
serviceniveaus aan hun gebruikers kunnen leveren. Ten tweede zijn gebruikers zeer veel-
eisend geworden ten aanzien van deze frameworks en verwachten snel resultaten voor
opdrachten die slechts beperkte middelen nodig hebben. Maar zelfs met lechts enkele
grote opdrachten die grote delen van de middelen van het datacenter gebruiken, worden
kleine opdrachten aanzienlijk vertraagd. Ten derde is het verbeteren van de prestatie van
de opdrachten in de aanwezigheid van fouten nog moeilijker, omdat we extra middelen
moeten aanwenden om werk te herhalen dat al gedaan was.

Om deze uitdagingen aan te pakken, ontwerpen, implementeren en testen we een aan-
tal scheduling policies voor de zich ontwikkelende trends in het gebruik van datacenters
die afgeleid zijn van de analyse van fundamentele theoretische modellen. Daartoe han-
teren we een experimentele aanpak en evalueren we de prestaties van onze policies met
daadwerkelijke experimenten in een datacenter, met behulp van representatieve werklasten,
en met standaard benchmarks. Verder overbruggen we de kloof tussen die experimenten
en eerder theoretisch door grootschalige simulaties van scheduling policies uit te voeren.
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In Hoofdstuk 1 stellen we de belangrijkste uitdagingen vast om de prestaties van de
opdrachten in data-analyse frameworks te optimaliseren. We presenteren de onderzoeks-
vragen om deze uitdagingen aan te pakken, de onderzoeksmethoden die in dit proefschrift
worden gebruikt, en een overzicht van de belangrijkste bijdragen van het proefschrift.

In Hoofdstuk 2 beoordelen we het nut van een two-level scheduling architectuur op de
prestaties van MapReduce frameworks. Two-level scheduling stelt de datacenter resource-
manager in staat om on-demand frameworks te installeren voor zijn gebruikers. Boven-
dien staat deze ontwerpkeuze toe dat elk framework zijn eigen werklast in isolatie kan
uitvoeren en zijn deel van de middelen van het datacenter elastisch kan schalen als de
vraag van de gebruiker fluctueert. We constateren dat met de juiste toewijzingsregels
het laten groeien en krimpen van de individuele MapReduce frameworks beter presteert
dan de typische statische installatie.

In Hoofdstuk 3 ontwerpen we een toewijzingsmechanisme om de hulpmiddelen dyna-
misch te balanceren over gelijktijdig aanwezige MapReduce frameworks. We stellen
een abstract model voor het MapReduce framework voor waarbinnen de toewijzing kan
groeien en krimpen door een versoepeling van de datalokaliteit. Om de toewijzing van de
middelen over meerdere frameworks in evenwicht te brengen, onderzoeken we de pres-
taties van een familie van gewogen policies met terugkoppeling uit de drie fasen van een
systeem: de invoer, het gebruik en de uitvoer. We laten zien dat terugkoppeling van
de invoer in het systeem de beste manier is om de serviceniveaus van meerdere frame-
works in evenwicht te brengen.

In Hoofdstuk 4 onderzoeken we het probleem om zowel eerlijke als snelle dienstver-
lening te bereiken voor MapReduce-werklasten met heterogene behoeftes aan middelen.
We ontwerpen een MapReduce job scheduler die zich richt op het isoleren van groepen
van opdrachten met verwerkingseisen binnen een bepaalde grenzen. Hiertoe partitioneert
deze job scheduler de middelen van het framework en stelt een limiet aan de hoeveelheid
verwerkingstijd die opdrachten in de partities ontvangen. Verder stellen we een statis-
tische methode voor die deze limieten dynamisch aanpast op basis van de eigenschappen
van de worklast. We constateren dat het beperken van opdrachten tot kleinere partities,
zodat geen grote opdracht het framework monopoliseert, de prestaties aanzienlijk verbe-
tert ten opzichte van de beste bestaande MapReduce job schedulers.

In Hoofdstuk 5 onderzoeken we een klasse van scheduling policies op basis van de
grootte van opdrachten die het probleem aanpakt van het grote verschil tussen de verwer-
kingseisen van grootschalige data-analyse-opdrachten en korte interactieve queries in een
enkel framework. Deze policies maken gebruik van multi-wachtrijmodellen en combine-
ren op alle mogelijke manieren twee belangrijke mechanismen: het brengen van onbalans
in werklast en het herhaald achteraan sluiten bij wachtrijen. We constateren dat het ge-
bruik van meerdere wachtrijen een zeer effectieve methode is om zowel eerlijke als snelle
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prestaties te bereiken, en dat herhaaldelijk achteraan sluiten aanzienlijk beter presteert
dan onbalans voor typische MapReduce-werklasten.

In Hoofdstuk 6 pakken we het probleem aan van het verbeteren van de foutbesten-
digheid van in-geheugen data-analyse frameworks. Wij ontwerpen een cluster scheduler
die automatisch checkpointing uitvoert door het zorgvuldig balanceren van de kosten om
tussentijdse resultaten extern op te slaan en de tijd die nodig is voor het herberekenen
als die resultaten verloren gaan. Vanwege aanwijzingen voor de onvoorspelbare afmeting
van tussentijdse gegevens en uitschieters in de taken van opdrachten in productiewerk-
lasten van Google en Facebook, nemen we in onze scheduler drie policies op die rekening
houden met de omvang van de uitvoergegevens van taken, de verdeling van de verwer-
kingstijden van taken, of met beide. Door middel van echte experimenten en simulaties
constateren we dat het de moeite waard is om deze policies te gebruiken aangezien de
kosten van checkpointing relatief laag zijn en de hersteltijd na fouten significant wordt
gereduceerd in vergelijking met de huidige mechanismen op basis van herberekening
en periodieke checkpointing.

Tenslotte presenteren we in Hoofdstuk 7 de belangrijkste conclusies van dit proef-
schrift en plaatsen we verschillende toekomstige richtingen in perspectief. In dit proef-
schrift laten we zien hoe we de prestaties van opdrachten in data-analyse frameworks
kunnen optimaliseren door het aanpakken van de drie belangrijke uitdagingen in da-
tacenters: multi-tenancy, de heterogeniteit van werklasten, en het voorkomen fouten.
Hiertoe ontwerpen we een scheduling systeem voor het isoleren van de prestaties van
in de tijd variérende werklastenvan meerdere MapReduc frameworks. Wij stellen ver-
schillende scheduling policies voor die zowel eerlijke als snelle dienstverlening bereiken
voor werklasten met taken van variabele grootte. Ten slotte ontwerpen we een adaptief
checkpointing systeem voor in-geheugen data-analyse frameworks dat een snel herstel na
fouten biedt.
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