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Executive summary 
 

This study examines the potential and limitations of generative AI tools, including ChatGPT, 

Microsoft Copilot, and Google Bard, in data correction and enhancement tasks. While 

generative AI tools have gained attention for automating data processing, their effectiveness 

in handling real-world dataset issues such as noise, incompleteness, and inconsistencies 

remain insufficiently understood. This gap affects users who apply AI for data correction 

without fully understanding its pitfalls, potentially leading to errors and unreliable outputs. 

Additionally, researchers lack a common evaluation framework, making it difficult to 

compare AI performance across studies and draw generalizable conclusions. This research 

seeks to address these challenges by systematically evaluating these tools and proposing a 

structured framework for their assessment. 

 

Despite the widespread application of generative AI, no standardized framework exists for 

evaluating its performance in data correction. Current assessments are fragmented and 

inconsistent, making it difficult to compare effectiveness or establish best practices. As 

organizations increasingly rely on AI for data management, ensuring these tools meet 

reliability and scalability requirements is crucial. This study contributes to that need by 

developing and applying an evaluation framework to assess AI tools in structured data 

environments. 

 

The methodology follows a structured five-phase framework: selection, modification, testing, 

evaluation, and interpretation. By reviewing AI benchmarking literature, this framework 

integrates established performance metrics tailored to generative AI’s role in data correction 

tasks. Empirical experiments using the Canadian Wind Turbine Database tested the tools' 

performance under various error conditions. Metrics such as accuracy, precision, recall, and 

failure rate were used to assess their effectiveness, alongside qualitative observations of AI-

generated outputs. 

 

Findings reveal that generative AI tools perform well on simple data corrections but struggle 

with more complex tasks, such as identifying overlapping inconsistencies or inferring missing 

values from dataset structures. While ChatGPT did not exhibit frequent hallucinations or 

systematic duplication, it occasionally fabricated outputs instead of acknowledging task 

limitations, raising concerns about transparency and reliability. No performance issues were 

observed in processing large datasets, but AI models failed in data enhancement tasks, often 

producing inconsistent or incomplete results. 

 

These findings suggest that while generative AI can reduce manual effort in basic data 

correction, its current limitations hinder its application in complex scenarios. Organizations 

should use AI tools for well-defined tasks such as error detection and simple corrections, 

while more intricate tasks may require fine-tuning with careful quality check. AI developers 

must improve transparency, ensuring models clearly indicate task failures instead of 

fabricating outputs. Hybrid approaches combining AI with rule-based systems or human 

oversight could enhance data enrichment and structured reasoning tasks. Additionally, 

customization options and supplementary material integration show promise for improving 

performance. 

 

Although this study successfully develops and applies a generative AI evaluation framework, 

some limitations remain. The research primarily focuses on ChatGPT, limiting 
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generalizability to other AI tools. It also evaluates AI only on tabular datasets, excluding 

alternative data structures such as time series or partitioned datasets. The framework enforces 

strict input and output definitions, which may overlook AI flexibility in handling less 

structured formats. 

 

Future research should expand the framework’s application to other AI models, including 

Microsoft Copilot and Google Bard, to assess its generalizability. Additionally, testing on 

varied dataset types, such as time series, image, or hierarchical datasets, would evaluate the 

framework’s adaptability. Further studies should also investigate the impact of alternative file 

formats (e.g., JSON, XML, Excel) on AI performance. Addressing these aspects will 

strengthen the framework’s applicability and ensure its relevance in broader AI-driven data 

correction tasks.  
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Abstract  
 
Despite the rapid advancement of AI in various fields, there remains a gap in research 

concerning its suitability and evaluation for general data analysis across diverse domains. The 

application of AI tools to process, clean, and improve complex, incomplete, or noisy datasets 

has not been thoroughly explored. Key challenges include determining how effectively these 

tools can detect and correct errors, augment data, and ensure improvements in data quality. 

This research not only evaluates the performance of AI tools in these tasks but also develops 

a structured framework for testing their capabilities in error detection, correction, and 

supplementation. Using the open-source Canadian Wind Turbine Database as a case study, 

this study introduces intentional errors to create controlled scenarios for evaluation. The 

framework offers insights into the effectiveness, limitations, and best practices for applying 

AI tools like ChatGPT to real-world data analysis challenges. 
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1. Introduction 
1.1 Overview of Artificial Intelligence Development 
 
Artificial Intelligence (AI) has undergone substantial evolution since its conceptual inception 

in the mid-20th century. The term "artificial intelligence" was formally introduced by John 

McCarthy in 1956 during the Dartmouth Conference, a pivotal event that catalyzed the 

establishment of AI as an academic discipline [1]–[3]. Early research attempts concentrated 

on symbolic reasoning and problem-solving, epitomized by the development of the General 

Problem Solver (GPS) by Allen Newell and Herbert A. Simon [1], [4], [5]. Progress during 

this foundational era was constrained by the limitations of computational resources and data 

scarcity [6], [7]. Nevertheless, the 1980s and 1990s marked a paradigm shift with the advent 

of machine learning (ML), which facilitated the development of algorithms capable of 

learning from empirical data without explicit programming [8]–[10]. This period also 

witnessed the emergence of neural networks and the refinement of the backpropagation 

algorithm, significantly enhancing pattern recognition capabilities [8]–[10]. The early 21st 

century ushered in the era of deep learning, characterized by sophisticated neural network 

architectures capable of processing vast datasets, thereby driving transformative 

advancements in domains such as speech recognition, natural language processing, and 

computer vision [11]–[13]. 

 

At its essence, AI encompasses the design and development of computational systems 

endowed with the capability to perform functions traditionally associated with human 

intelligence, including learning, reasoning, problem-solving, and decision-making [7], [14]. 

AI is broadly categorized into narrow AI and general AI [6, p.22], [15], [16]. Narrow AI, also 

referred to as weak AI, is engineered to execute specific tasks with high efficiency, such as 

virtual personal assistants, recommendation algorithms, and autonomous navigation systems 

[6, p.22], [15], [16]. Conversely, general AI aspires to achieve cognitive versatility, enabling 

systems to perform a wide array of intellectual tasks with human-like adaptability and 

competence [6, p.22], [15], [16]. AI models are underpinned by diverse learning approaches, 

encompassing supervised learning (reliant on annotated datasets), unsupervised learning 

(focused on uncovering latent patterns in unstructured data), reinforcement learning (driven 

by reward-based feedback mechanisms), and generative modeling, which facilitates the 

synthesis of novel data instances that mirror the statistical properties of the training data [17, 

p.9], [6, p.695].  

 

A notable subset, generative AI, specializes in the autonomous creation of content, including 

text generation, image synthesis, and musical composition [19]–[22]. Generative AI has 

become increasingly influential across sectors such as healthcare, business [25]–[27], and 

entertainment [24], where it supports content automation, enhances creative processes, and 

optimizes operational workflows. Accurate and high-quality data is vital for the effective 

deployment of AI systems across all sectors. Data errors, including inaccuracies, 

inconsistencies, missing data, duplicates, and outliers, can arise at any stage of data 

collection, processing, or storage [53]–[55]. These issues can distort analytical models and 

lead to flawed insights and predictions [53], [56]–[59]. Thus, in critical applications such as 

healthcare, finance, marketing, or scientific research, such errors can result in financial 

losses, compromised patient care, legal liabilities, and damage to an organization’s reputation 

[53], [56]–[59]. By proactively identifying and correcting these errors, decision making 
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systems can operate more reliably, building trust and enabling better outcomes across diverse 

domains [53], [54], [60]. 

 

1.2 AI in data analysis 
 
Data is at the core of modern decision-making processes, but real-world datasets often come 

with a range of challenges that can hinder accurate analysis [53]–[55]. These datasets are 

frequently incomplete, noisy, or inconsistent, making it difficult to extract valuable insights. 

Common problems found in datasets include missing data, incorrect values, duplicate entries, 

and outliers [53]–[55]. Missing data can occur when information is not recorded or lost 

during data collection. Inconsistent data can arise when values are entered in varying formats, 

such as dates or names, which complicates analysis. Noisy data refers to the inclusion of 

irrelevant or random information that clouds the meaningful patterns in a dataset. Outliers, 

which are data points significantly different from other observations, can also distort 

statistical analyses and lead to skewed results [53]–[55]. 

 

Traditionally, these issues have been addressed through both manual and automated 

correction methods [61]–[63]. Manual correction involves data cleaning by human experts 

who review the dataset, identify errors, and fix them accordingly. This process, while 

effective, is time-consuming and prone to human error, especially with large datasets [61]–

[63]. Furthermore, manual correction is not scalable, making it impractical for companies and 

organizations that handle vast amounts of data [61]–[63]. Automated correction systems, on 

the other hand, use algorithms to detect and rectify data errors. These systems can identify 

patterns in the data to automatically fill in missing values, correct inconsistencies, and 

eliminate duplicate entries [61]–[63]. However, while these automated systems improve 

efficiency, they are often limited by predefined rules and can struggle with more complex 

errors, such as those that require a deeper understanding of the dataset [64]–[67]. 

 

The emergence of AI provides a more comprehensive approach to addressing these 

challenges. AI models, particularly those leveraging machine learning and deep learning, can 

analyze datasets with much greater sophistication compared to traditional methods [64]–[67]. 

AI systems can not only detect errors in data but also offer advanced solutions by learning 

from patterns within the data. For example, AI can use predictive modeling to fill in missing 

values based on other relevant information in the dataset, providing more accurate results 

than rule-based methods [68]–[70]. Additionally, AI is capable of handling large, complex 

datasets with multiple types of errors more efficiently than both manual and automated rule-

based systems [64]–[67], [71]. 

 

A significant application of generative AI is in data augmentation, are in fields where data is 

scarce or expensive to collect [35], [36]. In healthcare, for instance, generative models can 

simulate synthetic patient data, which can be used to train machine learning models without 

compromising patient privacy [36], [37]. This capability is essential in medical research, 

where generating large and diverse datasets is crucial for developing accurate predictive 

models. 

 

Despite its many benefits, generative AI also comes with challenges and drawbacks. One of 

the primary concerns is the ethical implications of its use, particularly in the creation of 

realistic yet deceptive content like deepfakes or fake news [38], [39]. The ability of AI to 

generate highly convincing fake content raises issues related to misinformation, security, and 
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privacy [38], [39]. Another challenge is the inherent bias in AI models [40], [41]. Since 

generative models are trained on existing data, they can reproduce and even amplify biases 

present in that data, leading to unfair or harmful outcomes in sensitive areas like hiring, 

criminal justice, or healthcare [41]–[43]. Finally, commonly used AI platforms retain the 

prompted text and information for continues improvement, which directly or indirectly can 

lead to personal or even commercial data leak [215]. 

 

Generative AI models also require significant computational resources to train, which can be 

expensive and environmentally unsustainable. The process of training large models often 

consumes vast amounts of energy, contributing to the growing concern about the carbon 

footprint of AI technologies [44], [45]. In addition, generative AI models often struggle with 

a phenomenon known as hallucination. AI hallucinations occur when models produce outputs 

that are plausible in appearance but factually incorrect, nonsensical, or entirely fabricated 

[46], [47]. This issue is particularly prevalent in natural language generation tasks, where 

large language models may confidently generate false statements, misrepresentations, or 

"hallucinated" references [48], [49]. Hallucinations can undermine trust in AI systems, 

particularly when used in applications like chatbots, automated customer support, or content 

creation, where accuracy and reliability are important [50]–[52]. 

 

Despite of this, scholars and researchers have begun to explore the potential of publicly 

available AI tools like ChatGPT, Microsoft Copilot, and Google’s Bard for tasks such as data 

correction and augmentation [76]–[78]. These tools have opened up AI capabilities to a 

broader audience, enabling even non-experts to leverage AI for data analysis [71]. These 

systems can assist users in identifying data errors, suggesting corrections, and providing real-

time insights based on large-scale language models [71] [191]–[195]. While these tools offer 

significant promise, the evaluation of their effectiveness in handling datasets techniques for 

deploying generative AI in data correction and wrangling have been primarily experimental, 

with no unified framework presented for consistent evaluation or implementation [72]–

[78],[195]. Current research has focused primarily on their conversational capabilities and 

general usage rather than their specific utility in data analysis [79]–[81]. Furthermore, while 

many assessment tools are designed to keep the AI capabilities evaluated equally, they 

struggle to provide good assessment in the real-world conditions [82], [83]. Finally, while 

many attempts to deploy and evaluate commonly used LLM exist [76]–[78], the area still 

lacks a common approach to measure the generative AI performance [195]. This study 

provides a comprehensive state-of-the-art review and proposes a framework for evaluating 

commonly available large language models, such as ChatGPT, in the context of data error 

detection, cleaning, and enhancement. 

 

1.3 Research gap  
 

Despite the rapid development of artificial intelligence (AI), particularly in generative AI, its 

application to data analysis remains underexplored. AI models undergo rigorous testing to 

ensure their performance, reliability, and accuracy, using metrics such as accuracy, precision, 

and recall [84]–[86], alongside task-specific criteria [87], [88]. These evaluations provide 

benchmarks for developers and researchers to assess models in controlled environments. 

However, the growing versatility of AI across diverse fields complicates the selection of 

appropriate evaluation metrics [89]. 
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In the context of data analysis, generative AI demonstrates the potential to manage tasks such 

as error detection, correction, and dataset augmentation [76]–[78]. However, its 

multifunctional nature complicates evaluation [86], [90], [91]. While AI tools ChatGPT 

excels in tasks like natural language processing, its ability to handle structured data, correct 

inconsistencies, and supplement missing values requires a distinct evaluation framework 

tailored to data-driven applications [72]–[78], [195]. Tasks, such as identifying subtle 

anomalies, correcting structural errors, and augmenting / supplementing incomplete datasets, 

often lead to unexpected or mistaken outputs, underscoring the need for more focused testing 

methodologies. 

 

Generative AI shows strong potential in data analysis tasks such as error detection, 

correction, and dataset augmentation. Yet, its multifunctional nature presents evaluation 

challenges, especially when handling structured data, correcting inconsistencies, and 

supplementing missing values. Identifying subtle anomalies and managing incomplete 

datasets further underscores the need for specialized evaluation frameworks. 

 

A preliminary literature review highlights a growing need for specialized frameworks to 

evaluate AI models specifically for data analytics tasks. While various testing frameworks 

and metrics exist for AI in general [89], [92]–[94], selecting appropriate benchmarks tailored 

to data correction and augmentation tasks is a significant challenge [95], [96]. As fields such 

as healthcare, finance, business, and education increasingly rely on accurate and clean data, it 

is critical to ensure AI models perform effectively in real-world, practical scenarios, not just 

theoretical ones [97]. Current, more traditional, non-AI methods remain human labor-

intensive and require extensive fine-tuning, which can significantly limit their efficiency and 

scalability in addressing issues such as incorrect formatting, data duplication, or 

inconsistencies, ultimately impacting the reliability of data analysis. 

 

Additionally, the literature shows a multisided understanding of how AI tools, such as 

ChatGPT, handle data correction tasks. While some experimental studies exist on testing AI 

for data correction, these studies use varied inputs, including different datasets, analysis 

techniques, and variables, making it difficult to compare results or draw generalized 

conclusions [76]–[78], [189], [190]. This lack of standardization makes it harder to create 

unified testing frameworks and understand AI performance in data correction and 

augmentation. 

 

1.4 Problem statement 
 

Building upon the research gap identified in the previous chapter, it becomes evident that 

while generative AI holds significant potential for data analysis tasks, critical issues hinder its 

effective utilization, particularly in data correction and enhancement. The rapid advancement 

and wide application of generative AI technologies, like ChatGPT, has outpaced the 

development of systematic approaches to evaluate their performance in handling data-related 

tasks. This lack of comprehensive evaluation methods creates uncertainty regarding the 

reliability and effectiveness of these tools in practical data analysis scenarios. 

 

A primary problem is that researchers and AI users are largely uninformed about the actual 

capabilities and limitations of common generative AI tools, such as ChatGPT, in performing 

data correction and enhancement. This knowledge gap can lead to the uncritical adoption of 

AI tools in data-sensitive environments, potentially resulting in erroneous analyses, flawed 
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decision-making, and compromised data integrity. This issue is compounded by multiple 

smaller problems, which further exacerbate the challenges associated with the effective 

utilization of generative AI in data analysis. 

 

One of the compounding issues is the increase of independent research studies and diverse 

methodologies, which has led to fragmented knowledge. This dispersion makes it challenging 

for both researchers and everyday AI users to access consolidated insights, increasing the risk 

of missing critical information about AI performance in data-related tasks. Furthermore, the 

versatility of generative AI complicates the application of a one-size-fits-all evaluation 

method. Different data tasks require tailored evaluation frameworks, complicating the 

assessment of AI performance across varied applications. 

 

Additionally, while much research focuses on AI's creative capabilities, there is a significant 

gap in studies examining the practical applicability of AI tools for real-world data correction 

and enhancement tasks. This lack of information may lead to unforeseen issues when these 

tools are deployed in practical scenarios. Existing attempts to evaluate AI performance in 

data correction are often inconsistent and confusing. The absence of standardized evaluation 

protocols makes it difficult to compare findings across studies, leading to ambiguity and 

unreliable cross-tool comparisons. 

 

Moreover, researchers typically employ different AI models for their studies, resulting in 

unclear generalizations about AI limitations. Users and researchers must navigate multiple 

studies to identify limitations specific to data correction and enhancement, hindering the 

development of a cohesive understanding. 

 

The issues outlined in this chapter highlight the need for a structured approach to evaluating 

generative AI tools in data analysis. In the following chapters, these identified problems will 

be addressed through clearly defined research objectives and corresponding research 

questions. This structured approach aims to bridge the knowledge gaps, standardize 

evaluation methods, and enhance the practical applicability of generative AI in data 

correction and enhancement. 

 

1.5 Research objectives and questions 

Main research objective 

 
To address the problem and research gap outlined in the previous sections, this study has 

defined a series of research objectives. 

 

The primary objective is to develop and implement a comprehensive evaluation 

framework that assesses the effectiveness and limitations of widely-used generative AI 

tools in data analysis tasks, with a specific focus on their ability to detect, correct, and 

enhance data errors. 

 

Additionally, this research will provide a detailed evaluation of general-purpose AI tools, 

such as ChatGPT, Microsoft Copilot, and Google Bard, and their applicability in data 

correction and augmentation tasks. Through these objectives, the study will contribute to a 

deeper understanding of how generative AI models perform in real-world data analysis and 

propose improvements for future development. 
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Additional research Objectives 

 

1. Assess the current state of the art in general-purpose AI applications for data 

analysis. 

This objective aims to review the existing applications of general-purpose AI tools in 

the context of data analysis. By conducting a thorough literature review and analyzing 

current AI tools like ChatGPT and Microsoft Copilot, this research will highlight how 

these tools are being used in practice and identify any gaps in their performance 

related to data correction, augmentation, and insights generation. 

2. Asses existing benchmarks and metrics used to evaluate the performance of 

generative AI tools. 

This objective focuses on exploring the benchmarks and metrics currently applied to 

evaluate generative AI tools in various fields. It aims to analyze their applicability to 

tasks such as error detection, correction, and enhancement, and identify gaps in 

existing evaluation methods. By examining these benchmarks and metrics, the study 

aims to propose improvements or task-specific criteria that more accurately reflect the 

applicability and output quality of AI tools in addressing real-world data challenges. 

3. Investigate the ease of applying generative AI models to data correction and 

enhancement tasks within real-world datasets. 

This objective aims to assess how effectively generative AI tools can be integrated 

into existing data analysis workflows to identify and rectify common data issues, 

thereby enhancing the overall quality and reliability of data-driven insights. 

4. Evaluate the effectiveness of generative AI models (such as ChatGPT) in 

handling incomplete, noisy, or inconsistent datasets. 

The third objective will measure the performance of AI models in managing real-

world datasets that are often imperfect. It will assess how well these models can 

identify and correct data errors, and how effectively they can provide insights despite 

data quality issues. 

5. Identify the technical limitations of generative AI models in data analysis and 

propose strategies to address them. 

Finally, this objective will highlight the weaknesses of AI models, focusing on areas 

where they struggle, such as detecting subtle inconsistencies or generating accurate 

synthetic data in complex scenarios. By identifying these limitations, the research will 

propose solutions or improvements to mitigate these challenges in future applications. 

 

Main Research Question 

 

What methods can be used to evaluate the suitability of common generative AI 

chatbots like ChatGPT for data analysis, particularly in handling data errors? 

This question aims to explore methods for evaluating the suitability of common AI tools for 

data analysis, particularly in their ability to handle common data issues such as noise, missing 

data, and inconsistencies. The focus is on assessing the effectiveness of these tools in 

addressing real-world data complexities and comparing their performance to traditional data 

processing methods. Through this evaluation, the study seeks to provide insights into how AI 

tools can enhance data analysis and tackle challenges associated with imperfect datasets. 

 

Additional Research Questions 
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1. What is the current state of the art in the application of general-purpose AI tools 

for data analysis and their evaluation? 

This research question aims to explore how general-purpose AI tools like ChatGPT, 

Microsoft Copilot, and Google Bard are currently being applied to data analysis. It 

seeks to provide a comprehensive overview of their use in data correction, 

augmentation, and insight generation, highlighting both their strengths and 

weaknesses. This question addresses a key gap in the literature, where the evaluation 

of these widely used AI tools in practical data analysis settings has not been deeply 

explored. By answering this question, the research will contribute to the ongoing 

discussion about the role of general AI tools in improving data analytics processes. 

2. What benchmarks and evaluation metrics are currently used to assess the 

performance of generative AI tools? 

This question explores the benchmarks and metrics currently used to evaluate 

generative AI tools, focusing on their relevance and effectiveness in assessing tasks 

like error detection, correction, and enhancement. It seeks to identify gaps in existing 

evaluation methods and propose criteria that better align with real-world data analysis 

challenges. 

3. What steps are needed to prepare the selected generative AI algorithm to 

effectively process a dataset with noise, incompleteness, and inconsistencies? 

This question focuses on the preparation required to apply AI to datasets with inherent 

issues. It will explore the preprocessing steps needed to clean and organize the data, 

ensuring the AI model can process it effectively. The aim is to understand how 

preprocessing impacts the performance of generative AI in correcting and augmenting 

data. 

4. How well does the selected generative AI model manage and correct errors such 

as noise, incompleteness, and inconsistencies in the dataset? 

Here, the focus is on evaluating the AI model's ability to detect and correct data 

errors. It will analyze how effectively AI can fill in missing values, correct 

inconsistencies, and handle noise in datasets. By comparing AI’s performance to 

traditional error correction methods, the study aims to demonstrate whether AI offers 

a more efficient and accurate solution. 

5. What are the technical limitations of the selected generative AI model in 

handling datasets with errors, and how can these limitations be addressed or 

mitigated? 

This question aims to identify the weaknesses of generative AI models in handling 

datasets with common errors. It will explore the limitations of current AI 

technologies, including areas where they struggle, such as detecting subtle data 

inconsistencies or generating accurate synthetic data in complex environments. The 

research will propose strategies for overcoming these limitations, offering potential 

improvements for future AI applications in data analysis. 

 

By addressing these objectives and research questions, this study will provide a 

comprehensive analysis of how generative AI models can be applied to real-world data 

analysis, particularly in handling imperfect datasets. Additionally, it will offer insights into 

the current state of general-purpose AI tools and their potential for enhancing data analytics 

in various fields. 
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1.6 Research relevance 
 

This research is highly relevant to both academia and industry due to the increasing reliance 

on data-driven decision-making across various sectors. Organizations often encounter 

challenges with imperfect datasets, such as incompleteness, noise, and inconsistencies. 

Generative AI models, including tools like ChatGPT, Microsoft Copilot, and Google Bard, 

offer promising solutions to address these issues by enhancing data analysis processes. By 

evaluating these tools, this study aims to improve the efficiency and accuracy of data 

management and analysis. 

 

From an academic perspective, this study addresses a notable gap in existing literature by 

exploring the application of generative AI in dataset correction, moving beyond its traditional 

focus on creative tasks. It seeks to provide insights into the practical utility of these AI tools 

for data correction and augmentation, thereby contributing to the theoretical understanding of 

AI's capabilities in data analytics. Furthermore, the framework developed in this study aims 

to standardize AI testing and development, promoting consistency and reliability in future 

research and applications. 

 

In the industrial context, this research aims to enhance data management across various 

sectors by evaluating generative AI models as efficient alternatives to traditional, labor-

intensive methods of addressing data imperfections. As tools like ChatGPT, Microsoft 

Copilot, and Google Bard become more accessible, understanding their effectiveness in data 

correction and augmentation is crucial. Developing a standardized testing framework will 

inform users about common pitfalls and best practices, ensuring responsible AI deployment, 

minimizing errors, and maximizing data integrity. 

 

Additionally, this study contributes to ongoing discussions around the ethical and practical 

implications of AI deployment. By identifying technical limitations and ethical 

considerations associated with generative AI tools, the research promotes more responsible 

and informed use of AI in practice. This includes addressing concerns related to bias, privacy, 

and the reliability of AI-generated outputs, which are essential for the trustworthy adoption of 

AI technologies. 

 

In summary, this research aims to bridge both theoretical and practical gaps in the application 

of generative AI for data analysis. By offering insights into the current capabilities and 

limitations of AI tools in this area, the study will make valuable contributions to both 

academic knowledge and practical applications, helping to shape the future of AI-driven data 

analytics. 

 

1.7 Research Scope and Clarification  
 
This research focuses on developing a framework for testing the capabilities and limitations 

of generative AI models in addressing common data errors, such as noise, incompleteness, 

and inconsistencies. The primary objective is to propose a systematic evaluation framework 

that can assess the suitability of AI tools for tasks such as data correction, enhancement, and 

insight generation. This framework will be experimentally applied to a real-world case to 

validate its usability and effectiveness. 
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The dataset used in this study is the Canadian Wind Turbine Database, which represents 

typical challenges in data analysis, including incomplete or inconsistent records. To simulate 

real-world complexity, intentional data errors will be introduced into the dataset. The 

research is limited to tubular datasets (text and number-based tabular datasets), allowing the 

framework to focus on structured and semi-structured data. This focus reflects the frequent 

reliance on tabular data across domains such as business, healthcare, and scientific research. 

 

Unlike studies that test AI tools directly, this research aims to establish a robust framework 

for evaluating such tools. The study will explore existing AI tools, such as ChatGPT, within 

the framework to demonstrate its applicability, but the primary focus remains on the 

framework itself rather than the AI tool's performance. This approach ensures that the 

framework can be applied universally across different AI tools and datasets. 

 

The scope excludes the development of new AI models or proprietary solutions. Instead, the 

research focuses on creating a practical evaluation methodology that can be used by data 

analysts and researchers to test the performance of general-purpose AI tools in handling 

structured datasets. The study will not explore unstructured data tasks, such as image or audio 

processing, to maintain a clear focus on traditional data analysis processes. 

 

This research contributes to the growing need for systematic approaches to evaluate AI tools 

for data analysis. By providing a structured evaluation framework, the study aims to offer 

actionable insights for optimizing AI-driven data correction and enhancement processes, 

ensuring relevance to real-world applications. The findings are intended to guide both the 

development of future AI tools and their application in addressing everyday data challenges. 

 

1.8 Research Approach 
 
This study adopts an inductive research 

approach, focusing on developing a 

framework for evaluating generative AI 

tools in tasks such as data correction and 

enhancement. The inductive approach 

emphasizes deriving general principles 

from specific observations and 

experimental findings, rather than 

testing pre-established hypotheses. 

Insights gained through data collection 

and analysis are used to structure a 

framework grounded in real-world 

applications, enabling a systematic 

evaluation of AI tools. 

 

To structure the formulation and 

analysis of the framework, this study draws on the meta-framework proposed by Partelow 

[211], which describes frameworks as tools for structuring empirical and theoretical inquiry. 

Frameworks facilitate knowledge synthesis and communication by providing a structured 

methodology for organizing and analyzing research questions. Partelow’s meta-framework 

identifies four core mechanisms for framework development and application: Empirical 

Generalization, Theoretical Fitting, Hypothesizing, and Application. These mechanisms often 

Figure 1. A meta-framework outlining the central role 

frameworks [211] 
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interact and overlap, with their priority depending on the purpose and context of the 

framework being developed (Figure 1). 

 

In this study, the focus is application-oriented, with the framework designed to guide real-

world tasks, such as assessing AI performance in data correction and enhancement, while 

also generating insights into the theoretical underpinnings of AI evaluation. To achieve this, 

the research approach integrates multiple mechanisms from Partelow’s meta-framework, 

adapted to the goals of this study: 

 

Knowledge Aggregation (Literature Review): Rather than relying on empirical 

generalization, this study conducts a systematic literature review to establish a 

comprehensive, state-of-the-art understanding of AI evaluation methodologies. This approach 

enables the synthesis of existing knowledge, the identification of patterns, and the recognition 

of gaps in current AI evaluation methods. By analyzing a broad range of studies, the review 

forms a solid foundation for developing the proposed evaluation framework. 

 

Theoretical Fitting and Hypothesizing: These mechanisms are used to identify and connect 

existing and emerging relationships between key concepts in AI evaluation. This theoretical 

groundwork informs the structure and components of the proposed framework, ensuring it is 

both conceptually robust and practical. 

 

Framework Creation: Building on the insights from the literature review and theoretical 

synthesis, the study proposes a framework for evaluating generative AI tools, which is 

detailed in the chapter on Framework Creation. 

 

Testing and Validation: The framework is tested and validated through a series of 

experiments involving AI tools and real-world datasets, such as the Canadian Wind Turbine 

Database. This experimental phase evaluates the framework’s applicability and effectiveness 

in assessing AI performance under controlled conditions. Experimentation is a valuable 

approach as it provides empirical evidence on true AI capabilities, allowing for objective 

assessment and iterative refinement of the framework based on observed performance. 

 

By integrating these methods, the research approach ensures that the proposed framework is 

grounded in substantial evidence, theoretically informed, and practically relevant. This multi-

faceted methodology not only addresses the immediate goals of evaluating generative AI 

tools but also provides a structured pathway for refining and applying the framework in 

diverse contexts. The interaction of development and application mechanisms enhances the 

framework’s adaptability, making it a valuable contribution to the growing field of AI 

evaluation. 
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2. Literature analysis 
 
This chapter presents a comprehensive literature analysis on the role and evaluation of AI, 

particularly within the context of data analysis, testing, and benchmarking. The purpose of 

this review is to establish a theoretical foundation for the study by examining existing 

research, identifying key themes, and recognizing areas where current knowledge may be 

limited or inconsistent. Moreover, this chapter aims to build an understanding of both the 

technical capabilities of AI in data processing tasks and the methodologies used to evaluate 

AI models effectively. 

 

Methodology and keywords 

 
The literature review presented in this section is structured as a thematic analysis, aimed at 

organizing and synthesizing relevant studies on AI’s application in data analysis and the 

methodologies for AI testing and benchmarking. This approach allows for a focused 

exploration of key themes, debates, and research gaps, providing a structured foundation for 

the study’s theoretical and methodological framework. 

 

The research was conducted using several prominent academic databases, including Google 

Scholar, JSTOR, IEEE Xplore, ScienceDirect, and Semantic Scholar. These databases were 

chosen for their extensive repositories of peer-reviewed journals, conference proceedings, 

and technical papers, which ensure a comprehensive view of the current state of knowledge 

in AI and data analysis. 

 

The literature search was guided by several key phrases relevant to the study’s focus areas. 

The main research phrases included: 

 

• “Artificial intelligence in data analysis” 

• “Applications of AI in data correction and augmentation” 

• “Generative AI for data processing” 

• “AI testing frameworks and methodologies” 

• “Benchmarking AI performance in data tasks” 

• “Evaluation metrics for AI models” 

• “Challenges in AI testing and validation” 

 

These research phrases were used to identify studies that discuss both the functional 

application of AI in data-related tasks and the various approaches to evaluating AI 

effectiveness and reliability. Through this targeted search and thematic organization, the 

literature review seeks to capture the essential developments in the field, as well as the 

limitations of existing research, thereby positioning this study within the broader context of 

AI and data analysis. 

 

2.1 Literature about AI in field 
 
Generative AI has revolutionized data analysis by introducing advanced methods for 

managing complex datasets, especially in addressing incomplete or missing data. Models like 
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Generative Adversarial Networks (GANs) and Variational Autoencoders (VAEs) are pivotal 

in this transformation. GANs utilize a generator-discriminator framework to produce data that 

closely resembles real-world distributions, while VAEs employ an encoder-decoder structure 

to generate new data based on learned representations [98]. 

 

A significant advantage of generative AI is its proficiency in creating synthetic data to fill 

gaps in datasets, enhancing completeness and accuracy [98]. Beyond generating synthetic 

data, AI can augment datasets by incorporating additional information through methods like 

web scraping [114]. This approach automates the extraction of relevant data from various 

online sources, enriching the dataset and providing a more comprehensive foundation for 

analysis. In addition to augmenting datasets, generative AI plays a crucial role in error 

correction. Traditional methods for error detection, such as rule-based systems and pattern 

enforcement, are widely used but often insufficient for complex datasets [54]. These 

techniques frequently require human intervention and are not well-suited for handling the 

intricacies of large, diverse datasets [54]. 

 

On the other hand, a recent study by [99] focused on industry showcase that generative AI 

offers a more advanced approach to addressing these challenges. Models like GANs and 

VAEs are adept at learning underlying data patterns, enabling them to identify and rectify 

errors in large datasets. In fields like oil and gas, machine learning techniques such as 

XGBoost and convolutional neural networks (CNNs) have been successfully applied to detect 

anomalies and correct errors in well logging and PVT (pressure, volume, temperature) 

datasets [99]. These models can simulate missing data and correct anomalies based on 

learned patterns, significantly improving data quality without requiring manual intervention 

[99]. This approach not only enhances the reliability of the data but also reduces the need for 

human oversight [100]. 

 

Generative AI has also emerged as a powerful tool for data augmentation, particularly in 

fields where data is scarce or difficult to collect. By creating synthetic data that closely 

resembles real-world conditions, AI-driven techniques can improve model performance and 

generalizability. For example, in healthcare, where data privacy and scarcity are major 

challenges, generative models like GANs and VAEs are used to generate high-quality, 

diverse datasets for training and testing purposes [101]. Furthermore, these models help 

mitigate the problem of imbalanced datasets, especially in fields like fault diagnosis and 

anomaly detection [102]. 

 

Augmentation can also involve merging generative AI with real data. Recent analysis by 

[103] on Large Language Models (LLMs) like ChatGPT shows that these models provide 

conversational, context-aware responses, moving away from traditional list-based search 

engine formats. This is key as users increasingly prefer direct answers over sifting through 

multiple links. While the analysis emphasizes AI-generated answers from training data, the 

potential of generative AI to access real-time internet information should not be overlooked. 

Nonetheless, despite offering efficiency and interactivity, challenges persist in academic and 

health fields, where accuracy, credibility, and proper source citation are crucial [104]. As the 

[104] study explains, generative AI models often produce responses lacking reliable 

references or including fabricated information, limiting their suitability for rigorous research. 

 

Dataset enrichment enhances existing datasets by adding relevant information or improving 

quality for analysis. Traditional methods—such as manual integration or sourcing data from 

external providers—are often resource-intensive and time-consuming [105], [106]. 
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Consequently, automating these processes has become a significant research focus [106]. 

Currently, techniques like web mining—extracting data from web tables or knowledge bases, 

crawling for supplementary information, or purchasing large datasets—are commonly 

employed [105]. Although effective, these methods require considerable human and 

computational resources, creating opportunities for AI to streamline and enhance enrichment. 

Multiple studies suggest that generative AI models, including large language models (LLMs), 

hold promise for revolutionizing data enrichment [105], [107]–[113]. These tools can 

automate tasks such as web crawling or scraping [105], [113]–[115], extract data from online 

datasets and open data sites [106], [109], and integrate diverse external sources like PDFs and 

scans [111]. Moreover, AI can efficiently classify and categorize data, enabling faster 

integration of new information into existing datasets [108], [110]. Beyond structured data, 

AI-enhanced methods extend to unstructured and semi-structured sources, improving datasets 

for AI model training with better accuracy and performance [107]. However, ethical 

concerns—such as data privacy and bias—must be addressed in AI-driven enrichment [116]. 

 

Beyond traditional data augmentation, enrichment and error correction, generative AI offers 

new insights into data analysis by enhancing decision-making processes. AI systems, when 

integrated into hybrid decision-management frameworks, can improve accuracy and 

interpretability. For instance, combining traditional decision models like Decision Model and 

Notation (DMN) with AI models helps identify complex, non-linear relationships between 

variables that would otherwise remain hidden [117], [118]. In predictive analytics, AI-driven 

models outperform traditional methods by uncovering deeper patterns in historical data. This 

is particularly valuable in fields like finance, where AI-based predictive models are used to 

anticipate market trends, assess risks, and improve decision-making [117], [118]. 

 

Despite of benefits, the increasing use of AI also raises concerns about bias and data privacy. 

AI systems often inherit biases present in their training data, leading to unfair outcomes, for 

example, in areas like hiring or credit scoring [119], [120]. Additionally, AI models can 

unintentionally introduce bias through feature selection, where attributes such as related 

codes or scores serve as proxies for sensitive data, skewing predictions [119], [120]. Privacy 

concerns are also significant, as AI systems typically gather and process large amounts of 

personal data, often without explicit user consent. This lack of transparency, especially in 

models referred to as "black boxes," makes it difficult to ensure that data is being used 

responsibly and securely [121]. 

 

To address the opacity of AI systems, efforts are being made to develop "explainable AI" 

(XAI), which seeks to make AI decision-making processes more transparent. Explainable AI 

helps users understand how and why AI models make certain predictions or 

recommendations, thus enhancing trust and accountability [122]. This is particularly 

important in high-stakes fields such as healthcare and finance, where decisions like approving 

insurance or mortgages could rely on skewed AI systems, making it crucial to ensure these 

decisions are ethical and transparent. 

 

2.2 Literature review of AI testing and benchmarking 

Introduction to AI Testing and Benchmarking 

 
Testing and benchmarking are crucial for ensuring the performance, reliability, and accuracy 

of AI models before real-world deployment [84][85]. Testing compares an AI model’s output 
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against known outcomes, while benchmarking compares different models using established 

metrics or standards [85][89]. These practices help researchers select suitable models for 

various applications. 

 

As AI evolves from narrow, task-specific systems to more general-purpose tools capable of 

multiple tasks [6][15][16], consistent performance across diverse scenarios becomes 

essential. Early AI evaluations focused on simple metrics like accuracy and error rate [86]. 

For instance, rule-based systems and statistical models were assessed by comparing 

predictions with predefined rules [123]. As AI advanced, specialized benchmarks emerged 

for tasks such as natural language processing (NLP) and computer vision [87][88]. However, 

the wide range of AI tasks presents challenges in creating universal standards [89]. Different 

applications—like NLP, computer vision, and data analysis—require unique metrics aligned 

with their distinct objectives [89]. Image recognition models might be measured by precision, 

recall, and F1-scores [89], whereas NLP models often use BLEU or ROUGE [90][91]. This 

variation underscores the need for specialized benchmarks tailored to each domain. 

 

Generative AI and general-purpose tools add another layer of complexity [89]. Generative 

models like ChatGPT-4 can handle text generation, image creation, and code synthesis, 

making them versatile but difficult to evaluate using traditional metrics [86]. Objective 

measures may not fully capture quality or coherence, requiring human evaluations for fluency 

and context [90][91]. These models can also produce errors such as hallucinations—

seemingly plausible but factually incorrect outputs [124][125]. Hence, testing must consider 

both form and factual accuracy. Assessing general-purpose AI like as mentioned, ChatGPT, 

or Microsoft Copilot, and Google Bard is similarly challenging [89][86]. Because these 

systems can perform diverse tasks—from summarization to data analysis—a single 

evaluation method is insufficient [126]–[128]. Metrics differ: data analysis tasks focus on 

accuracy, error detection, and pattern recognition, while content generation emphasizes 

language or image quality [126]–[129]. 

 

Researchers have developed domain-specific benchmarks such as GLUE for NLP and 

ImageNet for vision [130][131]. However, these largely target narrow AI and may not fully 

capture the capabilities of multi-task or generative models. As AI continues to progress, 

developing more flexible evaluation frameworks is increasingly important, particularly for 

models in data analysis and other practical applications. Robust, comprehensive testing 

protocols remain imperative as AI systems scale, calling for sustained collaboration among 

researchers, industry, and stakeholders to refine these evolving practices. 

 

Historical Evolution of AI Testing and Benchmarking Approaches 

 
The evolution of AI testing and benchmarking has paralleled the development of AI 

technologies, shifting from rule-based frameworks to advanced deep learning and generative 

approaches [86][123]. A historical perspective on these methodologies illuminates how 

current testing practices emerged and underscores the persistent challenges faced by 

researchers. 

 

One early milestone was the Turing Test, introduced by Alan Turing in 1950 [132][133]. It 

assessed a machine’s capacity for human-like intelligence by evaluating whether a human 

judge could distinguish a machine’s responses from a human’s in conversation [132][133]. 
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While groundbreaking, the Turing Test focused largely on conversational abilities and did not 

account for broader AI performance across multiple tasks [133][134]. 

 

Through the 1950s and 1960s, AI predominantly employed symbolic reasoning. Systems like 

the General Problem Solver used rule-based techniques to tackle various problems [1][4][5]. 

Researchers assessed these systems by simulating human problem-solving and comparing the 

outputs to actual human performance [135][136]. The 1980s and 1990s marked a shift toward 

machine learning (ML) methods, where models learned directly from data rather than solely 

following hardcoded rules [8]–[10]. Statistical performance metrics—such as accuracy, 

precision, recall, and F1-score—became standard tools [123][137]. Meanwhile, the 

introduction of curated datasets, such as those provided by the UCI Machine Learning 

Repository, enabled more systematic comparisons among ML algorithms [138][139]. 

 

As neural networks gained momentum in the late 1990s and early 2000s, AI achievements in 

computer vision, speech recognition, and natural language processing (NLP) necessitated 

more specialized benchmarks [131][140]–[143]. Challenges like ImageNet and TREC 

established uniform datasets and comparison criteria, driving rapid advances in domains such 

as object recognition and information retrieval [131][143]. Convolutional neural networks 

(CNNs) [144]–[146] and recurrent neural networks (RNNs) [147][148] emerged as 

cornerstone techniques for handling images and sequential data, respectively, spurring the 

creation of new evaluation methods. 

 

In the 2010s, deep learning models reached and even surpassed human-level performance on 

select tasks. AlphaGo’s triumph over a world champion in Go underscored the need for 

specialized evaluation systems in complex domains like strategic gaming [149]–[151]. 

Meanwhile, NLP benchmarks such as GLUE and SuperGLUE were developed to test 

generalization capabilities across multiple language tasks, including sentiment analysis and 

question answering [130][152]. 

 

Generative AI models presented further testing challenges, as conventional metrics (e.g., 

accuracy or precision) proved insufficient for judging creative outputs in text and images 

[85][98][153]–[155]. Alternative metrics like BLEU and ROUGE [156]–[158] emerged for 

text generation, while the Fréchet Inception Distance (FID) and Inception Score (IS) [159]–

[163] gained popularity for evaluating synthesized images. These novel approaches 

emphasized realism and human-like attributes rather than strictly deterministic outputs. 

 

The rise of general-purpose AI tools, including large language models, introduced additional 

benchmarking complexities [20][164][165]. Capable of performing diverse tasks—from code 

generation to content creation—they required new multi-domain benchmarks [166]. 

However, fixed test suites often failed to represent the full scope of these models’ abilities 

[168]. Consequently, developing comprehensive, dynamic frameworks remains a key 

challenge in ensuring that AI testing and benchmarking keep pace with ever-evolving 

technologies. 

 

Current Frameworks and Standards for AI Testing 

 
Current frameworks and standards for AI testing have been developed to address the growing 

complexity and diversity of AI applications [20], [164], [165]. These frameworks provide a 

structured approach to evaluating AI models across various domains, from computer vision 
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and natural language processing to generative tasks and general-purpose AI functionalities 

[166]. Each framework is designed for specific tasks, metrics, and use cases to provide 

consistent comparisons between AI models [168]. This section looks at common frameworks 

and benchmarks for AI testing and how they assess AI capabilities and limitations. 

 

One of the most prominent frameworks in AI testing is ImageNet, a large visual database 

designed for use in visual object recognition software research, which has become a key 

resource for evaluating computer vision models [131]. The ImageNet Large Scale Visual 

Recognition Challenge (ILSVRC), introduced in 2010, involves a dataset of millions of 

labeled images across thousands of categories. AI models are tested on their ability to 

accurately classify objects within these images, with evaluation metrics such as accuracy, 

top-5 error rate (the proportion of images for which the correct label is not within the top 5 

predicted labels), and precision [171], [131]. The ImageNet challenge has driven significant 

advancements in computer vision, leading to the development of powerful deep learning 

architectures like AlexNet, VGGNet, and ResNet, which have set new records for image 

classification accuracy [131], [171]–[174]. Despite its impact, ImageNet primarily focuses on 

object recognition and does not fully address other aspects of visual understanding, such as 

object detection, segmentation, or contextual scene analysis [131], [171]. 

 

In the field of natural language processing (NLP), benchmarks like GLUE (General 

Language Understanding Evaluation) and SuperGLUE have become popular standards for 

evaluating language models [130], [152]. GLUE consists of a series of language 

understanding tasks, including sentiment analysis, textual entailment, and question 

answering, that test a model's ability to generalize across different types of NLP problems 

[130], [152]. The performance of models is measured using task-specific metrics, such as 

accuracy, F1-score, or Matthew's correlation coefficient [130], [152]. SuperGLUE extends 

the original GLUE benchmark by including more challenging tasks, incorporating additional 

metrics to capture the nuances of language understanding [130], [152]. These benchmarks 

have been instrumental in the development of advanced language models, such as BERT, 

RoBERTa, and GPT, which have demonstrated significant improvements in various NLP 

tasks [175]–[177]. However, while GLUE and SuperGLUE measure language 

comprehension across multiple tasks, they do not account for conversational AI capabilities 

or generation quality, which are crucial for evaluating generative language models. 

 

For generative AI tasks, traditional evaluation metrics like accuracy and precision often fall 

short, leading to the development of alternative methods. In text generation, metrics such as 

BLEU (Bilingual Evaluation Understudy) and ROUGE (Recall-Oriented Understudy for 

Gisting Evaluation) have been widely adopted to assess the quality of machine-generated text 

compared to human reference texts [156]–[158]. BLEU measures the overlap of n-grams 

(sequences of words) between the generated text and reference text, while ROUGE focuses 

on recall, considering how much of the reference content is captured by the generated output 

[156]–[158]. These metrics are particularly useful for evaluating tasks like machine 

translation and summarization, but they do not account for the coherence, factual accuracy, or 

creativity of the generated content [90], [156]–[158]. As a result, human evaluation is often 

used alongside automated metrics to provide a more comprehensive assessment of generative 

text models [156]–[158] [178]. 

 

In image synthesis, metrics such as the Fréchet Inception Distance (FID) [159]–[161] and the 

Inception Score (IS) [162], [163] are commonly used to evaluate the quality of images 

generated by models like Generative Adversarial Networks (GANs). FID measures the 
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similarity between the distribution of generated images and real images [159]–[161], while IS 

assesses the quality and diversity of the generated images based on how confidently a pre-

trained classifier assigns labels to them [162], [163]. These metrics have been critical for 

benchmarking progress in generative modeling tasks. However, FID has been shown to 

contradict human raters, fail to reflect gradual improvements of iterative text-to-image 

models, and does not capture distortion levels. It also produces inconsistent results with 

varying sample sizes [179]. Thus, alternative metric called CMMD has been proposed [179] 

 

For evaluating general-purpose AI tools, which are capable of performing multiple tasks 

across different domains, more comprehensive benchmarks have been introduced [166], 

[167], [169], [170]. For example, BIG-bench (Beyond the Imitation Game) is a large-scale 

benchmark designed to test general AI capabilities across a variety of tasks, from arithmetic 

and common sense reasoning to code generation and language translation [167]. The goal of 

BIG-bench is to assess the breadth and depth of AI models' generalization abilities rather than 

their performance on narrowly defined tasks [167]. While it represents a step towards 

evaluating general-purpose AI, the benchmark still relies on predefined tasks, which may not 

fully capture the open-ended capabilities of models like GPT-4 or Google's Bard [89], [180]. 

 

In addition to task-specific benchmarks, there are also cross-domain evaluation frameworks 

that aim to measure an AI model's ability to transfer knowledge across different tasks and 

domains. These include multi-task evaluation setups, where models are tested on a suite of 

tasks simultaneously to assess their robustness and generalization capabilities [180]. For 

instance, Decathlon [181], [182] in computer vision and XTREME [183] in NLP evaluate 

models on diverse tasks with varying data distributions to measure their ability to adapt and 

perform well across different settings. Such cross-domain benchmarks are particularly 

relevant for general-purpose AI models, which need to demonstrate versatility across multiple 

domains. 

 

Despite the availability of these frameworks, there are still challenges in creating truly 

comprehensive and universal benchmarks for AI evaluation. The diversity of AI applications 

means that no single framework can cover all aspects of AI performance, leading to the need 

for task-specific metrics and domain-focused evaluations. Furthermore, many existing 

benchmarks are static [89], relying on fixed datasets and tasks that may not reflect the 

evolving nature of AI capabilities. However, dynamic benchmarks, while addressing this 

issue, might be hard to cross compare with the previous results and can be only used in the 

parallel comparison [89]. 

 

Evaluation of AI for Data Correction 

 

Evaluating AI tools for data analysis is a multi-faceted process, encompassing different 

perspectives and methodologies tailored to specific applications. Evaluation of, AI tools for 

data analysis presents unique challenges and opportunities, as these tools are designed to 

perform a variety of tasks across different domains rather than excelling in a single 

specialized area [20], [164]– [166]. General-purpose AI tools, such as ChatGPT, Microsoft 

Copilot, and Google Bard, are increasingly utilized for tasks such as data cleaning, 

augmentation, and preparation . However, the process of evaluating these tools for data 

analysis tasks requires benchmarks that can effectively capture their multi-functional nature 

while also addressing the specific requirements and challenges associated with data 

manipulation [184]–[187], similarly as in the study [188]. Currently, the assessment of AI 
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tools for data analysis focuses on three key perspectives: AI’s Ability to Clean Data Through 

Experimental Assessment, AI’s Ability to Prepare Clean Data for Training Other AI Models, 

and AI’s Role in Assisting Humans with Data Correction 

 

The first perspective involves directly evaluating the AI’s ability to detect and correct errors 

in datasets [76]–[78]. This is often conducted through experimental assessments, where 

datasets with known errors are supplied to the AI tool, and its performance is measured based 

on metrics like accuracy, precision, recall, and failure rate [76]–[78]. These metrics provide 

insight into the AI’s capability to identify and address issues such as noise, missing values, 

inconsistencies, and data type mismatches. Benchmarking frameworks are used to test the AI 

under varying conditions, such as different datasets and sizes [189], and task prompt 

manipulation [190]. This approach directly examines how well the AI performs in practical 

data correction tasks, simulating real-world applications. 

 

Another critical aspect of evaluation involves assessing the AI’s ability to clean and 

preprocess data for training machine learning models [191]–[195]. This evaluation focuses on 

how effectively the AI can enhance data quality to improve the performance of subsequent AI 

models. The process typically involves using the cleaned data to train a machine learning 

model and then comparing the performance metrics—such as accuracy, precision, and 

robustness—of the trained model against models trained on unprocessed or manually cleaned 

data [191]–[195]. This approach measures not only the AI’s data-cleaning capabilities but 

also the downstream impact on the performance of AI systems relying on this data. 

 

The third perspective evaluates the AI’s capability to assist humans in the data correction 

process. This includes the AI’s ability to provide suggestions, flag potential errors, and 

interactively collaborate with human users to refine datasets [127]. One of benchmarks 

evaluating LLMs performance in aiding humans is DSEval [196]. The focus of such 

benchmarks is on how well the AI complements human expertise, reduces manual effort, and 

improves overall efficiency[196]. Metrics such as task completion time, human error rates, 

and user satisfaction are often used to assess the effectiveness of AI-assisted workflows. This 

perspective highlights the role of AI as a supportive tool rather than a standalone solution. 

 

Evaluation of AI for data enrichment 

 

While several studies explore the potential of AI in data enrichment [105], [107]–[113], they 

primarily focus on showcasing experimental results and qualitatively evaluating AI 

performance. None provide a systematic framework or metrics for assessing the usability and 

effectiveness of AI in data enrichment. This gap leaves room for developing standardized 

methods to evaluate AI-driven data enrichment comprehensively. 

 

A review by Dr. MWP Maduranga and Ms. MVT Kawya [114] categorizes AI techniques for 

web scraping and data augmentation into distinct methodologies, such as Natural Language 

Processing (NLP) and Computer Vision (CV). This classification suggests that benchmarks 

typically used in these fields, such as BLEU for evaluating the quality of text generation in 

NLP or TUBench [197] for text recognition and understanding from images in CV 

applications, could also be applied to measure AI effectiveness in data enrichment tasks. 

 

Beyond specific benchmarks, statistical metrics can be employed to evaluate the success of 

AI-driven dataset enrichment. For example, data completeness can be assessed by the 
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reduction in missing values before and after enrichment. Data consistency metrics, such as 

the proportion of resolved inconsistencies or duplicates, can indicate how well AI improves 

dataset reliability. Data accuracy could be evaluated by cross-checking AI-augmented data 

against ground truth data or external validation sources. Finally, integration success rates can 

measure how seamlessly AI integrates new data from external sources into existing datasets. 

 

Evaluation Metrics Commonly Used in AI Testing 

 
Evaluation metrics are essential for quantifying how effectively AI models perform specific 

tasks, whether they involve classification, prediction, generation, or data manipulation. By 

providing objective and subjective assessments of model outputs, these metrics ensure that 

researchers and practitioners can gauge performance accurately and consistently. The 

selection of an appropriate metric is critical, as it highlights different aspects of a model’s 

behavior and can influence both model development and deployment strategies. 

 

In classification tasks, accuracy is frequently the first metric considered, reflecting the 

proportion of correctly identified instances [76]–[78]. However, when dealing with 

imbalanced datasets, accuracy may fail to capture performance on minority classes. In these 

cases, metrics such as precision, recall, and the F1-score offer more nuanced insights [76]–

[78], [129], [198]. Precision quantifies how many of the model’s positive predictions are 

correct, while recall measures the proportion of actual positive instances correctly identified. 

The F1-score balances these two, making it particularly useful in scenarios where both false 

positives and false negatives carry significant costs. 

 

Regression tasks, which aim to predict continuous values, typically use metrics such as mean 

absolute error (MAE) and root mean squared error (RMSE) [129], [198]. MAE calculates the 

average absolute difference between predicted and observed values, offering a 

straightforward understanding of prediction accuracy. RMSE goes further by squaring these 

differences before averaging, emphasizing larger errors and making it more sensitive to 

outliers [129], [198]. Both metrics are common in forecasting and numerical modeling, where 

consistent predictive accuracy is paramount. 

 

For generative AI models, especially those tasked with text generation, image synthesis, or 

creative content production, traditional metrics like accuracy and precision can be insufficient 

[129], [198], [87]. In text-based tasks, BLEU (Bilingual Evaluation Understudy) and ROUGE 

(Recall-Oriented Understudy for Gisting Evaluation) dominate [156]–[158]. BLEU focuses 

on n-gram overlap between generated text and reference text, while ROUGE assesses how 

much of the reference content is captured by the output. These metrics are valuable for 

machine translation and summarization, yet they may not fully account for coherence, 

creativity, or factual correctness [129], [199]. 

 

Image generation tasks often rely on the Fréchet Inception Distance (FID) and the Inception 

Score (IS) to evaluate realism and diversity [159]–[161], [162], [163]. FID compares the 

statistical distributions of generated and real images, with lower scores indicating greater 

similarity to real data [159]–[161]. IS measures how confidently a pre-trained classifier (e.g., 

Inception v3) can label the generated images and how diverse those labels are [162], [163]. 

While both metrics provide quantitative insights, they cannot capture subjective qualities like 

artistic style or visual appeal. 

 



29 

 

Comprehensive evaluations of general-purpose AI models often appear in benchmarks such 

as GLUE (General Language Understanding Evaluation) and SuperGLUE [130], [152]. 

These frameworks employ metrics like accuracy, F1-score, and Matthew’s correlation 

coefficient to evaluate a range of tasks, including sentiment analysis and textual entailment. 

Although such benchmarks offer valuable snapshots of model performance, they may not 

fully assess conversational and generative capabilities [130], [152]. 

 

Finally, for data manipulation tasks—encompassing data cleaning, transformation, and 

imputation—evaluation metrics concentrate on the accuracy of changes made to the data. 

Mean absolute error (MAE) and root mean squared error (RMSE) remain common measures 

for imputation accuracy [98], [129], [198]. In data cleaning, precision and recall help quantify 

how effectively errors are detected and corrected [195]. Improvements in downstream model 

performance, such as increased accuracy or reduced error, can further indicate how successful 

the data manipulation processes are [191]–[195]. 

 

Analysis of commonly used metrics 

 

An examination of 25 articles [129], [180], [216]–[239] on AI evaluation metrics shows a 

variety of approaches for quantifying performance. Accuracy remains the most prevalent, 

appearing in 17 articles, underscoring its ongoing importance in classification tasks. 

Although accuracy is simple and widely applicable, it can be misleading with imbalanced 

datasets, as it may overlook minority classes. 

 

Metrics like Precision, Recall (Sensitivity), and F1-Score, each mentioned in four articles, 

offer more nuanced insights [76]–[78]. Precision focuses on the proportion of true positives 

among all predicted positives, whereas Recall measures how many actual positives are 

correctly identified. The F1-Score balances both, making it valuable in scenarios where the 

costs of false positives and false negatives must be carefully managed. For generative 

models, Frechet Inception Distance (FID) appeared four times, illustrating its significance for 

assessing the realism of generated images. Perplexity, mentioned three times, measures 

predictive uncertainty in language models, reflecting its relevance for evaluating text 

generation tasks. Other metrics, including Efficiency, Robustness, and the Area Under the 

ROC Curve (AUC), surfaced in at least two or three articles. Efficiency gauges 

computational resource usage, while Robustness examines a model’s resilience to adversarial 

inputs or data variations. AUC, crucial in binary classification, captures how effectively a 

model distinguishes between classes. 

 

Metrics for numerical predictions and image quality—such as Mean Absolute Error (MAE), 

Root Mean Squared Error (RMSE), and Inception Score (IS)—were referenced twice each. 

MAE and RMSE are standard for regression and imputation tasks, whereas IS complements 

FID in evaluating generated images’ clarity and diversity. Finally, Diversity, Bias, and 

Relevance also appeared twice, highlighting concerns about fairness, variety, and 

meaningfulness in AI outputs. Collectively, these findings point to a growing emphasis on 

metrics that extend beyond mere accuracy to capture broader dimensions of AI performance. 

 

The analysis also identified a variety of other metrics, each mentioned only once across the 

25 articles, suggesting that they may be more case-specific or relevant to particular tasks. The 

complete list of these metrics can be found in the ‘Appendix A – Less Commonly Mentioned 

Metrics’. These less commonly mentioned metrics highlight the diversity of evaluation 
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criteria in AI testing, where different tasks require different measures of success. They reflect 

the need for adaptable and context-specific benchmarks, particularly as AI systems continue 

to evolve and are applied to new and varied domains. 

 

2.3 Identification of themes, debates, and gaps 
 
This chapter aims to explore the key themes, ongoing debates, and theoretical gaps in the 

field of AI evaluation. As AI continues to evolve and expand its applications, the methods 

used to assess its performance have grown increasingly complex and diverse. While certain 

evaluation practices and frameworks have become widely accepted, others are still the 

subject of debate or remain underdeveloped. By examining the common theories that guide 

current evaluation practices, contrasting different viewpoints, and identifying the areas where 

theoretical development is lacking, this chapter will provide an overview of the state of AI 

evaluation. 

Common theories 

 
The literature on AI evaluation presents several widely accepted theories and frameworks that 

have shaped how the field assesses model performance across different tasks. These common 

theories provide the foundation for many evaluation practices and have been used to 

standardize AI benchmarking efforts in various domains, including natural language 

processing (NLP), computer vision, and data manipulation. 

 

One of the most prevalent theories in AI evaluation is the use of task-specific metrics [130], 

[152], which are designed to capture the unique characteristics of different AI applications. 

This approach is grounded in the principle that evaluation should be closely aligned with the 

specific goals of a given task. For example, metrics such as accuracy, precision, recall, and 

F1-score are foundational for classification tasks because they measure the ability of models 

to correctly identify or predict categorical outcomes [89]. Similarly, in the context of 

generative AI, theories supporting the use of metrics like BLEU (Bilingual Evaluation 

Understudy) [156]–[158] for text and Fréchet Inception Distance (FID) [159]–[161] for 

images have been widely adopted, as these metrics provide quantitative assessments of the 

quality of generated content. The underlying assumption is that by using metrics tailored to 

specific tasks, researchers can gain a clearer understanding of a model's strengths and 

limitations within that domain. 

 

Another common theory is the emphasis on quantitative evaluation through automated 

metrics, which allows for standardized and objective comparisons across different models. 

This theory is particularly evident in evaluation frameworks like GLUE (General Language 

Understanding Evaluation) [130], [152] for NLP and ImageNet [131] for computer vision, 

where standardized datasets and scoring systems enable direct performance comparisons. 

Quantitative evaluation is grounded in the belief that objective measures are necessary to 

benchmark progress and establish performance baselines in AI research. Automated metrics 

such as perplexity in language modeling, mean absolute error (MAE) [129], [198] in 

regression tasks, and area under the ROC curve (AUC) in binary classification are often used 

to provide consistent, reproducible results. 
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The literature also highlights the importance of robustness and reliability as core aspects of 

AI evaluation [180]. Theories in this area propose that AI models should not only perform 

well under ideal conditions but also maintain their performance across varying levels of data 

quality and environmental changes. This perspective has driven the development of 

robustness tests that measure how models respond to noise, adversarial inputs, or domain 

shifts [181], [182] [183]. Metrics assessing efficiency and system stability are used to 

evaluate the extent to which models can generalize beyond the specific conditions of training 

data, reflecting a theoretical emphasis on real-world applicability. 

 

The evaluation of bias and fairness in AI models is another recurring theme in the literature 

[119], [120], driven by ethical concerns about deploying AI in sensitive areas such as 

healthcare, law, and finance. Theories supporting algorithmic fairness metrics suggest that AI 

systems should be evaluated not only for their overall accuracy but also for their performance 

across different demographic groups to identify any systematic disparities [214].  This theory 

has led to the incorporation of fairness metrics, bias detection methods, and diversity 

measures into AI evaluation [119], [120] to ensure that models do not disproportionately 

benefit or harm certain groups. 

 

The literature also discusses theories related to explainability and interpretability, especially 

in areas where understanding the rationale behind model decisions is crucial. Theories in this 

domain suggest that AI models should not be treated as "black boxes" but rather as systems 

whose outputs can be explained in a way that users can understand [121]. 

 

In summary, common theories in AI evaluation revolve around task-specific metrics, 

quantitative assessment practices, robustness and real-world reliability, bias and fairness 

considerations, and the importance of explainability. These theories provide the foundation 

for many existing benchmarking practices and help shape the development of standardized 

evaluation frameworks across various AI domains. The literature indicates that while these 

theories are widely accepted, ongoing research continues to refine and expand them to better 

address the evolving capabilities and applications of AI. 

 

Differences in theories 

 
The literature on AI evaluation reveals some differences in theoretical approaches, reflecting 

varying perspectives on how AI models should be assessed. These differences highlight 

ongoing debates over the appropriateness of specific evaluation methods and show the 

diversity of thought in the field. 

 

One of the most prominent differences is the debate between quantitative versus qualitative 

evaluation metrics. Theories supporting quantitative evaluation emphasize the need for 

standardized, objective measures to facilitate comparison across models and studies. This 

approach is evident in frameworks like GLUE for NLP [130], [152] or ImageNet [131] for 

computer vision, where performance metrics such as accuracy, F1-score, or mean squared 

error provide consistent, reproducible results. In contrast, qualitative evaluation approaches 

advocate for the inclusion of human judgments, especially in tasks involving generative AI. 

For example, when evaluating AI-generated text or images, metrics such as BLEU [156]–

[158] or FID [159]–[161] may not fully capture subjective qualities like creativity, coherence, 

or aesthetic appeal. Proponents of qualitative theories argue that human evaluations are 
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necessary to assess the quality of outputs that go beyond what can be measured 

quantitatively, though this introduces variability and subjectivity [90], [91]. 

 

The literature also presents differing views on static versus dynamic benchmarks. Static 

benchmarks rely on fixed datasets and evaluation criteria, allowing for consistency in 

longitudinal comparisons and establishing performance baselines. Theories supporting this 

approach argue that fixed benchmarks provide a clear target for improvement and enable 

researchers to track progress over time. However, there is growing support for dynamic 

benchmarks that evolve by incorporating new tasks, datasets, or evaluation criteria to better 

reflect the rapid advancements in AI capabilities. Theories favoring dynamic benchmarks 

suggest that the static approach can become outdated quickly [89], failing to follow the pace 

of increasing AI capabilities or capture emerging real-world challenges. Dynamic 

benchmarks, however, face criticism for potentially compromising reproducibility and 

making it harder to maintain consistent evaluation standards, especially over time [89]. 

 

Another key area of divergence is the debate over task-specific versus general-purpose 

evaluation. Traditional theories emphasize the value of task-specific benchmarks [130], 

[152][156]–[158], arguing that metrics should be closely aligned with the goals of particular 

tasks, such as classification accuracy for object detection [131] or BLEU scores [156]–[158] 

for machine translation. This approach allows for specialized optimization and fine-tuning of 

models. On the contrary, some theories advocate for the development of multi-domain or 

general-purpose benchmarks, such as BIG-bench [166], which test models across a range of 

tasks to evaluate their versatility and generalization capabilities. This debate reflects the 

difference between the desire for narrowly focused, high-performing models and the trend 

towards creating more general-purpose AI tools capable of handling a variety of tasks. 

Theories supporting multi-domain evaluations argue that they better reflect real-world usage, 

where models are often required to perform multiple tasks rather than excelling in a single 

domain [167]. 

 

In summary, differences in theories surrounding AI evaluation reflect varying priorities and 

methodologies in the field. These differences manifest in debates over quantitative versus 

qualitative metrics, static versus dynamic benchmarks, task-specific versus general-purpose 

evaluations, the approach to bias and fairness, and the emphasis on explainability. The 

diversity of theoretical perspectives suggests that AI evaluation is not a one-size-fits-all 

process, and there is a need for adaptable frameworks that can accommodate multiple 

approaches depending on the context and requirements of different AI applications. 

 

Theory gaps 

 
The literature on AI evaluation reveals several areas where theoretical development is lacking 

or incomplete, pointing to some gaps that need to be addressed for more comprehensive and 

effective evaluation practices. These theory gaps highlight limitations in current approaches 

and suggest areas where further research could enhance the robustness and versatility of AI 

evaluation frameworks. 

 

A significant gap in AI evaluation is the limited exploration of real-world applications. Much 

of the current research is conducted in controlled environments with curated datasets, which, 

while valuable for consistency and replicability, do not reflect the complexities AI tools face 

in practical scenarios. Real-world conditions often involve noisy data, incomplete 
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information, domain-specific nuances, and dynamic environments, all of which present 

unique challenges. Exploring AI tools in real-world applications or using benchmarks that 

simulate such conditions could uncover insights into their practical capabilities and 

limitations. For example, real-world tests might reveal unexpected biases, difficulties in 

scalability, or inefficiencies in handling unstructured or diverse data formats. These insights 

are critical for understanding the suitability of AI tools across domains and their ability to 

address unpredictable challenges.  

 

Another significant theory gap is the lack of robust frameworks for assessing subjective 

qualities in generative AI tasks. Existing metrics like BLEU for text generation or FID for 

image synthesis capture certain aspects of output quality, but they fail to address subjective 

attributes such as creativity, coherence, novelty, or user satisfaction. Although human 

evaluations are often used to fill this gap, they introduce variability and lack standardization, 

making it difficult to compare results across different studies. The absence of a well-defined 

theoretical basis for evaluating subjective qualities limits the ability to develop automated 

metrics that can reliably assess these aspects. Further theoretical work is needed to establish 

criteria for subjective evaluation and integrate them into existing frameworks. 

 

The evaluation of data manipulation tasks presents another area with theoretical limitations. 

While there are established benchmarks for classification, regression, and language 

understanding, there is a lack of comprehensive theories on how to benchmark tasks like data 

cleaning, supplementation, or transformation. Data manipulation often involves processes 

that indirectly affect the outcomes of downstream tasks, such as improving data quality or 

enhancing model training. However, current theories do not provide adequate guidance on 

how to measure the effectiveness of these processes, nor do they offer standardized metrics 

for evaluating the quality of data manipulation. There is a need for theoretical development 

that can connect data manipulation evaluation to the impact on downstream tasks, ensuring 

that benchmarks reflect the practical significance of these activities. 

 

Another notable gap in AI evaluation is the lack of research on adapting generative AI 

(GenAI) tools for specific tasks. While GenAIs are highly versatile and creative, their multi-

purpose design often results in suboptimal performance for specialized applications. Current 

research largely highlights general capabilities, with limited focus on optimizing these tools 

for targeted use cases. Effective adaptation requires exploring methods such as fine-tuning, 

prompt engineering, and integrating domain-specific knowledge. Without these efforts, 

GenAIs risk being treated as one-size-fits-all solutions, which may not meet the demands of 

specialized tasks. Addressing this gap would enhance the accuracy and reliability of GenAIs 

for specific applications, unlocking their full potential across various domains. 

 

In summary, the literature highlights several critical gaps in AI evaluation theories, including 

the limited focus on real-world applications, the absence of robust frameworks for assessing 

subjective qualities, the lack of standardized benchmarks for data manipulation tasks, and 

insufficient research on adapting generative AI tools for specific purposes. Addressing these 

gaps will require further theoretical development to create comprehensive, practical, and 

flexible evaluation frameworks. 

Conclusion / summary 

 
The exploration of AI evaluation highlights both established theories and critical gaps in the 

field. Common approaches emphasize task-specific metrics, quantitative methods, and 
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standardized benchmarks like GLUE and ImageNet, providing a strong foundation for 

evaluating AI performance across domains. Key areas of focus include robustness, bias, and 

explainability, reflecting the need for AI systems to be not only accurate but also reliable, 

fair, and interpretable. 

 

However, significant debates persist, including the balance between quantitative and 

qualitative evaluation, static versus dynamic benchmarks, and task-specific versus general-

purpose evaluations. These differences underscore the complexity of AI evaluation and the 

challenges in establishing universally accepted practices. 

 

Gaps in the literature further highlight areas for improvement, including the lack of 

frameworks for assessing generative AI tools in specialized tasks, evaluating subjective 

qualities, and benchmarking data manipulation processes. Additionally, the limited 

exploration of real-world applications restricts our understanding of how AI tools perform 

under practical conditions. 

 

This chapter has outlined the theoretical trends, debates, and gaps that inform the 

development of a more comprehensive evaluation framework. These insights will serve as the 

basis for addressing these challenges in the subsequent framework proposed in Chapter - 4 

Conceptual Framework. 
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3. Thesis theoretical framework 
3.1 Introduction 
A theoretical framework provides the foundation for research, connecting the study’s 

objectives, methods, and findings to established theories. It offers a lens to analyze the 

research problem and clarify the relationships between key concepts and variables. 

 

In this thesis, the theoretical framework grounds the evaluation and benchmarking of AI 

tools, such as ChatGPT, in existing knowledge on data quality, error detection, correction, 

and augmentation. It situates the research within broader academic and practical contexts, 

ensuring systematic analysis of the tools' performance on real-world datasets. 

 

This chapter outlines the theories, metrics, and criteria guiding the study and links them to the 

research question: "What methods can be used to evaluate the suitability of common AI tools 

for data analysis, particularly in handling data errors?" By addressing gaps in current 

evaluation approaches, it provides the foundation for developing and interpreting the study’s 

framework and results. 

3.2 Overview of Key Theories and Concepts 
 

This section outlines the theories and concepts identified through a review of relevant 

literature, which provide the foundation for the Conceptual Framework. These insights help 

to create a foundation on how tools like ChatGPT address criteria such as accuracy, 

consistency, fairness, and usability in data correction and enhancement. 

 

Benchmarks for AI Tools and Evaluation Metrics 

 

Clarification of the concepts of ‘benchmarking’ and ‘metrics’ is very important for this study, 

as they form the foundation for evaluating generative AI tools like ChatGPT [204], [205]. 

Benchmarking evaluates a system’s performance against established standards, while metrics 

translate outputs into measurable values, enabling structured assessments. In artificial 

intelligence, benchmarks provide a way to compare models systematically, and metrics such 

as accuracy, precision, and F1-score assess specific aspects of performance. These tools are 

essential for evaluating capabilities in tasks such as data correction and augmentation. 

 

Standard benchmarks like GLUE and SuperGLUE assess natural language understanding 

through tasks such as sentiment analysis and question answering, employing metrics like F1-

score to measure accuracy and consistency. Similarly, ImageNet, although focused on 

computer vision, exemplifies structured evaluation methods that influence other AI domains. 

Broader benchmarks such as BIG-bench extend this approach, testing multi-task capabilities 

like reasoning and coding, which are particularly relevant for generative AI tools. 

 

Metrics for generative AI extend beyond traditional measures. Precision, recall, and F1-score 

remain essential for evaluating tasks like error detection, while BLEU and ROUGE assess 

text generation. Fréchet Inception Distance evaluates generated images. However, these 

metrics often fail to capture subjective qualities like coherence or creativity, necessitating 

human evaluations to provide more nuanced assessments. Moreover, overamplifying the 
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importance of metrics can lead to Goodhart’s law – a measure becoming a target make the 

measure inefficient. 

 

Applying benchmarks to generative AI tools is challenging due to the complexity and 

subjectivity of outputs. Multi-dimensional results require diverse evaluation criteria, and 

frequent tool updates render static benchmarks less effective. Despite these challenges, 

benchmarks and metrics guide this study’s framework, enabling systematic evaluation of AI 

tools for data correction and augmentation while addressing their unique complexities. 

 

Data Quality Dimensions and Frameworks 

 

Data quality dimensions provide a structured way to evaluate the reliability and usability of 

datasets [206], [207]. These dimensions are essential for understanding the effectiveness of 

AI tools, such as ChatGPT, in improving data through error detection, correction, and 

enhancement. 

 

Ikbal Taleb et al. [206] identify three core dimensions of data quality: Accuracy, 

Completeness, and Consistency. Accuracy refers to the degree to which data correctly 

represents the real-world phenomena it describes. Completeness measures whether all 

required data is present, ensuring that no critical information is missing. Consistency 

evaluates whether data is coherent across different sources and formats, enabling seamless 

integration and analysis. 

 

 
Figure 2. Data Quality Issues vs. Data Quality Dimensions [206] 

 

In addition to these primary dimensions, Fatimah Sidi et al. highlight others that contribute to 

data quality, like Timeliness and Safety. Although these dimensions enhance the 

understanding of data quality, my study places its primary focus on addressing common 

dataset errors—such as inaccuracies, missing data, and inconsistencies [208]—as these are 

the most relevant to the goals of error detection and correction. 

 

By emphasizing Accuracy, Completeness, and Consistency, this study aligns with the 

fundamental attributes of high-quality data while acknowledging the importance of additional 

dimensions. These core concepts guide the evaluation of AI tools in ensuring that corrected 

or augmented datasets meet the practical requirements of reliability and usability. 
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Generative AI and Large Language Models (LLMs) 

 

Generative AI refers to a category of artificial intelligence focused on creating new content, 

such as text, images, or audio, based on learned patterns from large datasets. At the core of 

modern generative AI are Large Language Models (LLMs), which leverage advanced 

architectures to process and generate human-like text. These models, including tools like 

ChatGPT, are built upon foundational technologies such as transformers, attention 

mechanisms, and reinforcement learning. 

 

Transformers are a pivotal architecture in LLMs, designed to process sequential data by 

focusing on relevant input elements through attention mechanisms. This allows LLMs to 

understand context and generate coherent outputs. Reinforcement learning further refines 

these models by optimizing responses based on human feedback, improving their ability to 

handle complex and nuanced tasks. 

 

The capabilities of LLMs extend beyond generating coherent text. They excel in detecting 

patterns, identifying anomalies, and filling gaps in datasets, making them particularly relevant 

to data processing tasks. For example, tools like ChatGPT can suggest corrections for 

inconsistent or missing data, streamlining data quality improvement processes. 

 

However, generative AI models face notable challenges. Hallucinations—instances where the 

model generates plausible but incorrect information—pose risks in critical applications. Bias 

in training data can lead to skewed or unfair outputs, while the computational intensity of 

training and deploying LLMs raises concerns about resource efficiency and accessibility. 

 

Understanding these capabilities and limitations is essential for evaluating the role of LLMs 

in tasks such as error detection and data augmentation. This study builds on these insights to 

assess the effectiveness of generative AI tools in improving data quality, ensuring that their 

strengths are maximized while addressing potential drawbacks. 

Error Detection, Correction and Enhancement in Data Processing 

 

Error detection, correction, and enhancement are integral components of ensuring data 

quality in analytical processes. Each term represents a specific aspect of addressing data 

quality issues, with enhancement encompassing broader efforts to improve data usability 

beyond merely resolving errors. This section explores these concepts, their traditional and AI-

driven approaches, and the role of generative AI in advancing these tasks. It also examines 

the distinction between enhancement and augmentation in data processing. 

 

Error detection involves identifying inaccuracies, inconsistencies, or anomalies in datasets. 

Traditional approaches rely on rule-based systems to flag deviations from expected patterns 

or ranges. AI-driven methods, such as anomaly detection algorithms, extend this capability 

by leveraging machine learning to detect subtle or complex patterns of error that might elude 

manual processes. 

 

Error correction refers to resolving detected errors to restore the dataset's reliability. 

Traditional techniques include statistical imputation, which estimates and fills missing values 

based on the dataset's overall trends, and manual correction, where domain experts intervene 

to fix errors directly. AI tools enhance these methods by applying predictive modeling and 
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generative approaches to propose contextually appropriate corrections or be based on the 

human-like logic. 

 

Enhancement goes beyond error detection and correction to improve the overall quality and 

usability of a dataset. This includes tasks such as standardizing formats, enriching data with 

new attributes, and increasing interpretability. Enhancement differs from augmentation, 

which specifically refers to generating new synthetic data points to expand the dataset, often 

used in machine learning to address data scarcity or imbalance. While enhancement focuses 

on refining existing data, augmentation introduces new data to complement it. 

 

AI-driven approaches have revolutionized data enhancement and augmentation. For instance, 

generative AI tools like ChatGPT can enrich datasets by providing additional context or 

filling informational gaps with collected data. These tools also support augmentation by 

creating new data points based on learned patterns, addressing issues like class imbalance in 

machine learning tasks. Despite of this, the study will not investigate the synthetic data 

generation and dataset augmentation. 

 

This study builds on these concepts to evaluate AI tools' effectiveness in detecting and 

correcting errors and enhancing datasets. While acknowledging the distinction between 

enhancement and augmentation, the focus of this research is on the refinement of existing 

data rather than the generation of synthetic data or dataset augmentation. This approach 

ensures that generative AI tools are assessed comprehensively for their ability to address real-

world data quality challenges and improve the usability and reliability of datasets. 

Bias and Fairness in AI Outputs 

 

Bias and fairness are critical ethical considerations in the development and deployment of AI 

tools. These factors significantly influence the reliability and societal impact of AI-driven 

data processing systems. Understanding the sources of bias and implementing frameworks to 

ensure fairness are essential for building trust in AI systems. 

 

Bias in AI outputs can originate from multiple sources [209]. One primary source is the 

training data, which may reflect historical inequities, imbalances, or errors present in the data 

used to train the model. Feature selection can also introduce bias when certain attributes are 

prioritized over others, potentially leading to skewed outcomes. Additionally, societal biases 

embedded in algorithms or decision-making processes can exacerbate existing disparities, 

reinforcing harmful patterns or inaccuracies. 

 

To address these challenges, frameworks for fairness-aware machine learning have been 

developed [210]. These frameworks focus on identifying and mitigating bias at various stages 

of the AI lifecycle, including data preprocessing, model training, and post-processing. 

Techniques such as reweighting training data, adversarial debiasing, and fairness constraints 

during optimization aim to ensure that AI models produce equitable outputs. However, 

achieving fairness often requires balancing multiple objectives, such as maintaining accuracy 

while reducing bias. 

 

The practical relevance of addressing bias in AI is evident in its impact on data correction 

tasks. Bias in generative AI outputs can result in unequal treatment of different data 

segments, leading to further inconsistencies or inaccuracies in datasets. For example, errors in 

underrepresented data categories may be perpetuated or exacerbated if the AI tool lacks 
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mechanisms to account for bias. This undermines trust in AI systems and limits their 

applicability in sensitive domains such as healthcare, finance, and public policy. 

 

Incorporating bias and fairness metrics into the evaluation framework is essential to ensure 

that AI tools are assessed not only for their technical performance but also for their ethical 

implications. This study integrates these considerations to evaluate the extent to which 

generative AI tools produce unbiased and equitable outputs, reinforcing their reliability and 

societal value. 

 

3.3 Application of Theories 
 

The theories and concepts discussed inform the research and shape the Conceptual 

Framework. By grounding the study in these theoretical foundations, we establish the 

methodology, metrics, and evaluation criteria. 

 

In ‘The Benchmarks for AI Tools and Evaluation Metrics,’ we see a structured approach for 

assessing AI tools. This study emphasizes objective, quantifiable metrics—such as accuracy, 

precision, and recall—specifically relevant to data correction tasks. Unlike creative tasks 

requiring human judgment, here human evaluation is unnecessary, focusing instead on 

precision and reliability in handling data errors. 

 

‘The Data Quality Dimensions and Frameworks’ underscore how accuracy, completeness, 

and consistency are crucial for error detection, correction, and enhancement. These 

dimensions ensure AI tools effectively improve data usability and reliability. 

 

‘Generative AI and Large Language Models (LLMs)’ highlights why accuracy, 

completeness, and consistency matter in evaluating models like ChatGPT. Mechanisms like 

transformer architectures and reinforcement learning enable coherent outputs and handle data 

inconsistencies—vital for improving data quality. The literature also raises questions about 

whether these AI tools can meet the technical requirements for data analysis and correction, 

differentiating them from existing data wrangling systems. 

 

‘Error Detection, Correction, and Enhancement in Data Processing’ shows how these three 

steps interrelate yet require separate AI functionalities and metrics. Error detection identifies 

anomalies, correction resolves them, and enhancement elevates overall data quality. 

 

Finally, ‘Bias and Fairness in AI Outputs’ underscores ethical considerations. Even accurate 

results can carry hidden biases, leading to skewed outcomes. Addressing bias and fairness is 

essential for real-world deployment, ensuring that generative AI tools produce equitable 

results. By applying these concepts, the study builds a robust framework for evaluating how 

generative AI tools tackle data quality issues, integrating both technical and ethical 

considerations. 
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4. Conceptual Framework 
This study introduces a scientific framework aimed at evaluating the performance of 

generative AI tools in data correction and enhancement tasks. The conceptual framework, 

grounded in a Theoretical framework, provides a structured methodology for assessing AI 

tools through a combination of qualitative and quantitative methods. It seeks to capture key 

dimensions of AI performance, offering insights into their strengths, limitations, and 

adaptability. 

4.1 Application of the framework 
 

The created framework consists of five 

distinct phases: Selection, Modification, 

Testing, Evaluation, and Interpretation. 

 

Selection Phase 

During this phase, the researcher selects the 

appropriate AI tools and a dataset that will 

serve as the basis for testing. If the analysis 

results are intended to be shared publicly, it is 

important that both the AI tool and the dataset 

are freely available. This ensures 

transparency and accessibility for other 

researchers. 

 

Time and Version Stamping 

Although not a distinct phase, it is crucial for 

the researcher to document the time and 

version of both the AI tool and the dataset. 

Ideally, both should be retrieved and stored to 

ensure reproducibility. This step enables the 

study to be replicated, facilitates cross-

comparisons with other tools, and allows for 

longitudinal analysis when the same tool is 

updated or improved over time. 

 

Modification Phase 

This phase involves modifications made to 

the dataset's format or content. The researcher 

must specify which dataset format is used in 

the study, as different formats may not be 

accepted by the AI tool or could lead to 

variations in interpretation. Additionally, in 

this phase, the researcher manually introduces 

errors into the dataset, ensuring the errors are 

of appropriate amounts and difficulty levels 

to test the AI tool effectively. 

 

 

 

Figure 3. Conceptual Framework 
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Testing Phase 

The testing phase includes defining and supplying the task and the assessment dataset to the 

AI tool. The task definition should include clear instructions on how to handle the dataset and 

specify the expected result format. The AI tool is expected to process the dataset and generate 

a corrected version in the specified file format, which can then be downloaded for further 

analysis. 

 

Noting Capability, Transparency, and Adaptability 

During the testing phase, the researcher evaluates the AI tool’s performance by observing its 

progress, noting any errors that occur, and identifying any modifications required to execute 

the task properly. These observations provide insight into the tool’s capability, transparency, 

and adaptability. 

 

Evaluation Phase 

In the evaluation phase, the researcher integrates the AI-corrected dataset into an analysis tool 

for qualitative assessment. The tool compares the original dataset, the manually adjusted 

dataset, and the AI-corrected dataset to produce metrics that indicate performance. The 

capability, transparency, and adaptability of the AI tool are also evaluated qualitatively, with 

detailed notes recorded. 

 

Interpretation Phase 

The final phase consolidates the findings from the evaluation phase. The assessment of the 

four criteria provides a comprehensive understanding of the tool's capabilities. The 

interpretation, along with detailed assessment notes and associated files, should be shared 

publicly alongside the published results to ensure transparency and facilitate further research. 

 

4.2 Assessment criteria 
 

The framework is designed to evaluate AI tools across four distinct assessment criteria: 

Capability, Quality, Transparency, and Adaptability. Each of these dimensions represents a 

critical aspect of AI performance and ensures a holistic assessment that goes beyond simple 

metrics. By structuring the evaluation into these subsections, the framework facilitates a 

detailed and systematic analysis of how generative AI tools perform in diverse real-world 

scenarios. 

 

 

Capability Quality 

Transparency Adaptability 

Figure 4. Assessment criteria 
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Capability 

 

The Capability section of the framework evaluates an AI tool's ability to analyze, manipulate, 

and understand datasets. This qualitative assessment focuses on key functionalities required 

for effective data correction and enhancement. The framework uses the following assessment 

to measure an AI tool’s capability: 

 

Data Reading Capability 

This metric assesses whether the AI tool can read and process data in different formats. While 

there is no universal agreement on the best formats for data analysis, tools should handle 

commonly used formats like .csv, .json, and .txt. The ability to accommodate a wider variety 

of formats increases flexibility and usability, making the tool more versatile. Tests can 

include supplying datasets in various formats to evaluate compatibility and functionality. 

 

Data Size Handling 

AI tools often have limitations regarding the size of data they can process. This metric 

examines the tool’s ability to handle datasets of varying sizes, typically measured in bytes, 

megabytes, or gigabytes. Beyond evaluating maximum dataset size, the tool’s ability to 

analyze subsets of larger datasets is also assessed. Testing involves determining the tool’s 

size limits and observing its performance with increasingly large datasets or fractions of 

datasets. 

 

Data Manipulation Capability 

Effective AI tools must not only read data but also manipulate and update it as required. This 

can involve tasks like correcting errors, reformatting data, or applying specified changes. AI 

can achieve this through two main approaches: using language model reasoning to rewrite 

data or generating code to apply systematic modifications. Testing involves providing 

specific instructions for data changes and evaluating whether the tool executes them 

accurately. 

 

Recognition of Relationships 

Datasets often contain interrelated data points where changes to one value should reflect in 

related fields. This metric evaluates the AI tool's ability to recognize and maintain such 

relationships during data manipulation. Testing involves using datasets with known 

interrelations and assessing whether the tool preserves these dependencies after 

modifications. 

 

Quality 

 

The Quality section of the framework focuses on assessing the results produced by AI tools 

in tasks such as data correction and enhancement. This part employs quantitative metrics to 

measure the accuracy, reliability, and effectiveness of the AI’s output. The evaluation 

emphasizes the ability of the AI to recognize, correct, and augment datasets while 

maintaining the integrity of the original data. The following key metrics are used: 
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Accuracy 

Accuracy of Error Correction is the primary metric used to evaluate the AI tool's success in 

detecting errors within datasets. This metric is calculated as the ratio of correctly detected 

errors to the total number of datapoints initially present in the dataset. Mathematically, it is 

expressed as: 

 

𝑨𝒄𝒄𝒖𝒓𝒂𝒄𝒚 =
𝑻𝒓𝒖𝒆 𝑷𝒐𝒔𝒊𝒕𝒊𝒗𝒆𝒔 + 𝑻𝒓𝒖𝒆 𝑵𝒆𝒈𝒂𝒕𝒊𝒗𝒆𝒔 

𝑨𝒍𝒍 𝒅𝒂𝒕𝒂 𝒑𝒐𝒊𝒏𝒕𝒔
× 𝟏𝟎𝟎% 

 

For example, if a dataset contains 100 points and 50 errors among them and the AI tool 

successfully detects 40 of them and 50 as non-errors, the accuracy score would be 90%. This 

calculation allows for a straightforward assessment of the tool’s effectiveness in error 

detection. High accuracy in error detection indicates that the AI tool can reliably recognize 

data quality, making it a key indicator of the tool’s overall success.  

 

Precision 

Precision measures the AI’s selectivity in targeting errors, defined as the ratio of true 

positives (correctly corrected errors) to the total number of positive predictions (true positives 

and false positives). It reflects the AI’s ability to avoid unnecessary changes to data points 

that are already correct. 

 

𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 =
𝑻𝒓𝒖𝒆 𝑷𝒐𝒔𝒊𝒕𝒊𝒗𝒆𝒔 

𝑻𝒓𝒖𝒆 𝑷𝒐𝒔𝒊𝒕𝒊𝒗𝒆𝒔 + 𝑭𝒂𝒍𝒔𝒆 𝑷𝒐𝒔𝒊𝒕𝒊𝒗𝒆𝒔
× 𝟏𝟎𝟎% 

 

In this context, “True Positives” represent data points the AI correctly identifies as erroneous 

and successfully corrects, while “False Positives” represent data points that the AI mistakenly 

corrects even though they were not incorrect. High precision means that the AI is selective, 

making corrections only when necessary, which reduces the risk of introducing new errors 

into the dataset. 

 

Recall 

Recall assesses the comprehensiveness of the AI in identifying errors, representing the 

proportion of actual errors that were successfully detected and corrected. 

 

𝑹𝒆𝒄𝒂𝒍𝒍 =
𝑻𝒓𝒖𝒆 𝑷𝒐𝒔𝒊𝒕𝒊𝒗𝒆𝒔

𝑻𝒓𝒖𝒆 𝑷𝒐𝒔𝒊𝒕𝒊𝒗𝒆𝒔 + 𝑭𝒂𝒍𝒔𝒆 𝑵𝒆𝒈𝒂𝒕𝒊𝒗𝒆𝒔
× 𝟏𝟎𝟎% 

 

Here, “False Negatives” refer to actual errors that the AI fails to detect and correct. High 

recall indicates that the AI is comprehensive in its error correction, capturing a larger 

proportion of the dataset’s existing errors. Together, precision and recall provide a balanced 

evaluation: high precision ensures that the AI does not incorrectly alter data points, while 

high recall ensures that it captures and corrects all errors present.  

 

Failure Rate 

Failure Rate in data enhancement and correction is a final metric that evaluates the frequency 

of failure events - instances where the AI tool fails to produce an acceptable result—across 

different input conditions and datasets. This metric is calculated as the proportion of errors or 

augmentations that do not meet predefined quality thresholds relative to the total number of 

attempts. 
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𝑭𝒂𝒊𝒍𝒖𝒓𝒆 𝑹𝒂𝒕𝒆 =
𝑭𝒂𝒊𝒍𝒆𝒅 𝑶𝒖𝒕𝒑𝒖𝒕𝒔

𝑻𝒐𝒕𝒂𝒍 𝑶𝒖𝒕𝒑𝒖𝒕𝒔 𝑨𝒕𝒕𝒆𝒎𝒑𝒕𝒆𝒅
× 𝟏𝟎𝟎% 

 

A low failure rate indicates that the AI tool can maintain a high level of quality across varied 

scenarios, even when faced with challenging inputs. This reliability measure is essential for 

assessing whether the tool is robust enough for deployment in situations where high-quality 

outputs are consistently required. 

Transparency 

The Transparency section of the framework evaluates how well the AI tool communicates its 

decision-making processes and outputs. Transparency is crucial for understanding, trust, and 

accountability in AI-driven data correction and enhancement tasks. This section employs 

qualitative measures to assess the AI tool’s in three parts - explainability, interpretability, and 

traceability. 

 

Explainability 

Explainability measures how clearly the AI tool can articulate the reasoning behind its 

actions and outputs. It seeks to answer the question: How did the tool arrive at this result? 

This includes whether the AI provides detailed documentation or descriptions of its 

processes, either as it progresses through a task or when queried. Testing involves examining 

the AI’s responses to specific questions about its decision-making process and evaluating the 

clarity and completeness of its explanations. 

 

Interpretability 

Interpretability focuses on the AI’s ability to justify its decisions in a way that humans can 

understand. It addresses the question: Why did the tool make this decision? Evaluations 

consider whether the AI can provide reasoning that aligns with logical or mathematical 

principles. Testing involves analyzing the AI’s ability to explain its decisions when 

prompted, ensuring that users can comprehend the basis for its actions. 

 

Traceability 

Traceability evaluates the AI tool’s ability to identify and attribute the sources of its outputs. 

This is particularly important in tasks such as data enhancement, where external information 

may be incorporated into the dataset. Traceability asks: Where did the tool retrieve this 

information? The AI is assessed on its ability to cite sources, either automatically or when 

asked, ensuring that its outputs can be verified against credible references. 

 

Adaptability  

The Adaptability section of the framework evaluates the extent to which an AI tool can be 

adjusted to meet specific requirements for data correction and enhancement tasks. While 

generative AI tools are often optimized for creative applications, data wrangling tasks pose 

unique challenges due to the lack of task-specific training. This gap can often be mitigated 

through detailed instructions or supplemental contextual information. 

 

Adaptability is assessed qualitatively and focuses on how well the AI tool can be customized 

or fine-tuned to fit the specific needs of a task. Two key areas are evaluated: 
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Instruction Adaptation 

This metric assesses the AI tool's ability to interpret and respond effectively to various types 

of instructions. It examines how precisely the tool can execute tasks based on the clarity and 

specificity of the provided instructions. Evaluation involves supplying the AI with different 

levels of instruction detail and observing its responsiveness and accuracy in adapting to the 

task. 

 

General Settings 

General settings refer to other modifiable parameters or configurations that can influence the 

AI tool’s performance in a specific context. This includes the ability to adjust formatting 

preferences, manage input-output structures, or apply domain-specific settings. Testing 

evaluates how these settings impact the AI's functionality and its ability to tailor its 

performance to the specific needs of the task. 
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5. Research methodology 
 
This chapter outlines the methodological framework guiding this study, covering the research 

approach, data collection, sampling, and analysis techniques employed to address the 

research questions. Given the study’s focus on objectively evaluating AI tools, a primarily 

quantitative approach is taken, with some human-assisted evaluations for subjective 

assessments. 

 

The methodology includes the selection criteria for datasets and AI tools, ensuring a diverse 

representation of data complexities and common errors. Through an experimental design, AI 

tools are evaluated systematically across various metrics—such as accuracy, robustness, and 

fairness—to provide a comprehensive view of their performance. 

 

Each section in this chapter lays out a structured path for data preparation, analysis, and 

evaluation, establishing a reliable basis for interpreting the study’s findings and ensuring 

replicable results. 

 

5.1 Research Approach 
 
The research approach adopted in this study is primarily qualitative, while retaining some 

quantitative traits to test the framework and draw conclusions about the current state of AI 

tools and their suitability. By focusing on specific metrics such as accuracy, consistency, and 

robustness, the study aligns with a scientific, data-driven framework that enables precise, 

replicable evaluations of AI performance within a predominantly qualitative context. 

 

While this study emphasizes qualitative analysis to explore the broader implications and 

suitability of AI tools, it incorporates quantitative measurements to provide objective 

assessments across defined criteria. AI tool performance is evaluated based on metrics such 

as error correction, data augmentation accuracy, and robustness to varying input conditions. 

This structured evaluation offers a clear basis for assessing AI tools, while limited human-

assisted evaluations are used to capture qualitative aspects—such as creativity and 

relevance—that automated metrics may not fully address. This mixed-methods approach 

ensures a comprehensive assessment by balancing objective measurements with subjective 

human judgment where necessary. 

 

5.2 Research Strategy and Time Horizon 
 
The research strategy adopted for this study is experimental, focusing on systematic testing 

phases designed to evaluate AI tools based on specific performance metrics. By conducting 

controlled tests, this approach enables a thorough assessment of each tool’s capabilities in 

data correction and augmentation under varying levels of difficulty and complexity. The 

experimental design allows for consistent, repeatable results, which are essential for the 

objective comparison of AI performance. 

 

This study follows a cross-sectional time horizon, focusing on a single testing period 

scheduled for November 15th. This snapshot approach captures the current capabilities of AI 
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tools without tracking changes over time. However, the study framework is designed with 

adaptability in mind, allowing for similar studies in the future to evaluate progress and 

improvements in AI performance over the years. 

 

The timeline includes specific phases for data preparation, systematic testing, and final 

analysis. Data collection and preparation occur prior to November 15th, with the testing 

phase following immediately after. Analysis of results and report preparation will be 

conducted upon completion of the tests, with findings reflecting the AI tools' current 

performance against established metrics. This clear timeline ensures an organized approach, 

while the cross-sectional design offers a relevant, timely evaluation of present-day AI 

capabilities. 

 

5.3 How RQ will be answered 
 
This section describes the methodological approach for each research question, outlining the 

tests, metrics, and analytical steps involved. The additional questions are tackled individually 

to examine AI performance in data correction, preprocessing requirements, error handling, 

and limitations. These questions focus on technical assessments, pinpointing where AI tools 

excel and where they face challenges in data correction and augmentation. Each question 

employs distinct metrics, datasets, and evaluation methods to ensure targeted insights. 

 

The primary research question—investigating methods to evaluate the suitability of common 

generative AI chatbots like ChatGPT for data analysis, particularly in handling data errors—

is addressed by integrating insights from both the literature review and empirical findings. 

This combined approach highlights how these AI tools manage real-world data, focusing on 

relevant metrics, frameworks, and performance indicators that assess their reliability in 

detecting and correcting errors. By synthesizing the evidence gathered, the study provides a 

rounded perspective on the strengths, limitations, and potential of generative AI chatbots in 

data analysis contexts. 

 

Methodology to Answer the Main Research Question 

 

Question: “What methods can be used to evaluate the suitability of common generative AI 

chatbots like ChatGPT for data analysis, particularly in handling data errors?” 

 

The main research question - focused on evaluating methods to assess the suitability of 

common AI tools for data analysis- will be addressed through a combination of an already 

completed literature review and empirical evaluation. This approach offers a comprehensive 

view of existing AI evaluation techniques and data correction methodologies, detailing their 

strengths, limitations, and applicability to data analysis tasks. 

 

The literature review, covered in previous chapters, explored recent advancements in AI 

evaluation techniques and methodologies for data correction. It examined how these methods 

are applied to assess AI tools' effectiveness in handling common data issues such as noise, 

missing values, and inconsistencies. By focusing on these evaluation frameworks and data 

correction strategies, the review captured the current state of practice and provided a 

foundation for empirical assessment by identifying key gaps and best practices. 
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Following the literature review, an empirical evaluation will be conducted to further assess 

the practical capabilities and limitations of selected AI tools in data analysis. These tools will 

be tested on tasks relevant to this study, such as data correction and augmentation. The 

evaluation will utilize both quantitative metrics (e.g. accuracy in data correction, failure rate 

of augmented data) and qualitative assessments (e.g. capability and transparency) to 

comprehensively capture tool performance. This mix of quantitative and qualitative measures 

ensures a balanced evaluation, allowing for an objective comparison of each tool's 

effectiveness and usability in real-world applications. 

 

By addressing the main research question through these combined methods, this section will 

clarify how each sub-research question contributes to the understanding of AI tools in data 

analysis and support the creation of an evaluation framework. Each sub-question targets a 

specific aspect of the tools' evaluation framework - ranging from the current state of AI 

evaluations to what are the technical limitations of AI tool applications for data wrangling.  

 

Methodology to Answer the First Research Sub-Question 

 

Question: What is the current state of the art in the application of general-purpose AI tools for 

data analysis and their evaluation? 

 

To address this sub-question—understanding the current state of generative AI in data 

analysis—this section combines insights from the literature review with an empirical 

evaluation. The literature review, detailed in earlier chapters, examined recent developments 

in AI evaluation metrics, benchmarking, and data correction methodologies. It highlighted 

key strategies, common challenges, and limitations in how AI tools are assessed for tasks like 

data correction and augmentation. 

 

Building on these findings, an empirical evaluation will test selected AI tools on relevant 

tasks, using both quantitative (e.g. correction accuracy, consistency of augmented data) and 

qualitative (e.g. usability, efficiency) measures. For instance, tools may be evaluated on 

handling incomplete datasets, resolving inconsistencies, or improving data quality through 

augmentation. By focusing on these tasks, the evaluation provides practical insights into each 

tool’s capabilities and shortcomings. 

 

The combined outcomes from the literature review and empirical work will clarify AI’s 

current potential and limitations in data analysis. This knowledge underpins subsequent sub-

questions, guiding considerations like model preparation, error-handling techniques, and 

technical constraints. Ultimately, it establishes a cohesive framework for evaluating the 

suitability and effectiveness of AI tools. 

 

Methodology to Answer the Second Research Sub-Question 

 

Question: What benchmarks and evaluation metrics are currently used to assess the 

performance of generative AI tools? 

 

This question is addressed through an analysis of the findings from the completed literature 

review on AI benchmarks and evaluation metrics. The review explored established 
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benchmarks such as GLUE, SuperGLUE, and BIG-bench, as well as task-specific metrics 

like BLEU, ROUGE, precision, recall, and F1-score. It also examined domain-specific 

benchmarks and metrics relevant to data analysis tasks, including error detection, correction, 

and enhancement. 

 

From the literature, common themes and applications were identified, highlighting the 

strengths and limitations of current evaluation methods. These include their effectiveness in 

assessing quality, accuracy, and applicability in real-world scenarios. Particular attention was 

given to the extent to which these benchmarks capture the unique capabilities and challenges 

of generative AI models, especially when dealing with noisy, incomplete, or inconsistent 

datasets. The insights gained from this analysis form the basis for evaluating the suitability of 

these benchmarks and metrics for data quality improvement tasks. 

 

Methodology to Answer the Third Research Sub-Question 

 

Question: What steps are needed to prepare the selected generative AI algorithm to 

effectively process a dataset with noise, incompleteness, and inconsistencies? 

 

Generative AI models must be presented with data in a consistent manner without stripping 

away the very imperfections they are meant to address. The aim is to preserve noise, 

incompleteness, and inconsistencies while offering a standardized framework that facilitates 

fair comparisons of the models’ abilities. This approach highlights each model’s natural 

capacity to recognize and handle errors, rather than relying on extensive data cleaning. 

 

A clear format will be applied in three key areas: instructions, file format, and interpretation. 

First, the model will receive structured guidance on how to treat noisy or incomplete data 

without prescribing explicit corrective procedures. This allows the AI to exhibit its native 

strengths and weaknesses in managing data anomalies. Second, the dataset will be stored in 

.csv files to ensure simplicity and compatibility. Despite being standardized in layout, the 

data will retain its original flaws, such as missing values or contradictory entries, so that the 

AI must engage with these challenges directly. Third, the AI’s outputs will follow a 

structured pattern for documenting any detected errors, along with suggestions for corrections 

or augmentations. By labeling errors consistently, the study can track how each model 

attempts to mitigate or resolve data issues. 

 

Evaluating the impact of this standardization will involve measuring the models’ 

performance on unaltered data, with metrics such as accuracy and recall indicating how 

effectively they manage real-world imperfections. This measurement is a critical test of the 

models’ abilities and reveals whether simply formatting the data clearly—without cleansing 

or filtering—can enhance their performance. The results will help determine if a standardized 

approach alone is sufficient for improving generative AI outcomes, guiding future best 

practices for presenting data with minimal preprocessing while still gaining reliable insights 

from flawed and complex datasets. 

 

Methodology to Answer the Fourth Research Sub-Question 

 

Question: How well does the selected generative AI model manage and correct errors such as 

noise, incompleteness, and inconsistencies in the dataset? 
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To address the fourth research sub-question—exploring how generative AI models process 

and manage datasets with noise, incompleteness, and inconsistencies—this section employs a 

structured testing approach to evaluate the models’ capabilities in handling common data 

issues. This evaluation focuses on assessing each AI model’s ability to detect, interpret, and 

correct various types of errors, providing insight into their performance in real-world data 

analysis tasks. 

 

The structured testing approach involves introducing synthetic errors into datasets to 

represent noise, missing values, and inconsistencies at different levels of complexity. 

Datasets will be categorized into three difficulty levels: easy, moderate, and difficult. For 

instance, an “easy” dataset may contain minor noise or isolated missing values, while a 

“difficult” dataset could include overlapping inconsistencies requiring more sophisticated 

correction strategies. Using controlled levels of error complexity allows for a detailed 

analysis of each model’s strengths and weaknesses in addressing specific data challenges. 

 

Metrics such as accuracy, precision, recall, and failure rate will be applied to quantify each 

AI model’s effectiveness in managing errors. Accuracy will measure the proportion of errors 

correctly identified and corrected. Precision will evaluate the model’s ability to target 

genuine errors without unnecessary modifications, while recall will assess its thoroughness in 

capturing all errors. Failure rate will measure the proportion of errors that remain 

uncorrected, providing an additional indicator of the model’s reliability and robustness. 

 

The results from this testing will highlight each AI model’s effectiveness and reliability in 

managing errors, offering a practical assessment of their capabilities for real-world data 

analysis applications. By understanding how well these models handle datasets with common 

imperfections, this section will contribute to evaluating generative AI’s suitability for data 

analysis tasks. It will also provide insights into optimal preparation steps and help identify 

technical limitations addressed in subsequent research questions. 

 

Methodology to Answer the Fifth Research Sub-Question 

 

Question: What are the technical limitations of the selected generative AI model in handling 

datasets with errors, and how can these limitations be addressed or mitigated? 

 

To address this question, the study will analyze technical limitations of the generative AI 

model, such as dataset size constraints, acceptable input formats, bugs, issues, and 

inconsistencies observed during testing. Information will be drawn from two main sources: 

documentation and research regarding the AI tool (e.g. ChatGPT) and empirical observations 

from the testing phase. By reviewing available documentation and literature about the model, 

the study will identify known limitations, including maximum dataset size, format 

requirements, and scenarios where the model struggles to process data effectively. Testing 

observations will complement this information by revealing practical challenges encountered 

during experimentation, such as difficulties in handling large datasets, incompatibility with 

specific formats, or unexpected behaviors like failures to correct certain errors or introducing 

new inconsistencies into the output. 

 

The limitations will be categorized based on their nature, such as input constraints, 

operational inefficiencies, or inconsistencies in output quality. The study will also assess 



51 

 

whether these issues are inherent to the AI tool’s architecture, such as limitations in 

processing memory due to model design, or related to external factors, such as dataset 

complexity or formatting. Based on these insights, recommendations will be proposed to 

mitigate or address these limitations. These may include adjustments to dataset preparation, 

exploring alternative file formats for compatibility, or implementing additional preprocessing 

and postprocessing steps to reduce the impact of the AI model’s constraints. By combining 

insights from existing sources and testing observations, this approach will provide a thorough 

evaluation of the AI tool’s limitations and offer practical strategies for improving its 

reliability and applicability in handling datasets with errors. 

 

5.4 Experimental setup 
This subchapter outlines the framework for testing generative AI tools in handling common 

data issues like noise, missing values, and inconsistencies. It aims to create a controlled yet 

practical setup to produce results applicable to real-world scenarios. 

 

The discussion begins with the rationale and process for selecting datasets, emphasizing their 

relevance to the research objectives and highlighting the key aspects like size and complexity. 

It then delves into how synthetic errors are introduced into the datasets to replicate common 

issues encountered in data, such as missing entries or inconsistencies. 

 

This subchapter focuses on the selected generative AI tool, explaining the rationale behind its 

selection based on criteria such as accessibility, versatility, and alignment with the research 

objectives. It discusses the tool's configuration and functionality in relation to the 

experimental tasks. Additionally, it addresses the limiting factors affecting its performance, 

such as data format compatibility, dataset size constraints, and the tool's dependence on pre-

existing knowledge. 

 

Finally, the overall experimental design is described, providing a clear procedure for 

conducting the tests in a consistent and reproducible manner.  

 

Dataset selection 

 

Selection criteria 

 

The study by Cagatay Catal and Banu Diri [189] examines how dataset size affects software 

fault prediction performance using five NASA datasets ranging from 498 to 10,885 modules. 

They found that larger datasets, benefit significantly from complex algorithms such as 

Random Forests, which deliver the best prediction performance in terms of AUC. In contrast, 

smaller datasets are better suited to simpler algorithms like Naive Bayes. The findings 

highlight that dataset size strongly influences algorithm effectiveness, with larger datasets 

amplifying the performance advantages of more sophisticated models. Overall, the study 

underscores the need to align algorithm choice with dataset size to optimize fault prediction 

outcomes. 

 

Datasets with fewer than 10,000 records (data points) are generally manageable for most 

algorithms, even on modest hardware. Datasets exceeding 100,000 records or having high 

dimensionality (e.g. hundreds or thousands of features) can strain memory, storage, and 

processing power, particularly on personal computers or non-distributed systems. According 
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to the official ChatGPT support site [212], the maximum file size limit is 512 MB per file. 

For CSV files or spreadsheets, this typically translates to a practical file size limit of 

approximately 50 MB due to additional memory requirements for parsing and processing the 

data. 

 

The dataset for this study must reflect real-world data challenges, offering a meaningful 

context for evaluating the generative AI tool’s capabilities. It should exhibit common issues 

like noise, missing data, and inconsistencies, enabling a robust assessment of how well the 

tool can address these problems. 

 

Real-world applicability is critical; the dataset should represent scenarios encountered in 

practical data analysis tasks. While synthetic errors may be introduced to simulate specific 

challenges, the dataset should primarily reflect realistic conditions to ensure the study’s 

findings are relevant and transferable. 

 

Data complexity is another essential factor. The dataset should include a mix of simple and 

complex attributes, such as inconsistent formats, duplicate entries, and diverse data types like 

numerical, categorical, or textual data. This variety tests the tool’s flexibility and 

performance across different data challenges. 

 

The size of the dataset should be carefully considered. It must be large enough to provide 

meaningful insights into the tool’s scalability while remaining manageable within 

computational constraints. This balance ensures the dataset is neither too trivial nor 

excessively burdensome, allowing for a realistic evaluation. 

 

Structure and diversity are also important. The dataset may consist of structured, semi-

structured, or unstructured data, depending on the scope of the evaluation. A diverse dataset 

ensures the tool’s adaptability to various data forms, providing a comprehensive view of its 

functionality. 

 

Accessibility and licensing must also be addressed. The dataset should be publicly available 

or accessible within legal and ethical guidelines, ensuring transparency and reproducibility. 

Additionally, it is beneficial for the dataset to include annotations or a well-defined ground 

truth for benchmarking corrections or augmentations. 

 

Finally, domain specificity can add depth to the evaluation. If the study focuses on a 

particular field, such as healthcare or finance, the dataset should reflect typical challenges 

from that domain, enhancing the study's contextual relevance. 

 

Dataset selection 

 

The Canadian Wind Turbine Database [213] offers detailed information on wind turbines 

installed across Canada, including geographic locations and key technological specifications. 

This dataset was compiled collaboratively by CanmetENERGY-Ottawa, the Centre for 

Applied Business Research in Energy and the Environment at the University of Alberta, and 

the Department of Civil & Mineral Engineering at the University of Toronto, under the 

oversight of Natural Resources Canada. It is important to note that total project capacity 

figures are derived from publicly available sources and may not align exactly with the sum of 

individual turbine capacities due to factors such as de-rating. The database is regularly 

updated, and users are encouraged to report errors or provide additional information via the 
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contact email provided on the dataset’s page. Dataset record details: Released on 2020-06-19, 

last modified on 2024-10-08, Record ID: 79fdad93-9025-49ad-ba16-c26d718cc070. 

 

The dataset was retrieved on 2024-11-20 in Excel format. It consists of 7578 rows and 18 

columns, including attributes such as: Province_Territory, Project Name, Total Project 

Capacity (MW), Turbine Rated Capacity (kW), Rotor Diameter (m), Hub Height (m), 

Manufacturer, Model Commissioning, Latitude, Longitude, and others. In total, the original 

dataset contains 136,404 data points, combining simple attributes like turbine capacity with 

complex ones such as geographic coordinates and project-level discrepancies. This mix offers 

a diverse challenge for AI tools, allowing an evaluation of their ability to handle numerical 

and categorical data while addressing inconsistencies in formats and values. 

 

With over 136,000 data points, the dataset exceeds the 100,000-point threshold, providing 

ample data to test scalability. Despite its manageable Excel file size of 811 KB—well below 

the 512 MB file size limit—the dataset’s complexity and structure may still challenge some 

AI tools. However, processing the entire dataset would exceed practical time constraints 

without an efficient method for introducing and tracking errors. To maintain feasibility within 

the study's timeframe, a subset of the dataset was selected, preserving its diversity and real-

world applicability. 

 

The dataset's public availability under Canada’s Open Government License ensures ethical 

and legal compliance, supporting transparency and reproducibility in AI research. 

Furthermore, its focus on renewable energy introduces domain-specific challenges, such as 

capacity discrepancies and geographic variations, which are common in the energy sector. 

This makes it a relevant and valuable resource for evaluating the adaptability and 

performance of the AI tool in addressing diverse and practical data challenges. 

 

Dataset sizing 

 

The original dataset was initially sorted alphabetically by the “Province_Territory” column, 

followed by “Province_Territoire,” then “Project Name,” and finally numerically by the 

“Turbine Identifier,” which also includes the Turbine Number. If the top rows of the dataset 

were selected to reduce its size, the resulting subset would be imbalanced and fail to capture 

the diversity of data points present in the full dataset. To address this issue, a more 

representative sampling method was required. 

 

A target size of 75 rows, or 1350 data points (75 rows × 18 columns), was determined to be 

manageable while still preserving diversity. To achieve this, systematic sampling was applied 

in two steps, with every 10th row of the original dataset selected in each step. This process 

initially produced a dataset of 76 rows. To meet the 75-row target, the last row (76th) was 

removed. 

 

To assess the AI tool’s performance across different dataset sizes, the 75-row dataset was 

further divided into three subsets of varying sizes: 25 rows, 50 rows, and 75 rows (picture). 

For better tracking and analysis, an additional column was added to indicate the original line 

numbers from the dataset. This modification increased the total data points for the 75-row 

dataset to 1425, accounting for the additional column. 
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No other changes or modifications were made to the dataset, ensuring that it retained its 

original attributes and structure while enabling a systematic evaluation of the AI tool's 

capabilities across different scales. 

 

 

 
Figure 5. Dataset division 

 

Introduction of dataset errors for Experiment 1 

 

To thoroughly evaluate the AI tool’s capacity to address a wide array of data inaccuracies, 

errors were categorized into three levels of difficulty based on their inherent complexity. A 

detailed explanation of these levels, along with real-world examples, is provided in Appendix 

C – Data Difficulty Evaluation Criteria’. 

 

Easy Errors: 

 

Data Type Errors, Data Entry Errors, and Duplicate Data Errors are considered 

straightforward to identify and resolve due to their simplicity and the availability of 

automated tools. Data Type Errors, such as text in numeric fields or invalid dates, can be 

detected using validation tools that compare entries against predefined formats or schemas. 

Similarly, Data Entry Errors, such as typos or missing values, are easily flagged using pattern 

recognition and corrected with standard methods like validation rules or lookup tables. 

Duplicate Data Errors are typically resolved through matching algorithms that identify and 

consolidate duplicates based on well-defined criteria. These errors require minimal context or 

domain expertise and are highly suited for automation. 

 

Moderate Errors: 

 

Structural Errors, Inconsistent Data, and Incorrect Data Values are categorized as medium 

complexity because they demand more nuanced analysis and often involve patterns or 

relationships within the data. Structural Errors, such as misaligned columns or missing 

headers, require an understanding of the dataset’s organization to identify deviations from 

expected formats. Inconsistent Data, such as varied formats, naming conventions, or units, 

necessitates normalization and sometimes contextual knowledge to standardize effectively. 

Incorrect Data Values, like out-of-range entries or logical inconsistencies, require rules and 

context to detect and correct, as these errors may appear valid initially. Resolving these errors 
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is more challenging because they often span multiple data points and may depend on domain-

specific rules. 

 

Difficult Errors: 

 

Missing Data, Outliers and Anomalies, and Data Integrity Violations are considered the most 

complex because they often require significant context, domain expertise, and sophisticated 

methods to address. Missing Data involves decisions about whether to impute, interpolate, or 

remove values, as these choices affect the validity of analyses. Outliers and Anomalies need 

careful evaluation to determine whether they represent valid extreme cases, errors, or rare but 

meaningful events, often using advanced statistical or machine learning techniques. Data 

Integrity Violations, such as broken relationships or logical inconsistencies, demand an 

understanding of the dataset’s structure, constraints, and intended purpose to resolve 

effectively without introducing additional errors. These errors are both harder to identify and 

more consequential, as mishandling them can compromise the reliability of analyses. 

 
Table 1. Data difficulty distribution  

Rank Data Error Type Detection 
Difficulty Resolution Difficulty Overall Difficulty 

Level 

1 Data Type 
Errors Easy Moderate Easy to Moderate 

2 Data Entry 
Errors Easy to Moderate Moderate Moderate 

3 Duplicate Data Moderate Moderate Moderate 

4 Structural 
Errors 

Moderate Moderate to Difficult Moderate to Difficult 

5 Inconsistent 
Data Moderate Difficult Moderate to Difficult 

6 Incorrect Data 
Values Moderate Difficult Moderate to Difficult 

7 Missing Data Moderate Difficult Moderate to Difficult 

8 Outliers and 
Anomalies Difficult Difficult Difficult 

9 Data Integrity 
Violations Difficult Difficult Difficult 

 

To test the AI tool’s performance across these error types, each difficulty level will introduce 

5 errors per 25 rows of the dataset. Errors will not accumulate across difficulty levels and will 

be introduced to a sampled version of the dataset. This ensures that each level of error 

complexity is tested independently, allowing for a clear assessment of the AI tool’s capability 

to address each category. 

 
Table 2. Data difficulty per dataset size 

  Difficulty level 

 
 1 2 3 

D
at

as
et

 
si

ze
 25 5 5 5 

50 10 10 10 
75 15 15 15 
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Introduction of dataset gaps for Experiment 2 – Data enhancement 

 

The full sampled 75-row dataset will be used for Experiment 2, which is divided into three 

parts: 2.1 Extracting data from web tables or knowledge bases, 2.2 Crawling web sources for 

additional information, and 2.3 Combining the extracted data with existing datasets. To 

simulate real-world data gaps, information will be removed from three specific columns: 

[Province_Territory], [Commissioning], and [Total Project Capacity (MW)], while leaving 

the column labels intact. These categories were chosen because their information can be 

retrieved from all three channels: databases, web sources, and wind turbine project websites. 

Removing data from these columns ensures that the AI tool can effectively locate and retrieve 

the missing values. Columns with data that cannot be reliably retrieved through external 

sources, such as [Notes], were excluded to maintain the experiment’s focus and practicality. 

 

For part 2.3, combining the extracted data with existing datasets, the experiment will include 

a second dataset containing the removed data points along with additional columns, such as 

[Project Name] and [Turbine Number], presented in a mixed order. This setup tests the AI 

tool’s ability to align and integrate data accurately from external sources. 

Task Definition for the Experiment 1 – Data correction 

 

One important success factor in receiving accurate and expected results from an AI tool is the 

quality of the task input provided [200]–[202]. The process of providing input or instructions 

to an AI model, like ChatGPT, to guide its behavior and responses is commonly referred to as 

prompting, while the scientific field dedicated to designing, refining, and optimizing prompts 

for the best possible output is known as prompt engineering. 

 

Designing effective prompts is essential for obtaining the desired output from generative AI 

models. This process involves a range of techniques, from straightforward to more advanced 

approaches. For example, zero-shot prompting relies on no examples, while few-shot 

prompting guides the model using one or more illustrative examples [203]. More advanced 

techniques, such as chain-of-thought prompting, tree of thoughts, and directional stimulus 

prompting, can significantly enhance reasoning and improve the quality of the AI's output.  

 

However, this study will not focus on any particular prompting technique but rather on the 

attributes these techniques have in common and the principles of well-designed prompting 

practices [203]. These include defining clear objectives and background, guiding complex 

reasoning, incorporating examples, and encouraging multistep interactions. The detailed 

prompting scripts can be found in the ‘Appendix B – Prompting scripts’. 

 

Definition criteria 

 

To evaluate how different aspects of prompt design influence the AI tool’s performance in 

dataset correction tasks, prompting will be systematically varied across four key categories: 

defining background and clear objectives, complex reasoning, incorporating examples, and 

encouraging multistep interactions. For each category, prompts will be adjusted across three 

levels of complexity to assess their impact on the AI's ability to identify and resolve dataset 

errors. Below, it outlined the specific adjustments for each category. 
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Defining background and clear objective 

 

The clarity and detail of background information and task objectives provided will be 

adjusted with each level: 

 

• Level 1 - Detailed Context: Prompts will provide a comprehensive description of the 

dataset’s general structure, potential data types, and expected outcomes (e.g. "This is 

a tabular dataset containing numeric, categorical, and date fields. Ensure consistent 

date formats, handle missing values appropriately, resolve any formatting 

inconsistencies, and identify outliers where applicable. Maintain logical consistency 

across fields while cleaning the data"). 

• Level 2 - Moderate Context: Prompts will describe the dataset and highlight specific 

corrections required (e.g. "This is tabular dataset. Identify and correct missing values 

and format inconsistencies"). 

• Level 3 - Minimal Context: Prompts will include simple or incomplete instructions 

(e.g. "Fix the errors in this dataset"). 

 

Complex reasoning 

 

The complexity of reasoning required to perform the task will be progressively increased: 

 

• Level 1 - Advanced Reasoning: Prompts will require the application of domain-

specific logic or handling more intricate relationships across fields. For example: 

("Make a check if no interdependencies exist between datapoints and make 

corrections accordingly" and “Ensure that numeric fields match logical constraints”). 

• Level 2 - Moderate Reasoning: Prompts will include tasks requiring logical 

relationships or dependencies between fields. For example: ("Make a check if no 

interdependencies exist between datapoints and make corrections accordingly"). 

• Basic Reasoning: Prompts will involve straightforward tasks without 

interdependencies. 

 

By decreasing the reasoning complexity, this category will assess the tool’s ability to handle 

interdependent data corrections and logical constraints. 

 

Incorporating examples 

 

The inclusion of illustrative examples in the prompt will be varied to assess their impact on 

the AI's ability to perform dataset correction tasks: 

 

• Level 1 - Multiple Examples: Prompts will provide 3 illustrative examples for each 

error type in the ranking, addressing different types of common errors. 

• Level 2 - Single Example: Prompts will include a single generic illustrative example 

of a specific correction. 

• Level 3 - No Examples: Prompts will include only general instructions, without any 

illustrative cases. 

 

These adjustments will allow the study to measure how examples influence the AI’s 

understanding of error correction tasks and its ability to generalize from the examples 

provided. The examples are designed to be broadly applicable across various datasets and 

error types. 
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Encouraging multistep interactions 

 

The prompt will encourage step-by-step problem-solving, where tasks are divided into 

detailed, sequential steps, all provided in a single prompt. The AI is expected to address each 

step in the specified order. 

 

Level 1 - Detailed Guided Steps: Prompts will detail the task in sequential steps to be 

executed in order. For example: 

 

• Step 1: Identify and fill missing values in numeric and categorical fields. Use 

reasonable defaults, such as the mean for numeric fields or leave datapoints empty for 

categorical fields if information cannot be extracted from the dataset. 

• Step 2: Correct formatting inconsistencies across all fields. For example: Ensure dates 

follow a consistent format. 

• Step 3: Remove duplicate rows or columns based on unique identifiers and summarize 

how many duplicates were removed. 

• Step 4: Verify logical consistency across related fields. 

• Step 4: Check for other errors that were not defined in the task but are known to you. 

• Step 5: Check if not mistakes or hallucinations were made. 

• Step 6: Export your output in requested format. 

 

Level 2 - Simply Guided Steps: Prompts will break the task into sequential steps, 

encouraging the AI to address each issue individually. For example: 

 

• Step 1: Identify missing values and fill them appropriately. 

• Step 2: Correct formatting inconsistencies, such as ensuring numeric values are 

rounded to two decimal places and text is consistently capitalized. Provide a summary 

of your corrections. 

• Step 3: Remove duplicates and verify that all fields meet logical constraints 

• Step 4: Check for other errors. 

• Export the results. 

 

Level 3 - Single-Step Interaction: Prompts will request the AI to perform all corrections in 

one step without further interaction. 

 

Task Definition for the Experiment 2 – Data enrichment 

 

For Experiment 2, single-shot prompting will be used, where each task is defined in a single, 

self-contained prompt provided to the AI tool. These prompts will be tailored to the specific 

objectives of each task—data extraction, crawling, and integration—and will be provided in 

separate .txt files. Each task description will include explicit details about the required 

actions, expected outputs, and any constraints. Besides the sections below, the detailed 

prompting scripts can also be found in the ‘Appendix B – Prompting scripts’. 
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Task 2.1: Extracting Data from Web Tables or Knowledge Bases 

 

The task prompt will instruct the AI tool to retrieve missing data from the original dataset’s 

website. The description will specify the columns with missing data ([Province_Territory], 

[Commissioning], and [Total Project Capacity (MW)]) and direct the AI to locate accurate 

values directly from the source. The prompt will emphasize accuracy and consistency, 

requiring the AI to ensure that extracted values match the dataset’s format. An example 

instruction might be: 

 

    “Extract missing data for the columns [Province_Territory], [Commissioning], and [Total 

Project Capacity (MW)] from the original dataset website: 

https://open.canada.ca/data/en/dataset/79fdad93-9025-49ad-ba16-c26d718cc070 and the 

dataset that it contains. Ensure the retrieved data matches the format and structure of the 

provided dataset. Provide only verified entries from the source. Return me the enhanced 

dataset in .CSV file.” 

 

Task 2.2: Crawling Web Sources for Additional Information 

 

For this part, the prompt will guide the AI tool to crawl web sources for supplementary 

information to fill in missing values. It will outline the same target columns and instruct the 

AI to retrieve data from unstructured or semi-structured sources, such as wind turbine project 

websites. The description will include details on identifying relevant web pages and parsing 

their content for usable data. For example: 

 

    “Crawl web-based sources to find missing data for the columns [Province_Territory], 

[Commissioning], and [Total Project Capacity (MW)]. Focus on reliable sources such as 

project-specific or government websites. Extract relevant values and ensure they are 

formatted consistently with the provided dataset. Return me the enhanced dataset in .CSV 

file.” 

 

Task 2.3: Combining Extracted Data with Existing Datasets 

 

In this part, the task prompt will instruct the AI tool to integrate data from a second dataset 

(Dataset B) into the primary dataset (Dataset A). The prompt will specify that missing values 

in Dataset A should be filled using Dataset B while ensuring the format and data sequence of 

Dataset A are maintained. The AI will not be provided with specific column names from 

Dataset B but will instead be tasked with preserving the structure and alignment of Dataset A 

during integration. An example instruction might be: 

 

    “Combine Dataset B with Dataset A to fill in missing values in Dataset A. Ensure that the 

data sequence and formatting of Dataset A are maintained. Do not alter the original structure 

of Dataset A during the integration process. Return me the enhanced dataset in .CSV file.” 

 

AI Tool Selection 

 

Selecting an AI tool for evaluating and benchmarking capabilities in data detection, 

correction, and enrichment involves understanding the core functionalities of available tools. 

This section reviews five widely used AI tools: ChatGPT, Microsoft Copilot, Google Gemini, 

Claude, and Perplexity AI, focusing on their features and relevance to data analysis tasks. 

https://open.canada.ca/data/en/dataset/79fdad93-9025-49ad-ba16-c26d718cc070
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ChatGPT (OpenAI) 

 

ChatGPT is one of the most popular AI tools, designed to excel in natural language 

understanding and generation. It is versatile and user-friendly, capable of tasks ranging from 

conversational assistance to error detection in datasets and data enrichment through context-

based suggestions. ChatGPT is particularly effective in identifying patterns, filling gaps, and 

offering solutions for inconsistencies within structured data. Its strength lies in its ability to 

interpret detailed instructions and provide coherent, human-like responses, making it a 

valuable tool for complex data correction and augmentation. 

 

Copilot (Microsoft) 

 

Microsoft Copilot integrates into development environments such as Visual Studio Code, 

focusing on enhancing developer productivity. Although primarily used for code generation 

and software development, it has potential applications in data analysis. Copilot can assist in 

writing data transformation scripts, validating formats, and generating SQL queries, making it 

suitable for tasks that require structured, technical input. Its tight integration with Microsoft’s 

ecosystem, including Azure services, adds scalability for large datasets. 

 

Gemini (Google) 

 

Google Gemini, a generative AI system under development by Google, combines text and 

image generation with advanced reasoning capabilities. Gemini is designed to handle multi-

modal tasks, making it suitable for scenarios that involve analyzing both textual and visual 

data. For data analysis, Gemini offers potential in understanding complex datasets, detecting 

trends, and enhancing data through natural language-driven augmentation and categorization. 

Its integration with Google’s data platforms enables seamless access to external data sources 

and cloud-based analysis. 

 

Claude (Anthropic) 

 

Claude is a conversational AI model developed by Anthropic, designed to prioritize safety 

and interpretability. While its primary focus is on providing detailed and helpful responses to 

prompts, Claude has been applied to tasks like data categorization, summarization, and error 

correction. It excels in structured data interpretation, making it useful for detecting 

inconsistencies and enriching datasets with context-aware insights. Claude's design 

emphasizes safe and predictable interactions, which is beneficial for sensitive data scenarios. 

 

Perplexity AI 

 

Perplexity AI functions as an advanced conversational search engine, combining generative 

AI with real-time access to web-based information. Its strengths lie in retrieving and 

organizing external data, making it a powerful tool for dataset enrichment via web scraping 

or crawling open data repositories. Perplexity AI can enhance datasets by integrating relevant 

external information, streamlining data augmentation tasks. However, its dependency on live 

web data limits its applicability in strictly controlled environments or offline settings. 
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Selection criteria 

 

Identifying an AI tool for data correction and enhancement involves establishing criteria to 

ensure the selected tool aligns with the objectives of the study and is suitable for testing the 

proposed framework. While the criteria outlined here are suggestive and framework could be 

applied to assess any AI tool, they were specifically used in this study to identify the AI tool 

best suited for testing the proposed framework. The criteria as follows: 

 

Adaptability to Data Types 

 

The tool must effectively handle a variety of data types, including structured (e.g. tables, 

spreadsheets), semi-structured (e.g. JSON, XML), and unstructured data (e.g. free text or 

scanned documents). Adaptability to domain-specific datasets is crucial, as it ensures the tool 

can process data relevant to the task while accommodating different formats and 

complexities. 

 

Ease of Use 

 

Ease of use is a key factor in selecting an AI tool. The tool should have an intuitive interface 

or API that allows users to define tasks, integrate data, and interpret results without requiring 

extensive technical expertise. A tool that simplifies task setup, such as prompt-based task 

definitions, reduces the time and effort required for adoption. 

 

Integration and Compatibility 

 

The selected tool must integrate seamlessly with existing workflows and systems. 

Compatibility with standard file formats (e.g. CSV, JSON, XLSX) ensures smooth data 

exchange, while the ability to connect to external platforms, such as cloud services or 

databases, enhances the tool’s applicability. 

 

Customizability and Flexibility 

 

Flexibility is critical for tailoring the tool to specific data correction and enhancement tasks. 

The ability to modify settings, adapt to novel data challenges, and expand capabilities 

through additional training or customization allows the tool to handle a wide range of use 

cases effectively. 

 

Cost and Accessibility 

 

Affordability and accessibility are important considerations. The tool should fit within the 

project’s budget, with transparent pricing or open-source availability. Accessibility, including 

ease of deployment and licensing terms, ensures that the tool can be readily utilized by the 

research team. 

 

Selection for testing 

 

Among the reviewed tools, ChatGPT stands out as the primary choice for this study due to its 

versatility, accessibility, and strong performance in natural language-driven tasks. Its ability 

to interpret task descriptions, process data contextually, and handle error detection, 

correction, and enhancement makes it well-suited for testing the proposed framework. 
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ChatGPT's widespread adoption and ease of use further enhance its suitability for this study, 

enabling streamlined integration into the evaluation process. 

 

Additionally, ChatGPT has been a common subject of exploration among scholars studying 

AI for data-related tasks. Previous research has examined its potential for data analysis, 

augmentation, and error correction, providing a foundation of knowledge and methodologies. 

By selecting ChatGPT, this study can build on existing work, contributing to the growing 

body of research while addressing gaps in systematic evaluation frameworks. Leveraging the 

tool’s demonstrated capabilities and expanding its evaluation in new contexts ensures both 

continuity with prior studies and a meaningful contribution to the field. 

 

Testing procedures 

 

To ensure unbiased and consistent evaluation of the AI tool’s performance, each testing 

session will begin in a new conversation window. This approach prevents any residual 

context or memory from previous interactions from influencing the AI's behavior, ensuring 

that each test is conducted independently. 

 

For every test, two files will be supplied to the AI: the task_description.txt file and the dataset 

file in .csv format. The task_description.txt file contains explicit instructions detailing the 

task to be performed on the dataset. No additional text will be provided in the chat dialog bar 

to minimize external context and ensure the AI picks up the task solely from the provided 

file. This setup allows for a structured evaluation of the AI’s ability to interpret instructions 

and execute tasks as defined in the task description. 

 

During the testing process, the AI will be answered if it poses clarifying questions or seeks 

confirmation, such as "Should I continue?" or similar prompts. These interactions ensure that 

the AI can proceed with the task when it encounters uncertainties, but no additional guidance 

or contextual information will be offered beyond what is in the task file. This ensures that the 

AI’s performance is evaluated based strictly on its understanding of the task description and 

its ability to process the dataset. 

 

Evaluation procedures  

 

Evaluation tool 

 

The evaluation tool for assessing the AI's performance is constructed in a Microsoft Excel 

worksheet. It is designed to provide a comprehensive framework for analyzing test results 

using confusion matrix metrics and specific evaluation parameters, such as Accuracy, 

Precision, Recall, and Failure Rate. The structure is divided into several interconnected tabs 

and planes, each serving a distinct purpose in the evaluation process. 
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Figure 6. Evaluation tool layout 

 

Overview of the Tool 

 

The first tab in the worksheet provides an overview of all subsequent tabs and the metrics 

calculated within them. It acts as a summary dashboard, displaying key performance metrics 

and facilitating easy navigation to the detailed evaluation tabs. Each evaluation tab follows a 

standardized structure to ensure consistency and comparability across tests. 

 

Structure of Evaluation Tabs 

 

Each evaluation tab is subdivided into six functional planes, each with a unique role in the 

evaluation process: 

 

Plane 1: Authentic Data Plane 

This plane contains the original, error-free dataset values. It serves as the benchmark against 

which other planes are compared. Planes 2, 3, and 5 reference Plane 1 to determine the 

correctness of outcomes and identify errors. 

 

Plane 2: Experiment Outcomes 

This plane displays the results provided by the AI tool as the output of its task. These values 

represent the AI's attempt to detect and correct dataset errors. 

 

Plane 3: Corrupted Dataset Data 
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Plane 3 contains the dataset with intentionally introduced errors. These errors serve as the 

basis for testing the AI’s ability to identify and correct inaccuracies. 

 

Plane 4: Error Identification Plane 

In this plane, each data point in Plane 3 is compared to the corresponding data point in Plane 

1. Errors are flagged as "1," while error-free data points are flagged as "0." This plane ensures 

that the total number of flagged errors matches the known quantity of introduced errors, 

providing a check for data integrity. 

 

Plane 5: Correction Detection Plane 

Plane 5 compares the AI-generated outcomes from Plane 2 to the corrupted dataset in Plane 

3. Data points that remain unchanged are marked as "0," while corrected data points are 

flagged as "2." This plane highlights the AI tool's attempts to modify and correct the dataset. 

 

Plane 6: Confusion Matrix Evaluation Plane 

The final plane combines information from Plane 4 (error identification) and Plane 5 

(correction detection). The combined values are categorized into four possible outcomes: 

 

    0: True Negatives 

    1: False Negatives 

    2: False Positives 

    3: True Positives 

 

The counts of these outcomes are then transferred to the top of the evaluation tab for use in 

calculating metrics. 

 

5.4.1.1 Evaluation remarks 

 

To ensure accurate data handling during evaluation, it is recommended to avoid opening 

.CSV files directly in Excel, as this triggers auto-formatting that can alter data structures. 

Instead, use the data import function, which prevents auto-formatting and preserves the 

dataset’s original format. 

 

Additionally, disable auto-formatting in Excel’s advanced settings and manually verify the 

data after import to confirm consistency with the original dataset. These steps are essential 

for maintaining the integrity of the evaluation and ensuring reliable results. 
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6. Results 
 

In order to evaluate the performance and capabilities of a state-of-the-art language model, 

ChatGPT 4.0 was tested on December 15, 2024. This model is based on OpenAI’s GPT-4 

architecture. At that time, its updated version was referred to as “gpt-4o-2024-08-06,” with 

2024-08-06 indicating the date of the latest update. The model offered a context window of 

128,000 tokens and a maximum output of 16,384 tokens. The following is the evaluation of 

the testing according to the framework: capability, quality, transparency, and adaptability. 

 

6.1 Capability 
In the evaluation of ChatGPT-4o’s Capability for data correction and enhancement, its 

performance was assessed based on four key criteria: data reading capability, data size 

handling, data manipulation, and recognition of relationships within data. 

 

Data Reading Capability: 

ChatGPT-4o successfully processed various structured data formats, including .csv, .json, 

.txt, and .xlsx. It demonstrated the ability to interpret and extract meaningful insights from 

well-structured tabular datasets.  

 

Data Size Handling: 

Performance remained efficient when processing small to large-sized datasets. No 

performance issues were also observed when handling original and unchanged dataset as 

well. Even when supplied in different formats. The dataset, consisting of 7,579 rows and 12 

columns (a total of 90,948 data points), was processed without difficulty. ChatGPT-4o 

successfully read and analyzed the data across multiple formats, demonstrating consistency 

and reliability in handling structured datasets of this scale. No slowdowns, memory 

constraints, or loss of contextual continuity were noted during the evaluation. 

 

Data Manipulation Capability: 

ChatGPT-4o effectively identified most common data errors, including formatting 

inconsistencies, missing values, and duplicate entries. However, its approach remained 

largely rule-based, with limited ability to infer missing data beyond basic interpolations. 

Additionally, its effectiveness in data correction was directly linked to its capability in 

generating code for data processing tasks, such as Python scripts, rather than performing 

corrections autonomously. 

 

Recognition of Relationships: 

ChatGPT-4o did not demonstrated strong pattern recognition and was unable to identify 

relationships between data points unless explicitly instructed. It struggled with uncomplex 

dependencies across multiple columns, failing to infer logical connections without direct 

guidance. For example, it was unable to fill the "turbine number" as "2" based on the related 

value "turbine number in the project" given as "2/23". 

 

Overall, while ChatGPT-4o was able to read and manipulate data, its capabilities did not 

surpass those of existing rule-based systems. However, it demonstrated greater adaptability, 

effectively handling datasets of varying sizes and formats without requiring predefined rules 

or change in settings.   
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6.2 Quality - Results of dataset correction 
 

The assessment of dataset correction tasks was performed on the 15th of November, with all 

calculations conducted using Microsoft Excel. A total of 27 tests were carried out, designed 

to evaluate the AI tool’s performance under varying conditions of dataset size, error 

complexity, and task prompt detail. 

 

The results are presented in subsequent sections based on key performance metrics: 

Accuracy, Precision, Recall, and Failure Rate. Each metric is analyzed to show how the AI 

tool performed under different combinations of dataset size, error complexity, and prompt 

detail. Additionally, insights beyond standard performance metrics are discussed in a separate 

section, providing observations on the AI tool’s behavior and potential implications for 

dataset correction tasks. 

 

In the result pictures different variables are presented as letters. Prompting, represented by 

the letter "P," refers to the level of detail provided in the task description. Three levels of 

prompting were used, with P1 indicating the most detailed instructions and P3 the least 

detailed. Error complexity, denoted as "D," was categorized into three levels, where D1 

represented simple errors and D3 the most complex. Dataset size was indicated as "S," with 

levels increasing incrementally in datasets of 25, 50, and 75 lines, corresponding to 475, 950, 

and 1425 data points, respectively. 

 

Results on Accuracy  

 

Accuracy of Error Correction serves as the primary metric to assess the AI tool's 

effectiveness in identifying errors within datasets. It is determined by calculating the ratio of 

correctly identified errors (both true positives and true negatives) to the total number of data 

points in the dataset. This metric is expressed mathematically as: 

 

𝑨𝒄𝒄𝒖𝒓𝒂𝒄𝒚 =
𝑪𝒐𝒓𝒓𝒆𝒄𝒕𝒍𝒚 𝑨𝒖𝒈𝒎𝒆𝒏𝒕𝒆𝒅 𝑫𝒂𝒕𝒂 𝑷𝒐𝒊𝒏𝒕𝒔

𝑻𝒐𝒕𝒂𝒍 𝑹𝒆𝒒𝒖𝒊𝒓𝒆𝒅 𝑨𝒖𝒈𝒎𝒆𝒏𝒕𝒂𝒕𝒊𝒐𝒏𝒔
× 𝟏𝟎𝟎% 

 

 

P1 

Accuracy 
D3 91.4% 92.0% 88.0% 
D2 81.3% 87.9% 91.2% 
D1 87.4% 86.9% 94.3% 
  S1 S2 S3 

     

     

P2 

Accuracy 
D3 85.5% 85.1% 87.1% 
D2 83.8% 81.7% 87.6% 
D1 88.4% 87.3% 96.0% 
  S1 S2 S3 
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P3 

Accuracy 
D3 87.8% 83.2% 88.8% 
D2 82.9% 84.8% 75.8% 
D1 88.4% 87.2% 89.5% 
  S1 S2 S3 

 

As shown in the table above, ChatGPT’s accuracy ranges from approximately 81.3% to 96%. 

These relatively high values are largely due to the AI's capability to correctly identify 

unchanged or original data points in the dataset. Accuracy appears to be unaffected by 

changes in dataset sizes, suggesting that scalability does not impact the tool's error-detection 

performance. 

 

However, across all prompting levels, ChatGPT performed less accurately with Difficulty 

Level 2 (D2). This indicates that the AI has more difficulty handling Structural Errors, 

Inconsistent Dat a, and Incorrect Data Values. Furthermore, accuracy varied with the level of 

prompting detail. The most detailed prompt level (P1) achieved the highest average accuracy 

at 88.9%, the mid-level prompt (P2) followed with 86.9%, and the least detailed prompt (P3) 

resulted in the lowest average accuracy of 85.4%. These findings suggest a potential 

correlation between the level of prompt detail and the accuracy of the AI tool's performance. 

 

 

Results on Precision  

Precision evaluates the AI tool's selectivity in identifying and correcting errors. It is defined 

as the proportion of correctly identified and corrected errors (true positives) relative to all 

errors the AI attempts to correct, including those incorrectly flagged (false positives). 

Mathematically, Precision is expressed as: 

 

𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 =
𝑻𝒓𝒖𝒆 𝑷𝒐𝒔𝒊𝒕𝒊𝒗𝒆𝒔 

𝑻𝒓𝒖𝒆 𝑷𝒐𝒔𝒊𝒕𝒊𝒗𝒆𝒔 + 𝑭𝒂𝒍𝒔𝒆 𝑷𝒐𝒔𝒊𝒕𝒊𝒗𝒆𝒔
× 𝟏𝟎𝟎% 

 

 

P1 

Precision 
D3 9.1% 9.6% 5.0% 
D2 2.3% 1.8% 2.4% 
D1 6.6% 7.5% 10.5% 
  S1 S2 S3 

     

     

P2 

Precision 
D3 6.8% 4.8% 6.7% 
D2 1.4% 1.2% 1.7% 
D1 5.6% 6.4% 16.3% 
  S1 S2 S3 

     

     

P3 
Precision 

D3 7.9% 5.4% 7.6% 
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D2 1.3% 1.4% 1.7% 
D1 5.6% 5.6% 4.9% 
  S1 S2 S3 

 

This metric reflects how effectively ChatGPT targets and corrects actual errors. 

Unfortunately, for every two errors correctly identified and corrected (True Positives), 

ChatGPT would also modify approximately thirty data points without errors (False Positives). 

These false corrections often included fields intentionally left empty, such as comment 

sections, coordinates with extended decimal precision (e.g. correcting 50.0929015022411 to 

50.0929015 unnecessarily), or dates adjusted where no change was required (e.g. altering 

"2000/2001" to "2000"). 

 

A significant drop in Precision is observed with Difficulty Level 2, where ChatGPT struggled 

to correctly identify Structural Errors, Inconsistent Data, and Incorrect Data Values. This 

suggests that these error types pose a considerable challenge for the AI tool, leading to a 

higher rate of false corrections and reduced precision. 

 

 

Results on Recall  

 

Recall measures the proportion of actual errors that the AI tool successfully detects. It 

evaluates the comprehensiveness of the AI’s performance, indicating how many of the 

dataset’s existing errors are identified and corrected. In this case “False Negatives” represent 

errors that the AI fails to detect and correct. Mathematically, recall is calculated as: 

 

𝑹𝒆𝒄𝒂𝒍𝒍 =
𝑻𝒓𝒖𝒆 𝑷𝒐𝒔𝒊𝒕𝒊𝒗𝒆𝒔

𝑻𝒓𝒖𝒆 𝑷𝒐𝒔𝒊𝒕𝒊𝒗𝒆𝒔 + 𝑭𝒂𝒍𝒔𝒆 𝑵𝒆𝒈𝒂𝒕𝒊𝒗𝒆𝒔
× 𝟏𝟎𝟎% 

 

P1 

Recall 
D3 80.0% 88.9% 75.0% 
D2 33.3% 28.6% 28.6% 
D1 57.1% 90.9% 60.0% 
  S1 S2 S3 

     

     

P2 

Recall 
D3 100.0% 87.5% 100.0% 
D2 16.7% 28.6% 28.6% 
D1 42.9% 72.7% 70.0% 
  S1 S2 S3 

     

     

P3 

Recall 
D3 100.0% 90.0% 100.0% 
D2 16.7% 28.6% 50.0% 
D1 42.9% 70.0% 55.6% 
  S1 S2 S3 
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In this instance, ChatGPT performed best at recognizing Difficulty Level 3 (D3) errors, 

which include Missing Data, Outliers and Anomalies, and Data Integrity Violations. 

However, it consistently struggled with Difficulty Level 2 (D2) errors, often treating them as 

non-errors. While results fluctuated across different levels of prompt detail and dataset size, 

these factors did not show a significant impact on recall performance. 

Results on Failure Rate  

 

Failure Rate is an important metric for assessing the correctness of the AI tool’s corrections. 

While previous metrics like Precision and Recall evaluate the AI's ability to detect errors, 

Failure Rate focuses on the acceptability of the corrections themselves. This metric indicates 

how often the AI produces results that fail to meet predefined quality thresholds, highlighting 

its effectiveness in generating valid and meaningful corrections. 

 

Failure Rate is calculated as: 

𝑭𝒂𝒊𝒍𝒖𝒓𝒆 𝑹𝒂𝒕𝒆 =
𝑭𝒂𝒊𝒍𝒆𝒅 𝑶𝒖𝒕𝒑𝒖𝒕𝒔

𝑻𝒐𝒕𝒂𝒍 𝑶𝒖𝒕𝒑𝒖𝒕𝒔 𝑨𝒕𝒕𝒆𝒎𝒑𝒕𝒆𝒅
× 𝟏𝟎𝟎% 

 

In this context, a “Failed Output” represents a correction made by the AI that does not meet 

acceptable standards because it fails to correct an error appropriately. A lower Failure Rate 

indicates that the AI is producing acceptable corrections consistently, whereas a higher 

Failure Rate suggests significant issues in the quality of its output. This metric complements 

the detection-focused metrics, providing a more comprehensive picture of the AI’s overall 

performance in dataset correction tasks. As an opposite to this Success Rate could be 

assessed: 

 

𝑺𝒖𝒄𝒄𝒆𝒔𝒔 𝑹𝒂𝒕𝒆 =
𝑺𝒖𝒄𝒄𝒆𝒔𝒔𝒇𝒖𝒍𝒍 𝑶𝒖𝒕𝒑𝒖𝒕𝒔

𝑻𝒐𝒕𝒂𝒍 𝑶𝒖𝒕𝒑𝒖𝒕𝒔 𝑨𝒕𝒕𝒆𝒎𝒑𝒕𝒆𝒅
× 𝟏𝟎𝟎% 

Or: 

 

𝑺𝒖𝒄𝒄𝒆𝒔𝒔 𝑹𝒂𝒕𝒆 = (𝟏 − 𝑭𝒂𝒊𝒍𝒖𝒓𝒆 𝑹𝒂𝒕𝒆)  ×  𝟏𝟎𝟎% 

 

 

P1 

Failure Rate 
D3 100.0% 87.5% 83.3% 
D2 100.0% 50.0% 50.0% 
D1 50.0% 50.0% 0.0% 
  S1 S2 S3 

     

     

P2 

Failure Rate 
D3 100.0% 85.7% 100.0% 
D2 100.0% 100.0% 50.0% 
D1 0.0% 12.5% 14.3% 
  S1 S2 S3 

     

     
P3 Failure Rate 
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D3 100.0% 88.9% 0.0% 
D2 100.0% 100.0% 100.0% 
D1 0.0% 42.9% 0.0% 
  S1 S2 S3 

 

The failure rate reveals striking results, with many tests showing a 100% failure rate, 

particularly at Difficulty Levels 2 (D2) and 3 (D3). These two levels have an average failure 

rate of approximately 83.1%, in stark contrast to Difficulty Level 1 (D1), which averages a 

significantly lower failure rate of 18.8%. This highlights a clear difference in the AI tool’s 

ability to handle simpler versus more complex errors. 

 

Additionally, the failure rate tends to decrease as the dataset size increases, suggesting that 

the AI performs slightly better when working with larger datasets. However, the failure rate 

does not show a notable change across different levels of prompt detail, indicating that 

prompting has minimal impact on the acceptability of the AI's corrections. 

Other insights on AI dataset correction 

 

Deletion of additional column 

 

The original dataset contains some near-identical columns, such as [Province_Territory], 

which lists territory names in English, and [Province_Territoire], which provides the same 

data in French. Although this redundancy was not originally considered an error, ChatGPT 

frequently and inconsistently deleted the [Province_Territoire] column. This behavior may 

indicate a bias towards English, potentially influenced by the language of the task prompt, the 

internal structure of the AI, or the dominance of English in the dataset. Such bias, whether 

intentional or unintended, highlights the need to account for language-specific tendencies 

when using AI for dataset corrections. 

 

Deletion of rows 

 

ChatGPT occasionally exhibited a tendency to delete one or two rows from the dataset. While 

this behavior was rare, it had significant consequences, as it skewed the dataset and caused 

many subsequent corrections to be invalid. To address this issue, the dataset was manually 

corrected to align with its original structure, leaving the skipped rows intentionally blank to 

preserve the overall format. 

 

Deletion of numbering column 

 

An often occurrence was a deletion of the first column with the numeric dataset row 

indications. The category of this column was not marked in the dataset, thus there was a 

chance that it was interpreted as unnecessary. However, deletion of this column skewed the 

whole dataset towards the first column making all other data interpretations incorrect. To 

mitigate that, an empty column was inserted to correct this deletion and formatting error. 

 

Inability to detect data type errors 

 

Multiple times it was noticed that ChatGPT fails to detect data type errors, for example detect 

string when numeric value was needed. While this is one of the easiest errors to notice for 

human eye, AI failed to consider this as an error.  
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6.3 Quality - Results of dataset enhancement 
 

Extracting Data from Web Tables or Knowledge Bases 

 

In this part of the experiment ChatGPT was tasked with extracting missing data for the 

columns [Province_Territory], [Commissioning], and [Total Project Capacity (MW)] from 

the original dataset website: “Open Canada - Wind Turbine Database” and the dataset it 

contains. Later, ChatGPT provided .CSV result file the enhanced dataset. Data of the result 

file was later tested with the analysis tool. The results of this task were as follows: an 

accuracy of detection of 92.5%, precision of detection of 68.5%, recall of 100%, and a failure 

rate of 86% in correctly entering the data. 

 

Accuracy Precision Recall Failure 

Rate 

92.5% 68.5% 100.0% 86.0% 

 

Despite these metrics, further analysis revealed significant issues with the AI’s performance. 

ChatGPT successfully filled the missing data for the first line of the dataset. However, for all 

subsequent lines, it replicated the values from the first line, creating duplicates. This 

systematic error led to some unintentionally correct entries. For example, in the 

[Province_Territory] column, the correct value “Alberta” appeared 15 times in the dataset. 

While only the first instance was intentionally correct, the remaining 14 were the result of 

this duplication error. 

 

Additionally, although most of the entries in the first line were accurate, the AI rounded the 

value for [Total Project Capacity (MW)] to "300" instead of the correct "298.8." This 

rounding decision was not explained by the AI and was inconsistent with the dataset's 

original values. The same rounded value was then duplicated across all lines. 

 

The AI also adjusted the precision of other data points, such as the [Latitude] and [Longitude] 

values, even though no instructions were given to modify these columns. For instance, it 

shortened the original value "50.0929015022411" to "50.0929015." This behavior suggests a 

potential system limitation in handling high-precision numerical data. 

 

In summary, ChatGPT demonstrated the capability to locate and access the dataset and 

partially extract accurate values for the missing columns. However, its systematic duplication 

of the first row, unexplained rounding, and unnecessary adjustments to unrelated data 

highlight critical limitations in its ability to handle data extraction tasks with the required 

precision and consistency. These results underscore the need for improvements in task-

specific capabilities and prompt refinement. 

 

Crawling Web Sources for Additional Information 

 

In Task 2.2, the AI tool was instructed to crawl web-based sources to find missing data for 

the columns [Province_Territory], [Commissioning], and [Total Project Capacity (MW)], and 

return the enhanced dataset in a .CSV file format. Unfortunately, this part of the testing did 
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not proceed as expected, with multiple failures to supply the requested .CSV file on the initial 

attempt. When the file was eventually retrieved through a separate request, ChatGPT 

acknowledged the issue, stating, “It seems I mistakenly referenced an attachment without 

actually providing the enhanced CSV file for download.” 

 

Upon examining the received data, it was evident that the AI tool managed to fill only a few 

lines of the dataset. Moreover, the entries were highly unusual, as they were positioned in a 

random order and appeared to be taken from arbitrary positions within the supplied dataset. 

For example, the data provided for the first line corresponded to line 45 of the supplied 

dataset, resulting in all six data lines being positioned incorrectly. 

 

In addition, the AI failed to provide accurate or consistent data in the [Commissioning] 

column. Dates were presented in inconsistent formats, with some entries containing only the 

year and others including both the month and the year. This lack of uniformity made the 

enhanced dataset unreliable for further use. 

 

When queried about the sources used for constructing the enhanced dataset, the AI provided 

the following explanation: 

 

    “No, the dataset enhancement I provided is an example with mock data and not the result 

of a complete search for all missing datapoints. To ensure all data gaps are filled for 

[Province_Territory], [Commissioning], and [Total Project Capacity (MW)], I need to 

thoroughly research each record using reliable web sources such as government and project-

specific websites.” 

 

This response revealed that ChatGPT did not conduct thorough research or use actual web 

sources to find the missing data. Instead, it supplied fabricated, or "hallucinated," data 

without issuing any prior warning or notice to indicate that the data was artificial. This lack 

of transparency presents a significant risk in scenarios where the authenticity of data is 

critical. 

 

Since all the data provided by the AI in this task was hallucinated and lacked any basis in 

real-world sources, the calculated performance metrics, such as accuracy, precision, and 

recall, were deemed meaningless. The results highlight the AI’s inability to conduct effective 

web crawling and its failure to distinguish between authentic and fabricated data, further 

emphasizing the importance of designing prompts and systems that prioritize accuracy and 

reliability. 

 

After further experimental testing ChatGPT was only able to fill 3 to 7 lines of data. Often, 

inconsistently and in different styles. 

 

Combining Extracted Data with Existing Datasets 

In this task, ChatGPT was instructed to take values from Dataset B and integrate them into 

Dataset A. Dataset A had missing values in the columns [Province_Territory], 

[Commissioning], and [Total Project Capacity (MW)], while Dataset B contained these 

columns along with additional identifiers [Project Name] and [Turbine Number]. The values 

in Dataset B were sorted by [Turbine Number] in ascending order, providing a clear sequence 

for integration. 

 



73 

 

Quantitative evaluation of the results showed an accuracy of 90.3%, precision of 59.6%, 

recall of 85%, and a failure rate of 86.3%. 

 

Accuracy Precision Recall Failure Rate 
90.3% 59.6% 85.0% 86.3% 

 

However, qualitative analysis revealed significant shortcomings in ChatGPT's performance. 

The AI tool failed to maintain the order of data and inserted values randomly, showing no 

ability to recognize or align data based on the [Turbine Number] column. Despite the 

presence of this column in both datasets, ChatGPT struggled to interpret and use it as a key 

for proper alignment. During the enhancement process, ChatGPT generated multiple errors 

and needed to "reinvestigate its approach," highlighting its difficulty handling the task. 

 

Additionally, in several instances, ChatGPT left data points blank without providing an 

explanation. These empty fields increased the number of false negatives, though this issue 

appeared to stem more from the data transfer process rather than the AI's recognition of 

missing data. This behavior suggests that the errors were procedural rather than indicative of 

a fundamental inability to identify gaps. 

 

Repeated attempts to transfer the data yielded similar issues. The AI consistently failed to fill 

all required data points, resulting in a dataset with randomly scattered values. Furthermore, 

ChatGPT often returned datasets in incorrect formats, such as mixed-up columns or omitted 

columns, directly violating the task instruction to "not alter the original structure of Dataset A 

during the integration process." 

 

In conclusion, the attempt to integrate data from Dataset B into Dataset A can be regarded as 

unsuccessful. The AI's inability to align data properly, its failure to maintain dataset structure, 

and the high frequency of errors underscore the limitations of ChatGPT in performing 

structured data integration tasks reliably. 

 

6.4 Transparency 
 

Explainability: 

ChatGPT-4o was capable of providing general explanations about its decision-making 

process when prompted. It could articulate the reasoning behind data corrections, often 

describing patterns it identified, such as formatting inconsistencies or outlier values. 

However, when systematic errors in AI-generated corrections were pointed out, ChatGPT-4o 

often provided generic excuses. Moreover, instead of addressing the root cause, it tended to 

default to rewriting the code while still overlooking similar errors of the same kind. This 

behavior indicated a lack of true self-reflection in error handling and an inability to 

systematically improve upon previously identified mistakes. 

 

Interpretability: 

The model was able to demonstrate good interpretability for accurate error detection and 

correction. However, when mistakes occurred, ChatGPT-4o was not able to explain their 

cause or provide an analysis of the code it generated that led to the error. Instead, it often 

lacked insight into the root of the issue, making it difficult to diagnose and prevent similar 

mistakes. 
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Traceability: 

ChatGPT-4o, while failing to execute multiple enhancement tasks, was able to provide 

sources when asked, often in the form of internet URLs. However, when hallucination was 

detected during one of the tests, the AI did not indicate it beforehand but later explained that 

the information was generated as a sample. Despite this clarification, it failed to explain how 

the "sample" information was created or what factors led to the decision to generate it, 

leaving the reasoning behind the fabricated data unclear. 

 

6.5 Adaptability 
 

Instruction Adaptation: 

ChatGPT-4o adapted well to precise task definitions, with some notable exceptions—on 

multiple occasions, it failed to generate the result file immediately, requiring additional 

prompting before providing it. 

 

General Settings: 

While ChatGPT-4o primarily relied on prompt-based adjustments, it was also available in 

multiple iterations of ChatGPT. These included ChatGPT-4 (GPT-4-turbo), a faster and more 

cost-efficient version of GPT-4 with similar capabilities, and ChatGPT-3.5, a lower-

capability free-tier model accessible to all users. ChatGPT-4o was the latest and most 

advanced model in OpenAI’s lineup at the time. 

 

Additionally, OpenAI introduced the ability to create custom versions of ChatGPT, allowing 

users to incorporate specific instructions, extra knowledge, and tailored skill sets. This feature 

presents a promising opportunity for adapting ChatGPT for data correction and enhancement, 

enabling more specialized and refined AI performance in structured data tasks. 
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7. Discussion 
 

The primary objective of this study was to develop a framework for evaluating the 

performance of generative AI tools in addressing data correction, enhancement, and 

augmentation tasks. Through an inductive research approach, the framework was designed 

and tested using structured experiments involving the Canadian Wind Turbine Database. This 

discussion focuses on the framework's design, its applicability, the experimental findings, and 

potential implications for future research and practical use. 

 

The proposed framework provides a structured methodology to assess AI tools’ ability to 

detect and correct errors, enhance datasets, and handle varying data complexities. By 

segmenting the evaluation into clearly defined metrics such as Accuracy, Precision, Recall, 

and Failure Rate, the framework ensures a comprehensive analysis of AI tools. The 

incorporation of confusion matrix logic further allows for granular insights into the AI's 

strengths and limitations. 

 

The modular design of the framework enables adaptability across different datasets and AI 

tools, making it suitable for diverse domains reliant on tabular datasets, such as business, 

healthcare, and energy. The use of distinct planes within the evaluation tool ensures 

traceability, enabling users to pinpoint specific areas where AI performance succeeds or 

falters. By focusing exclusively on tubular datasets, the framework aligns with real-world 

data analysis needs while maintaining clarity and precision in evaluation. 

 

Experimental Findings and Insights 

 

The application of the framework to ChatGPT revealed both its potential and its limitations. 

While the AI demonstrated high accuracy in detecting true negatives, the results highlighted 

significant challenges in handling complex errors and integrating external datasets. The 

experiments also exposed procedural errors, such as systematic duplication of values and 

unnecessary modifications to coordinates, emphasizing the importance of evaluating not just 

detection but also correction quality. 

 

The experiments confirmed that prompt specificity plays a critical role in AI performance, 

with more detailed instructions yielding higher accuracy and better outcomes. Additionally, 

the framework successfully captured the nuances of AI behavior, including biases toward 

certain data types and its difficulty handling structural inconsistencies. These findings 

validate the framework's ability to evaluate performance comprehensively and identify 

actionable areas for improvement. 

 

Implications 

 

The framework developed in this study offers a baseline for evaluating generative AI tools, 

but further refinement and expansion are necessary. While the experiments focused on 

ChatGPT, the framework is designed to be tool-agnostic, making it applicable to other 

generative AI models. Future research could explore its use across different AI systems, 

datasets, and domains to test its scalability and robustness. 
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The study also highlights the need for improved AI transparency. ChatGPT’s tendency to 

hallucinate data without issuing warnings underscores the importance of integrating 

mechanisms for identifying and flagging fabricated outputs. Incorporating such capabilities 

into AI tools would enhance trust and reliability, particularly for critical applications. 

 

For practitioners, the framework provides a practical methodology for evaluating AI tools in 

real-world scenarios. By offering a systematic approach to measure performance across 

multiple dimensions, the framework enables organizations to make informed decisions about 

deploying AI for data correction and enhancement tasks. Its reliance on established metrics 

ensures compatibility with existing evaluation standards while providing a structured path for 

future tool development. Additionally, the research give a practical outlook for current 

adoption of AI for data correction and enhancement. 

 

Literature contribution 

 

This thesis contributes to the academic discourse on the capabilities of generative AI and 

large language models (LLMs) in performing data wrangling tasks, addressing a key question 

in contemporary AI research. While prior studies [73] – [75][77][78] already have explored 

whether generative AI tools can manage data wrangling, this research also builds upon 

existing attempts to apply LLMs to data correction and wrangling tasks [73], offering a more 

structured and comprehensive evaluation framework. 

 

A significant contribution of this thesis lies in its comparative analysis of prompts and prompt 

engineering as experimented in other studies [72][73][76] in improving generative AI 

performance for data wrangling tasks. It also explores the impact of data size on the 

effectiveness of LLMs [189], providing valuable insights into the scalability and limitations 

of these tools. Furthermore, this study builds on Gonzalo Jaimovitch-López et al. study [73] 

suggests practical guidelines for integrating generative AI tools into data processing 

pipelines, addressing a pressing need for actionable strategies in the field. 

 

The thesis introduces a perspective by proposing the tailoring of GPT models with samples 

and tailoring functionality as an alternative to the literature on parameter-efficient fine-tuning 

(PEFT), as discussed by Zeyu Zhang et al. [75], and the discussion on descriptive 

instructions, as suggested by Skander Ghazzai et al. [74]. Unlike the approach taken by 

Haochen Zhang et al. [76], which converts data files into text for processing, this research 

maintains the structure of data files, allowing for a more direct and practical evaluation. 

Additionally, while prior studies, such as Zan Ahmad Naeem et al. [77], have focused on 

evaluating the ability of AI to suggest corrections, this research evaluates the AI's capacity to 

detect and correct errors within datasets, adding a complexity to the testing. 

 

Finally, this thesis offers a broader contribution by sharing lessons learned through its 

experiments, providing a practical foundation for future studies to build upon. These findings 

advance academic understanding of how generative AI tools can be evaluated and applied in 

real-world data wrangling scenarios, highlighting both their potential and their limitations. 
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Limitations and Future Directions 

 

While the framework is comprehensive, its focus on tubular datasets limits its application to 

other data types, such as unstructured or multi-modal datasets. Expanding the framework to 

include these formats could make it more versatile. Additionally, while the study applied the 

framework experimentally, further validation through broader datasets and user feedback 

would strengthen its applicability and generalizability. 

 

In conclusion, the proposed framework offers a significant contribution to the evaluation of 

generative AI tools, addressing a critical gap in systematic assessment methodologies. Its 

application demonstrated the strengths and weaknesses of AI in data correction and 

enhancement tasks, providing a foundation for optimizing AI-driven data analysis processes. 
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8. Conclusion 
 

General conclusion  

 

This research developed a framework for evaluating generative AI in data correction and 

enhancement, addressing challenges like noise, incompleteness, and inconsistencies in 

tubular datasets. Tested with ChatGPT and the Canadian Wind Turbine Database, the 

framework proved effective in assessing AI performance, identifying key limitations, and 

guiding improvements. 

 

Findings showed that while AI tools can automate data management, they struggle with 

complex errors, maintaining data structure, and integrating external datasets. The study 

emphasized the importance of prompt specificity and dataset complexity in AI effectiveness. 

 

The research also addresses the existing literature gap by reviewing existing AI evaluation 

metrics and benchmarks and integrating selected metrics into a structured framework for data 

correction and enhancement. To account for AI’s multifunctional nature, a mixed-method 

approach combining quantitative and qualitative assessments is proposed, ensuring a more 

comprehensive evaluation. Additionally, the study applies the framework to a real-world 

dataset, the Canadian Wind Turbine Database, revealing practical challenges that theoretical 

models often overlook. By analyzing AI performance in a real data environment, the research 

highlights limitations in handling inconsistencies, missing values, and error correction. 

 

Finally, this study contributes to standardizing AI evaluation approaches by developing a 

unified framework, enabling more consistent and comparable assessments of AI tools in 

structured data tasks. This approach ensures that AI evaluation moves beyond theoretical 

benchmarks, addressing practical data management challenges across various fields. The 

framework is tool-agnostic and scalable, applicable across various datasets and domains. 

While this study focused on tubular data, it sets the foundation for broader AI applications. 

Results highlight the need for transparency, error accountability, and task-specific 

refinements to ensure AI tools' reliability in real-world data analysis. 

Research recommendations 

 

The findings of this research highlight several areas where the proposed evaluation 

framework could be improved and expanded for broader applicability and greater usability: 

 

Adaptation for Different Dataset Types: 

While this study focused on tubular datasets, the framework could be adapted to evaluate AI 

tools working with other data formats, such as unstructured text, images, or multi-modal 

datasets. Expanding its scope would allow for a more comprehensive understanding of AI 

performance across diverse data challenges. 

 

Exploration of Simplistic and Automated Evaluation Tools: 

The current framework, while detailed, requires manual setup and analysis, which can be 

resource-intensive. Future iterations could incorporate automation, simplifying data input and 

metric calculation. This would make the framework more accessible and efficient, 

particularly for non-expert users. 
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Refinement of Task Complexity Levels: 

The classification of error complexity into three levels (D1, D2, D3) proved challenging to 

define consistently. Future work could explore alternative approaches to defining and 

categorizing complexity, such as dynamic task difficulty scaling based on specific dataset 

characteristics or AI behavior during testing. 

 

Investigation of Task Separation: 

The framework currently separates data correction and enhancement tasks into distinct 

experimental components. Future research could explore whether merging or redefining these 

tasks improves the clarity and practicality of evaluations. This might include tasks with 

overlapping objectives to better simulate real-world scenarios. 

 

Iterative Testing for Robustness: 

Additional testing across a wider variety of datasets and AI tools could provide deeper 

insights into the framework’s strengths and limitations. Iterative refinements based on these 

findings could enhance its robustness and generalizability. 

 

Scalability and Usability Improvements: 

Making the framework scalable for larger datasets and more complex evaluations while 

retaining usability should be a priority. Simplifying its design and enhancing its interface 

could help reduce the learning curve for new users and encourage wider adoption. 

 

Fine-tuning and customization of AI tool: 

Future research could explore fine-tuning, tools and plugins, and embedding external 

knowledge bases to enhance generative AI tools' capabilities for dataset wrangling. For fine-

tuning, OpenAI provides tools to adjust models, allowing to adapt ChatGPT's behavior and 

knowledge base. Tools and plugins can extend functionality by integrating specialized APIs 

or external systems, while embedding knowledge bases could enable contextual 

understanding and accurate data corrections, like giving more examples and possible 

corrections. These approaches offer promising ways to increase the adaptability and 

effectiveness of generative AI in real-world data processing tasks. 

 

By addressing these areas, the proposed framework can evolve into a more adaptable, 

efficient, and comprehensive tool for evaluating AI performance in data correction and 

enhancement tasks, ultimately advancing its applicability to diverse research and practical 

contexts. 

 

Application recommendations 

 

AI tools like ChatGPT-4o can detect and fix common errors but struggle with recognizing 

relationships between data points. Without explicit instructions, they fail to infer logical 

connections, making them unreliable for fully automated corrections. 

 

Providing instructions: 

Providing clear and structured instructions improves AI performance. Vague or ambiguous 

prompts often lead to inconsistent or incorrect outputs. AI is most effective when given well-

defined steps for data processing, ensuring it follows logical correction patterns rather than 

making assumptions. However, even with precise instructions, AI-generated corrections 
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require manual verification. Since AI lacks self-correction and traceability, reviewing its 

outputs is essential, particularly in cases involving large datasets or critical applications. 

 

 

Reliability: 

Using AI for correction does not guarantee reliability, as ChatGPT-4o correction is code 

based, it can introduce systematic errors in data corrections or formatting. Errors in the 

generated code can cause inconsistencies across datasets, making manual review and 

validation essential before applying AI-generated corrections. 

 

Using AI for data enrichment: 

AI struggles with data enrichment, often generating plausible but inaccurate values. If AI is 

used to fill missing data, verifying its logic and sources is crucial. In some cases, AI 

fabricates sample data without clear reasoning or announcement, making it necessary to 

assess whether the generated content aligns with existing dataset structures. Since AI does not 

always retain iterative improvements, refining corrections often requires re-prompting with 

more specific instructions. 

 

Approach: 

A hybrid approach that integrates AI with rule-based systems or human oversight can 

maximize accuracy. While AI can assist with initial error detection and correction 

suggestions, predefined validation rules ensure compliance with domain-specific standards.  

 

Ultimately, AI can be a valuable tool in automating parts of data correction, but it should not 

be used as a standalone solution. A structured workflow that includes human oversight, 

iterative refinement, and rule-based validation ensures more reliable and accurate data 

correction outcomes. 
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Appendix A – Less Commonly Mentioned Metrics 
 

• BLEU, ROUGE, and METEOR: Commonly used in natural language processing for 

evaluating the quality of text generation by comparing machine-generated text to 

reference human-written text. 

• Mean Absolute Percentage Error (MAPE): Useful in forecasting tasks to measure the 

accuracy of predictions relative to the actual values. 

• Wasserstein Distance and Energy Distance: Both used to compare distributions, 

relevant for tasks involving probability distributions or generative modeling. 

• Kullback-Leibler (KL) Divergence: Measures the difference between two probability 

distributions, often used in tasks involving probabilistic modeling. 

• Hallucination Rate: Specific to language models, this metric evaluates the rate at 

which a model generates incorrect or nonsensical content. 

• Utility and Fidelity: Assess how useful and faithful AI outputs are to the intended 

purpose or original data. 

• Latent Space Similarity (Ruzicka): Evaluates the similarity in the latent space 

representation of data, useful in generative modeling. 

• Human Evaluation: Involves subjective assessments of AI output quality, commonly 

used in tasks where automated metrics fall short. 

• Structural Similarity Index (SSIM): Often used in image processing to evaluate the 

perceived quality of images by measuring structural similarity. 

• Matthews Correlation Coefficient (MCC): Provides a balanced measure for binary 

classification, even with imbalanced classes. 

• Factuality: Evaluates the correctness of factual information generated by AI models, 

especially important in text generation. 

• Explainability and System Stability: Address the transparency and reliability of AI 

systems in providing consistent outputs. 

• Branch and Statement Coverage: Metrics used in AI systems involving code 

generation or program synthesis to evaluate how much of the code is covered. 

• Timeliness: Measures how quickly an AI system can deliver results, significant for 

real-time applications. 

• Grade-Based Evaluation (A, B, C, F): A more subjective metric that categorizes AI 

performance into different quality grades. 
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Appendix B – Prompting scripts 
 

Script experiment 1, difficulty level 1: 
 

You are provided with a mixed-type dataset in a .CSV file, containing multiple rows and columns. The data 

types include strings, dates, booleans, and arrays, among others. Your task is to thoroughly identify and 

correct all errors present in the dataset while adhering to the following requirements and guidelines: 

Understanding the Dataset 

• The dataset contains various types of errors spread across different columns. Errors may include (but are 

not limited to): 

Data Type Errors: Incorrect data types that do not match the expected data type for a column. Examples:  

A string instead of a date: "Text" appears in a column expected to store dates (e.g. "2023-11-01") or 

numeric values. 

A numeric value in a categorical column: 1234 appears in a column for customer names. 

A floating-point number where an integer is expected: 3.14 in a column expected to store whole 

numbers like 3. 

Data Entry Errors: Typographical mistakes or manual data input issues. Examples: 

Typographical error: "Appl", "Aplle", or "Applle" instead of "Apple". 

Transposition error: 54321 instead of the correct value 54312. 

Partial data: "New Yo" instead of "New York" in a city column. 

Duplicate Data: Identical records or partially overlapping data entries. Examples: 

Complete duplication: Two identical rows or columns. 

Partial duplication: Two records for the same person but with slight differences (e.g. "John Doe, New 

York, 30" and "John Doe, NY, 30"). 

Duplicate primary key: A unique identifier (e.g., 12345) appearing in multiple rows. 

Structural Errors: Issues such as mismatched column counts, incorrect formatting, or inconsistent 

structure within rows. Examples: 

Mismatched column counts: One row has more or fewer fields than the others. 

Incorrect formatting: A header row is included as part of the data (e.g. "Name, Age, Location" appearing 

mid-dataset). 

Misaligned data: Entries in the wrong columns, such as a phone number in an email field. 

Inconsistent Data: Conflicting or differently formatted data representing the same information (e.g. 

inconsistent date formats). Examples: 

Mixed date formats: "2023-11-25", "11/25/2023", and "25-Nov-2023" in the same column. 

Inconsistent capitalization: "Apple", "APPLE", and "apple" in a product name column. 

Conflicting labels: "NY", "New York", and "N.Y." representing the same location. 

Incorrect Data Values: Values that fall outside of expected ranges or logical constraints. Examples: 

Out-of-range value: 200 for an age field where a maximum of 120 is expected. 

Logical inconsistency: A birth date of "2025-01-01" for a record created in 2024. 

Invalid identifier: A product ID 9999 out of 800 possible. 

Missing Data: Null or empty values. Examples: 

Completely empty fields: A column with numerical data with blank entries. 

Null values: purposely empty values must be left blank 

Skipped entries: Partial records with missing essential fields like names or IDs. 

Outliers and Anomalies: Data points significantly different from the rest, potentially indicating errors. 

Examples: 

Extreme numeric value: A salary value of 1,000,000 in a dataset where most salaries range between 

30,000 and 80,000. 

Geographic outlier: A latitude value of 0,0 (Null Island) for a customer address. 

Anomalous category: "Purple Elephant" in a column for vehicle types. 

Data Integrity Violations: Issues related to relationships and referential integrity between data elements. 

Examples: 

Missing or Inconsistent Primary Keys: Two lines share the same line number. 

Poorly Executed Rules or Functions: for example - data column named "VAT 15%, but function 

contains 20%. 

References To Other Tables Are Corupted. 

Other errors 

Detection and Correction 
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• Identification and Validation in steps: 

Step 1: Identify and fill missing values in numeric and categorical fields. Use reasonable defaults, such 

as the mean for numeric fields or leave datapoints empty for categorical fields if information cannot be 

extracted from the dataset. 

Step 2: Correct formatting inconsistencies across all fields. For example: Ensure dates follow a 

consistent format. 

Step 3: Remove duplicate rows or columns based on unique identifiers and summarize how many 

duplicates were removed. 

Step 4: Verify logical consistency across related fields. 

Step 4: Check for other errors that were not defined in the task but are known to you. 

Step 5: Check if not mistakes or hallucinations were made. 

Step 6: Export your output in requested format. 

 

Correction Strategy: 

Correct data type mismatches through conversion or replacement (e.g. converting a string to a date 

format). 

Rectify data entry errors based on context or likely intended values (e.g. typos). 

Deduplicate records as appropriate, ensuring relevant information is retained. 

Address structural inconsistencies through schema validation and adjustments. 

Standardize inconsistent data formats and resolve conflicting information. 

Handle incorrect data values based on logical rules or domain-specific knowledge. 

Impute missing data where possible, using suitable strategies such as mean, median, mode, or domain-

specific estimations. 

Identify and resolve outliers using statistical techniques, and justify any removal or changes made. 

Ensure data integrity and compliance with any implied relationships or constraints. 

Make a check if no interdependencies exist between datapoints and make corrections accordingly 

Ensure that numeric fields match logical constraints 

Expected Output 

• Output the corrected data as a .CSV file. 

Tools and Methodologies 

• Use any tools or methodologies that you find appropriate, such as scripting languages (Python, R, etc.) 

or data cleaning libraries. 

• There are no restrictions on tools, but solutions must be justifiable and reasonable. 

Documentation 

• Provide a summary of the steps taken to identify and correct errors. 

• If assumptions were made during corrections, clearly state them. 

• Where possible, include before-and-after examples of major corrections. 

 

Script experiment 1, difficulty level 2: 

 
You are provided with a mixed-type dataset in a .CSV file, containing multiple rows and columns. The dataset 

may contain various data errors that are distributed across different columns. Your task is to identify and correct 

all errors while adhering to the following general guidelines: 

Understanding the Dataset and Errors 

• The dataset contains potential issues, such as: 

Data Type Errors: Mismatches between the expected data type and the actual values (e.g. strings where 

dates are expected). 

Data Entry Errors: Typographical mistakes or inconsistent formatting (e.g. Typographical error: 

"Appl", "Aplle", or "Applle" instead of "Apple"). 

Duplicate Data: Multiple entries that may require deduplication (e.g. strings where dates are expected). 

Structural and Format Errors: Issues such as inconsistent data structure, varying lengths of arrays, etc 

(e.g. Misaligned data - Entries in the wrong columns, such as a phone number in an email field). 

Missing Data and Null Values: Gaps in data that should be filled or handled appropriately (e.g. 

Completely empty fields: A column with numerical data with blank entries). 

Outliers and Inconsistent Data: Values that are statistically unusual or formatted inconsistently (e.g. 

Extreme numeric value: A salary value of 1,000,000 in a dataset where most salaries range between 30,000 and 

80,000). 

Other errors 

Detection and Correction Requirements 
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• Detect all errors using appropriate checks (e.g. type validation, deduplication techniques, statistical 

methods). 

• Correct each identified error using reasonable and contextually appropriate methods (e.g. data type 

conversion, fixing typos, deduplication). 

• Retain the original data structure: Do not introduce new columns or modify the overall shape of the 

data. 

• Missing data should be addressed using a suitable approach, such as imputation or contextual 

adjustments. 

Procedure in steps 

• Step 1: Identify missing values and fill them appropriately. 

• Step 2: Correct formatting inconsistencies, such as ensuring numeric values are rounded to two decimal 

places and text is consistently capitalized. Provide a summary of your corrections. 

• Step 3: Remove duplicates and verify that all fields meet logical constraints 

• Step 4: Check for other errors. 

• Export the results. 

 

Expected Output 

• Output the corrected dataset as a .CSV file. 

Tools and Methods 

• There are no restrictions on the tools you may use (e.g. scripting languages, data cleaning tools). Use 

any approach that suits the data correction task. 

Documentation  

• Provide a brief explanation of key errors found and the general approach used for correction. 

• Any assumptions made during corrections should be stated. 

 

Script experiment 1, difficulty level 3: 

 
You are provided with a mixed-type dataset in a .CSV file, containing 50 rows and 16 columns. The dataset may 

contain a range of errors distributed across different columns, such as data type mismatches, data entry errors, 

duplicates, missing values, and outliers. Your task is to identify and correct all errors using any approach you 

deem appropriate. The original data structure must be preserved: no new columns should be added, and the data 

format must remain consistent. 

Requirements: 

• Detect and correct all errors in the dataset. 

• Use any methods or tools you prefer to identify and resolve issues. 

Output the corrected data in a .CSV file. 

 

 

Script experiment 2 task description 2.1: 
 

Extract missing data for the columns [Province_Territory], [Commissioning], and [Total Project Capacity 

(MW)] from the original dataset website: https://open.canada.ca/data/en/dataset/79fdad93-9025-49ad-ba16-

c26d718cc070 and the dataset that it contains. Ensure the retrieved data matches the format and structure of the 

provided dataset. Provide only verified entries from the source. 

Return me the enhanced dataset in .CSV file. 

 

Script experiment 2 task description 2.2: 
 

Crawl web-based sources to find missing data for the columns [Province_Territory], [Commissioning], and 

[Total Project Capacity (MW)]. Focus on reliable sources such as project-specific or government websites. 

Extract relevant values and ensure they are formatted consistently with the provided dataset. 

Return me the enhanced dataset in .CSV file. 

 

Script experiment 2 task description 2.3: 
 

Combine Dataset B with Dataset A to fill in missing values in Dataset A. Ensure that the data sequence and 

formatting of Dataset A are maintained. Do not alter the original structure of Dataset A during the integration 

process. 

Return me the enhanced dataset in .CSV file.
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Appendix C – Data Difficulty Evaluation Criteria 

 

Rank 
Data Error 

Type 
Detection 
Difficulty 

Resolution 
Difficulty 

Overall 
Difficulty 

Level 
Example 

1 
Data Type 
Errors 

Easy Moderate 
Easy to 
Moderate 

Text Instead of Numeric ["12", "45", "Thirty", "60"], Different itme formating ["2024-11-25", "11/25/2024", "25-
11-2024", "InvalidDate"], Boolean Misrepresentation [True, False, "Yes", "No", 1, 0], Mixed data types [23, 
"NaN", "Unknown", 45], Integer Instead of Floating-Point [1, 2, 3] instead of [1.00, 2.35, 3.67] 

2 
Data Entry 
Errors 

Easy to 
Moderate 

Moderate Moderate 
Typographical Errors ["Appl", "Aplpe", or "Applle" instead of "Apple"], Transposition Errors ["Jonh" instead of 
"John"], Incomplete Data ["New Y" instead of "New York"], Invalid Data Format ["25-11-2024" entered as 
"25112024"], Punctuation and Spacing Errors 

3 
Duplicate 
Data 

Moderate Moderate Moderate Duplicate datapoints, Duplicate lines, Duplicate Columns 

4 
Structural 
Errors 

Moderate 
Moderate to 
Difficult 

Moderate to 
Difficult 

Misaligned Columns ["John, 1990-01-01, New York" instead of "John, New York, 1990-01-01"],  Inconsistent 
Column Naming ["Customer Name", "Name", and "Full Name"] 

5 
Inconsistent 
Data 

Moderate Difficult 
Moderate to 
Difficult 

Inconsistent Naming Conventions ["NY", "New York", "N.Y."], Different Units of Measurement ["5 miles" and "8 
km"], Mixed Capitalization ["Apple", "apple", "APPLE"], Inconsistent Categorical Labels ["Married", "M", 
"Single", "S"], 

6 Incorrect 
Data Values 

Moderate Difficult Moderate to 
Difficult 

Out-of-Range Values [Age: 200 instead of a realistic value (e.g., 25)], Impossible Dates ["2023-13-01"], Logical 
Inconsistencies [A birthdate of "2023-01-01" and a recorded age of 30 in 2024], Negative Values Where They 
Don't Apply [Salary: "-5000"] 

7 Missing Data Moderate Difficult 
Moderate to 
Difficult 

Completely Missing Fields or Datapoints 

8 Outliers and 
Anomalies 

Difficult Difficult Difficult Extreme Values [Temperature: -100°C where others are in  range -10°C and 40°C], Punctuation Outliers 
[100,00 instead of 100.00], Spatial Anomalies [GPS coordinate showing "0, 0"] 

9 
Data Integrity 
Violations 

Difficult Difficult Difficult 
Missing or Inconsistent Primary Keys [Two lines share the same line number], Poorly Executed Rules or 
Functions [for example: data column named "VAT 15%", but function contains 20%], References To Other 
Tables Are Corupted 


