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Propositions
accompanying the dissertation

MODULAR TIME-OF-FLIGHT IMAGE SENSOR FOR LIGHT DETECTION AND
RANGING
A DIGITAL APPROACH TO LIDAR

by

Augusto RONCHINI XIMENES

1. Access to cutting-edge technology an essential ingredient to complex designs, es-
pecially when in-situ processing is needed (Chap. 2).

2. Physical constraints and optical setups play a much more important role in active
sensing than the sensor itself (Chap. 3).

3. Precise timing measurement is very difficult to achieve: the earlier in the process
it can be obtained, the more robust the system is (Chap. 4).

4. An effective circuit resource reuse can greatly improve the system performance;
3D-stacking technology in this respect is essential (Chap. 5).

5. Depth sensing can greatly benefit from digital circuits that are automatically syn-
thesized (Chap. 6).

6. PhD candidates should not be bounded by normal university opening hours.
7. In general terms, a good PhD project should not require more than two tapeouts.

8. Complex system designs, such as direct time-of-flight, often requires complex met-
rics for evaluation and comparison; those are rare in literature.

9. The success of a PhD thesis is exponentially proportional to the quality of the
group where it is developed.

10. A well-guided PhD project can motivate and produce excellent work; the contrary
is equally true.

These propositions are regarded as opposable and defendable, and have been approved
as such by the promotor prof. dr. E. Charbon and prof. dr. R. Bogdan Staszewski.
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SUMMARY

Constant increase in data processing efficiency has enabled, among many other things, the
intensive use of depth mapping technologies. Consumer applications, such as gaming, aug-
mented and virtual realities (AR/VR), and other human-machine interfaces, are typically
based on intensive image processing, either by triangulation and/or structured light, which
has limitations on speed, resolution, range, and robustness to background noise. On the
other hand, TOF depth sensing has been investigated in the academic and industrial engi-
neering communities for several years, as an alternative to solve such restrictions, and few
products are emerging. Direct time-of-flight (dTOF), specifically, requires more elaborate
detectors and data processing, but it has the potential of reaching much longer distances at
higher speed and accuracy, with the advantage of being robust to high background noise,
making it suitable for space, automotive and consumer applications.

One known drawback of dTOF, however, is data volume. For instance, automotive
applications require over 100 m range, only few centimeters accuracy, and multiple mea-
surements for a reasonable precision, which produce data rates that can reach tens or even
hundreds of Gbps, in large sensors, thus setting processing constraints to even very effi-
cient GPUs, as well as chip readout capability. It is essential to provide as much on-chip
processing as possible, in order to reduce data throughput, thus reducing power consump-
tion and speeding up processing time. Some architectures have been proposed attempting
to solve this problem, but the required memory renders them only feasible for an SiPM,
single-pixel approach. Another known issue with light detection and ranging (LiDAR) is
regarding the interference of multiple systems on each other. A software-based approach
has been implemented, but requiring intensive post-processing resources.

In this thesis, a novel approach for on-chip processing is proposed. With the use of
cutting-edge 3D-stacking technologies, more flexibility and computational power can be
spent on the chip, while not compromising fill factor. A novel proposal for dealing with
external interferes is introduced, as well as novel phase/frequency locking solution at the
sensor level, as a reference for timing measurements.

xi






INTRODUCTION

Often, the less there is to justify a traditional
custom, the harder it is to get rid of it.

Mark Twain

In this introductory chapter, an overview on the different aspects of time-resolved imaging
will be discussed, including the different approaches, with respect to their basic system op-
erations, technical benchmarks, and the current commercial scenario for the applications.
The aim is to provide the reader with the basic technical background to follow the disserta-
tion development and to justify the reasons why this work is relevant for the field. Moreover,
in this chapter, the dissertation structure and organization will be discussed, as well as the
goals set.



2 1. INTRODUCTION

1.1. INTRODUCTION

EPTH sensing technology is a broad definition that relates to the ability of obtaining

distance measurement to targets in its field-of-view (FOV). Different technologies are
capable of providing distinct information and resolution, by direct depth measurement or
through a series of software estimations. With certain overlap or in a completely comple-
mentary fashion, each solution is adopted depending on the application.

Nowadays, automotive applications are among the most stringent and demanding. Depth
sensing is required to support some level of driving assistance and/or for complete driving
autonomy. It is believed that its requirements of robustness and reliability can be met not
by a single sensor, but only by a set of complementary technologies [1]. Light detection
and ranging (LiDAR) is believed to be an essential technology to enable such applications.

1.2. DEPTH SENSING TECHNOLOGIES

The main depth sensing technologies are categorized as shown in Figure 1.1. These tech-
nologies are all based on electromagnetic energy, but they are denominated differently de-
pending on the wavelength (or frequency) used. In optical sensing, the energy involved can
be treated as waves or particles, which are, once again, characterized with a different name,
depending on their relation with the depth estimation.

Depth sensing

1 v 2
[ Ultrasound ] [ Microwave ] [ Optical ]
! !
( SODAR ) | RADAR )
¥ 2
[ Stereoscopic vision ] [ Structured Light ] [Time-of-flight (T OF)]

|
¢ Y
( indirect (TOF) | [ Direct (dTOF) |

Figure 1.1: Depth sensing technologies: target of this thesis in bold text.

The focus of this thesis is on direct time-of-flight ({TOF) imaging. It is based on il-
luminating the scene with a periodic, short train of pulses of light, and by measuring the
time passed during the round trip of the light, between emitter, target, and receiver. By
accumulating multiple events into a histogram, the depth can be reconstructed.

Several other approaches of time-resolved imaging are available. Indirect time-of-flight
(iTOF) is another hardware-based depth estimation, where a modulated light source is used
to illuminate the scene, where the captured intensity is used to estimate the phase offset
between the emission and detection and, consecutively, the depth; it is commonly used
in short-range LiDAR and RADAR. Among software-based depth estimation, the most
common are stereoscopic vision and structured light; in the former, two cameras provide
slightly different RGB images that are digitally processed, and a depth perception can be
obtained from parallax extraction; in the latter, a patterned light (typically an array of small
dots or stripes) is shone onto the scene and depending on the reflection, i.e. size and shape
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of the returning pattern, a depth can also be estimated.

Hardware-based depth estimations are more accurate, precise and faster, but they re-
quire an active illumination with a certain specific conditions, which are typically expen-
sive. Software-based detections are cheaper, but lack precision, range, accuracy and robust-
ness to environment conditions, while requiring more post-processing, which implicates in
the speed and power consumption. DTOF provides the best speed and resolution, but the
overall system cost could still be an issue.

In order to diminish the main disadvantage of dTOF, CMOS technology is making its
way into the market (in the past, it was dominated by III-V devices), driven by other mass-
produced hardware technologies, including the same platforms that RGB CMOS image
sensors are designed, which will eventually drive the overall cost of dTOF systems down.

In this dissertation, different aspects of dTOF image sensors are discussed, some paradigms
revisited and different hardware approaches proposed. Moreover, an overview of different
applications will be examined, but focus will be given to LiDAR applications using CMOS
technology.

1.2.1. APPLICATIONS
Time-of-flight imaging can be found applicable in many different fields. In the next sec-
tions, some of the current applications are briefly described.

AUTOMOTIVE

As briefly mentioned before, and as the main focus of this thesis, automotive applications
are the main driver for time-of-flight depth sensing technologies. The reasons are robust-
ness to background illumination and depth reconstruction speed, while requiring very light
image processing. Driving assistance requires the knowledge of environmental conditions
where the vehicle is navigating, including other vehicles, pedestrians, road obstacles and
urban signs. Most importantly, detecting transient and unexpected obstacles reliably and
rapidly is the main challenge.

AUGMENTED AND VIRTUAL REALITY (AR/VR)

A new application in the scope of this thesis is related to AR/VR. More specifically for
AR, where a layer of digital information is overlapped over the real world, it is essential
to locate real objects in space, with millimeter precision. Up-to-date, software-based depth
estimation is used, since it requires either regular RGB cameras or well-established tech-
nologies. However, it requires high power consumption and data processing which might
not be viable for small form factor devices.

DTOF technologies take advantage of very little data processing, which speeds up the
depth acquisition, and are able to operate under low light, as well as high background noise.
Moreover, more processing on the sensor level can enable lower power consumption and
reduce overhead processing power.

POSITRON EMISSION TOMOGRAPHY

Positron emission tomography (PET) is a nuclear medicine imaging technique where pa-
tients are injected with radiopharmaceutical compounds, which are labeled with a short-
lived radioactive tracer isotope, that tend to concentrate in cancerous cells, in a very early
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stage of abnormal activity. As these radioisotopes undergo positron emission decay, they
emit protons that are shortly combined with surrounding electrons, which during the anni-
hilation process generate pairs of gamma photons in opposite directions (180°), as sketched
in Figure 1.2 (a). The pairs of gamma photons are then detected by opposite sensors, where
data post-processing identifies coincident events, thus obtaining the emitter’s position (i.e.,
the cancerous cells), recreating a 3D map of the abnormal sample, as depicted in Figure 1.2

(®) [2].

et

Radioisotope'C

= =

'—»00

l(b)

Decay

Gamma-ray
Positron

[ J Electmn

Cnrrelator

()

Gamma-ray

PET detector

(a) (b)

Figure 1.2: PET application: (a) operation principle; (b) abnormal cell image identification [3].

Historically, the detectors were constructed by crystal scintillators, coupled to photo-
multiplier tubes (PMTs). The crystals convert incoming gamma photons into visible pho-
tons, which are then amplified and detected. More recently, PMTs are being replaced by
solid-state elements, through arrays of digital and analog silicon photomultipliers (SiPMs) [4].
To exploit the Fishburn-Seifert lower bound [5] in timing resolution, a large number of pho-
ton timestamps must be generated, typically performed through multi-channel digital SiPM
(MD-SiPM) [6], requiring similar dTOF sensors for time stamping and photon counting.

FLUORESCENCE LIFETIME IMAGING

Fluorescence imaging [7] is a technique that has been adopted in various scientific fields,
specially for mapping chemical and biological interactions at molecular level, since the life-
time of a fluorophore depends on its environment but not on its concentration, thus allowing
the investigation of its composite, independently of the, usually unknown, concentration of
the fluorophore. Fluorescence techniques are noninvasive and generally nondestructive,
and thus can be applied to live specimens. The development of fluorescence techniques
has especially benefited from the introduction of multidimensional microscopy techniques,
where data over three spatial dimensions and different wavelengths can be obtained, includ-
ing time and the polarisation of light.

Apart from the the spatial distribution of the fluorescence intensity and spectrum, a
decay function is also present. It occurs when a molecule absorbs a photon and it enters an
excited state, from which it can return to the ground state by emitting a photon, This photon
emission is the result of internal conversion of the absorbed energy into heat, transfer of
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energy to its molecular environment, or state change (into a triplet state and return to ground
state) [8]. For a homogeneous population of molecules, the resulting fluorescence decay is
a single exponential function, whose time constant is the fluorescence lifetime, which is the
reciprocal sum of the rate constants of all possible return paths. Multiexponential behavior
can also be present, which requires more elaborate post processing to efficiently reconstruct
the lifetime. The rate constants, and thus the fluorescence lifetime, depend on the type of
molecule, its conformation and on the way the molecule interacts with its environment.

‘2% | [lterative convolution and fit
s (run in all pixels) —» Decay parameters
Colour ——»

.. Photons in time channele |
F ’ ” = Photon number
Model function T eme.

i . et Brightness —»
_._,,_-'__-._._‘.f convaluted with IRF } o

=

Figure 1.3: Time-resolved FLIM data analysis [7].

Recently, fluorescence lifetime imaging microscopy (FLIM) has become a practical
alternative to fluorescence intensity thanks to affordable pulsed laser sources and counting
electronics. This type of imaging requires time-resolved measurements and single-photon
detection, which is one of the possible applications of the sensors designed in this thesis.
An example of FLIM reconstruction can be seen in Figure 1.3. It is possible to compare a
regular (RAW) intensity image with FLIM information. In FLIM, different lifetimes can be
associated with different structures of the cell, serving as a practical and useful tool for live
sample analysis.

QUANTUM RANDOM NUMBER GENERATOR

Digital operations are a big part of our daily life. They are present in low levels of commu-
nication and system authentication, as well as high-level digital transactions, which require,
due obvious reasons, a certain level of security. Typically, these operations are performed
through a set of cryptographic operations, which is a mathematical function used in the en-
cryption and decryption, throught the use of a key. The security of encrypted data is entirely
dependent on two things: the strength of the cryptographic algorithm and the secrecy of the
key. Cryptography can simply be described as “the art and science of keeping messages
secure” [9].

Random number generators (RNGs) are a very important aspect in the generation of
the key. Random number generation can be defined as the generation of a sequence of
numbers, which cannot be predicted better than with a random chance[10]. By having
random numbers, systems can be secured and privacy can be guaranteed. The quality of the
RNG will contribute to determine the level of security of the cryptographic process.

RNGs can be distinguished in two categories; pseudo-random number generators (PRNGs)
and true-random number generators (TRNGs). Pseudo-random number generators make
use of mathematical implementations of functions whose statistical properties are the ones
of a random distribution, while TRNGs make use of physical sources of entropy, which are
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unpredictable and thus intrinsically safe. Thus, all strong cryptography requires TRNGs to
generate keys, which is why it is important to have true random number generators.

Single-photon detectors (such as SPADs) have been exploited due their quantum na-
ture [11, 12], as a source of true random generators, and it is one of the possible applications
of the circuits and devices covered in this thesis.

1.2.2. OPTICAL SENSING TECHNOLOGIES

Depth sensing is a very broad term that accounts for a collection of techniques that are
used to estimate and/or measure the distance between sensor and objects, in order to create
1D (single-point distance) or 3D (2D array + 1D depth) maps. Next, an overview of the
many technologies used for depth sensing will be described, and a justification made for
the technology used throughout this thesis.

STEREOSCOPIC VISION

Stereoscopic vision is in general used for systems based on triangulation to estimate a point
in a 3D space, giving its projection onto two (or more) images. It mimics our own human
vision, based on two eyes that acquire two different images, which are then processed by
the primary visual cortex, in the back of the brain, in order to provide depth perception.
Figure 1.4 (a) shows a simplified sketch of the vision system in humans.

Right Camera

()

Figure 1.4: Stereoscopic vision system: (a) human biological vision; (b) machine triangulation vision.

This is one of the most intuitive and commonly used depth sensing technologies, largely
due to its hardware simplicity, since no special sensor or illumination is required. In fact,
these systems are often passive, thus no source of light whatsoever, simply implemented
via regular image sensors (CMOS or CCD), connected to image processing hardware.

A typical stereoscopic depth sensor is depicted in Figure 1.4 (b). Unlike our brain,
powerful and efficient image processing algorithms can not only provide depth perception
but also accurate distance estimations.

The main advantages of such systems is that, as mentioned before, it uses inexpensive,
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off-the-shelf components. They are also designed to see colors, allowing important scene
information to be processed accordingly (such as traffic lights, for example).

STRUCTURED LIGHT

Structured light is another popular ranging technology based on image processing. It con-
sists on generating a signal pattern onto the target (typically in the near infrared — NIR —
wavelenghts ) and, by measuring the pattern deformation, the depth and shape can be esti-
mated, whilst different patterns can be used, from stripes to dots. It has been widely used
for human-machine interface (HMI), commonly adopted in the gaming industry, where the
most famous example is the Kinect system, for Microsoft’s XBOX game consoles [13]. An-
other, more recent example of such systems, is the FacelD, used in the iPhone, from Apple
Inc. [14]. Figure 1.5 shows some examples of such technique.

(@) (b)

Figure 1.5: Structured light system: (a) dot projection; (b) reconstructed depth image [15].

Since such systems require their own illumination, they are very robust in dark envi-
ronments, not relying on natural light to operate. However, under high background light,
the signal-to-noise ratio (SNR) becomes very low, thus compromising system performance.
Typically, such systems are used indoors and at short distance (up to few meters), not being
able to handle outdoor operations.

TIME-OF-FLIGHT — TOF
The sensing technologies covered before are all based on depth estimation via software,
which is advantageous when image processing capability is available. However, the pre-
vious techniques are based on the intensity, which is subject to external conditions, thus
being less effective in low light, due to lack of photons, and high background light, due to
sensor saturation. Moreover, accuracy depends on the distance to the target, as well as the
sensor physical construction, as discussed before. Moreover, software based estimation is
typically slow and power hungry, a bottleneck for some applications.

Time-of-flight, however, is an active technique, based on hardware measurements, which
consists on using travel time to calculate the target distance to the sensor. It relies on the
propagation of waves or pulses of light, traveling through a medium (air, vacuum, water,
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etc.) and bouncing back from the target. Depending on the specific technique to calculate
the depth, different classes of TOF are used, known as indirect or direct.

Indirect time-of-flight (iTOF) is a technique where the sensor operates in an intensity
mode. A known and modulated optical signal is applied onto the scene and, by integrating
it in different windows, the phase of the returning signal can be calculated. The phase
difference between the source and target is then used to calculate the time-of-flight, which
can be translated to the absolute target distance. The signal can be modulated using a
sinusoidal wave or a pulse [ 16—18]. The concept is shown in Figure 1.6 for a sinusoidal and
pulsed operation, for sub-figures (a) and (b), respectively.

A A
2 T
g
= / ) Emitted
- - d .
/ TOF Rsfgelved
Time Time
\"'A \ A
W W
W3 W3
\'A W
(@) (b)

Figure 1.6: Indirect TOF system: (a) Sinusoidal modulation; (b) Pulsed modulation.

By integrating the photons over different windows, distance can be calculated by [19]:

C3-C
dgine = ¢ -arctan( 3 1)

% Cy—C
fmod 4 2 (1.1)
d — arctan(CS_Cl)
pulse — ZTp Ci-Cy

where c is the speed of light, f;,04 is the sinusoidal modulation frequency, T}, is the signal
pulse width, and C;._ 4 are the accumulated intensity over the windows Wj_4. The arctan
provides the phase difference and, by calculating the difference of integrated counts over
multiple windows, the background noise can be canceled, while the target reflectivity is
compensated for by the ratio of integration windows. This technique is widely used, espe-
cially for consumer applications, where indoor and short-range conditions are applied.

One of the drawbacks of such techniques is related to the modulation frequency. Since
the resolution is proportional to the modulation frequency, the higher the modulation fre-
quency, the higher the precision. However, the maximum unambiguous range is inversely
proportional to modulation, setting a relation between maximum range and precision [20].
This trade-off can be somewhat compensated for by constantly changing the modulation
frequency and providing a post-processing calculation [20].

Another important property of such mechanism is that iTOF operates as an intensity
sensor. Thus, the signal over the background noise (SNR) must be higher than the sensitivity
of the sensor. This means two things: the illumination system requires a high optical power
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and/or the background noise cannot be too high. These limitations reflect on the maximum
range, so far not higher than few meters [18] and/or high optical power, in the range of
several hundreds of milliwatt [20].

Direct time-of-flight (dTOF) is the focus of this thesis. Differently from iTOF, it con-
centrates the light energy within a short time. It consists on the generation of a packet of
photons, through a short pulse of laser or LED, and the direct calculation of the travel time
of those photons to the target and back. Then, a technique called time-correlated-single
photon counting (TCSPC) [21, 22] is used to accumulate multiple events into a histogram,
in order to identify the target peak location over a typically uniform distributed background
noise. The concept is presented in Figure 1.7 (a) and an example histogram is shown in
Figure 1.7 (b).
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Figure 1.7: Direct TOF system: (a) architecture; (b) TCPSC histogram.

From the histogram of Figure 1.7 (b), the mean value of the returning light, of the signal
peak location, can be used to calculate the absolute distance to the target, by the simple
relationship of the speed of light and the histogram bin resolution, related to the least-
significant bit (LSB) of the time-to-digital converted (TDC) used to measurement the travel
time, such as:

dlk] = g - TDCpgs - hik, (1.2)

where c is the speed of light (= 3- 108ms™2), TDCrgs is the TDC resolution, in seconds,
and h[k] is the histogram bin in which the peak is located. More advance techniques, using
data fusion and convolution neural networks (CNN), can be used to obtain the distance with
better accuracy by locating the histogram peak with sub-bin accuracy.

This technique allows the system to operate under very low signal-to-noise ratio (SNR),
depending on the laser pulse width and other sources of uncertainty. In other words, it
means that the system is more robust to higher background illumination and/or requires
less average optical power, thus reducing overall power consumption, while maintaining
the precision independent on the target distance. The system is potentially much faster
than software-based estimation, since it does not require elaborate image processing (only
histogram), while consuming less power. Another important feature of dTOF systems is
the time correlation between the incoming photons, which can allow a smarter detection,
potentially filtering out noise [23, 24]. More details will be discussed throughout the thesis,
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more specifically during modeling in Chapter 3, and the sensor implementation in Chapter
6.

1.3. TECHNOLOGY IMPROVEMENTS

CMOS technology has always benefitted from technology node advances. Driven by digi-
tal circuits, the transistor node has been reduced continuously since its initial commercial
implementation in the 70’s. The use of CMOS for image sensors has also allowed the re-
duction of the pixel size down to the theoretical limit of 0.7um, since it is the upper limit of
the detectable spectrum (red color — about the visible wavelength of 700 nm), where smaller
pixels cannot provide better spatial resolution.

1.3.1. SMALL SPADS

Similarly to regular RGB sensors, it is desirable to reduce SPAD-based pixel sizes, so more
pixels per area can be obtained, providing a higher resolution image with a small sensor
size. However, SPADs require several structures for correct operation, in special guard-
rings (GR), which are required to prevent premature edge breakdown. As a result, SPADs
are geometrically less efficient and thus suffer from low fill factor. Up to now, the smallest
fabricated SPAD has a pitch of 7.83um, sharing the same n-well, reaching a maximum of
45% fill factor [25]. The sensor also features an opaque deep trench isolation (DTI) so as to
reduce potential optical crosstalk.

Apart from the insensitive regions of the SPAD themselves, in a monolithic implemen-
tation, where the SPAD shares the pixel area with the electronics, the fill factor is severely
degraded. An important move from old technologies to more advanced CMOS nodes have
been pushing the reduction of the electronics area within the pixel, allowing more area to
the SPAD, from about 1% in 0.8um [26] to about 35% in 65 nm. In addition, process shrink-
ing provides certain advantages in terms of timing resolution and power consumption, as
well as a more cost-effective fabrication. In general, however, reducing feature size has
negative effects on SPAD performance due to higher doping concentrations resulting in a
narrower depletion region. As a result, higher tunneling-based dark count rate (DCR) and
lower photon detection probability (PDP) are generally to be expected.

1.3.2. 3D-STACKED TECHNOLOGY

Typically, the technology process that guides the detectors design requires extensive opti-
mization, which can include different doping profiles and extra mask generation, otherwise
a poor performance is inevitable. When the readout circuit, which is designed in a regular
CMOS, is placed at the same die as the detector, the detector performance is somewhat
compromised. This trend becomes even more pronounced in small node technologies, due
to shallow and highly doped implantation.

Moreover, SPADs require a certain insensitive structure to function properly, which
reduces their active area further. Figure 1.8 shows a comparison of fill factor (detector
sensitive area over pixel area) for different technologies. As we see by shrinking technology
node, the fill factor increases, due to smaller electronics.

In general terms, the electronics for the readout circuit should be designed in the small-
est technology node possible, so more logic can be packed per area, while the detector
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Figure 1.8: Examples of SPAD’s fill factor increases according to the technology node shrinking. The yellow
circles represent the SPADs’ active areas [27].

maintains certain constraints and is typically designed in a modified CMOS technology, for
image sensor, optimized for quantum efficiency, breakdown voltage, noise, etc.
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Figure 1.9: Cross section of the proposed back-illuminated 3D-integrated SPAD.

A recent solution provided by the industry is to implement image sensors in two sepa-
rated silicon wafers, where the processing electronics and the SPADs are designed in ded-
icated technologies, and stacked. A cross-section example of such implementation can be
seen in Figure 1.9 [27]. This way, a better decision on the readout technology, with respect
to cost/function can be made independently from the detectors, which can be optimized sep-
arately and independently. In fact, the technologies do not even need to be CMOS, since
wafer bonding works for almost every pair of technologies.
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In this thesis, two similar 3D-stacked technologies were used, provided by two differ-
ent foundries. In both implementations, a maximum fill factor and processing power is
obtained.

1.3.3. TOWARDS MULTI MEGAPIXEL IMAGERS

The initial goal of this thesis was to develop a design methodology that would allow the
scaling of current SPAD-based dTOF sensors towards multi megapixels arrays. Traditional
RGB imaging systems have long ago broken the 1 megapixel barrier, which is appropriate
for display purposes, where better (and larger) the image can be obtained. Currently, the
largest CMOS sensor contains 120 megapixels [28], where the standard is >10 megapixels.

However, for computer vision, especially in the case of depth sensors, some specialists
suggest that such high resolution is not necessary. Limitation on data throughput, laser
power, background illumination noise, etc., are some of the reasons for such claims and not
completely from the operation perspective. Undoubtedly, if a large resolution sensor can
provide depth maps at very low power, high frame rates, under safe laser illumination, there
is no reason to believe it would not be useful. The problem is to offer such performance.

Current LiDAR systems operate in scanning mode, based on a single/multiple [29] or on
a line of detectors [24, 30], providing reasonable long range (>100 meters), wide FOV, but
low spatial resolution. Those systems are bulky, they require moving parts, and complicated
optical setups, often used in applications where physical volume is not an issue (thus, not a
mobile system). The main reason for their use, however, is the fact that at each particular
measurement point, the total laser power is concentrated while the measurement occurs for
very little time (low accumulation of background noise), thus improving the system’s SNR.

Moreover, since the system is not static, where the mirrors are moving continuously,
the integration time per pixel can be compromised. For instance, in [30], a 202x96 system
provides 10 frames/s, through a rotating six-facet polygonal mirror, corresponding to an
integration time of only 44us per pixel. With a laser frequency of 133 kHz, only 6 laser
pulses are available during each pixel integration, which can be an issue during transient
conditions of rain and fog. Although this is a single-axis scanner (with 6-face mirror that
covers only vertical steps), it is a clear limitation in frame rate and resolution. A dual-axis
scanner has even tighter constraints and it is unlikely to be commercially viable for the
automotive industry.

Flash LiDAR systems (uniform illumination and static sensor array), on the other hand,
can potentially provide much faster frame rate, longer effective integration time, while not
requiring expensive moving parts. However, these systems suffer from very low SNR, to
levels that would prevent the detection altogether. In order to improve that, few techniques
can be implemented.

Perhaps the most intuitive technique uses nearby pixels spatial-temporal correlation to
classify and evaluate a particular detection, named coincidence detection [23, 24]. Nor-
mally, it is impossible to discriminate between signal and noise events, however, by op-
erating the system under dTOF, photons generated by a pulsed source (and reflected by
the target) arrive onto the sensor relatively close-by, while noise is uniformly distributed.
By applying an observation window for any incoming photon, statistically, signal events
will contribute to useful measurements, while noise will be disregarded. A sketch of the
histogram, for a single laser pulse (period Tg), of such systems can be seen in Figure 1.10.
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Figure 1.10: Coincidence detection arrangement, using 3x3 pixels for spatial correlation and Acgincidence for
timing correlation.

A relation between the observation window (temporal correlation), number of pixels
participating in each coincidence detection (spatial correlation), sensor FOV, and target
shape will play a role in the probability of detecting signal photons, but also false noise
coincidence events. Ideally, one can maximize the SNR, by increasing the number of pixels
in the coincidence, while under short observation window. By increasing the sensor resolu-
tion, wide FOV can be used, since each pixel would cover only a small portion of the scene.
It allows the combination of multiple pixels into a coincidence detection, while keeping the
observation window short.

Large sensors can also increase the system statistics. In case very fine resolution is
not required, multiple pixels can be combined into a single macro-pixel, via firmware, to
increase frame rate. In fact, a LIDAR system can operate under non-uniform resolution,
where for close-by targets, where a more precise image is required, providing more details
when needed, and more returning photons are available, each sensor pixel can correspond
directly to an image pixel, while for far away targets, multiple pixels can be used for a
faster histogram (when only a rough distance estimation is needed). Ultimately, an optimum
image frame rate can be created, with re-configurable sensor granularity.

1.4. COMMERCIAL ASPECTS

Depth sensing technology has been recently considered for a number of applications, from
consumer applications, such as the Face ID technology, employed on the Apple’s iPhone® [14],
to automotive LiDAR[31], allegedly an essential tool for autonomous vehicles. Medical
imaging and robotics are other examples of potential markets for the work developed in
this thesis. The commercial aspects of each industry, however, is different. Some of them
prioritize reliability, others cost. It is not the goal of this thesis to provide a business survey

on the commercial potential of all of them, but as an engineering PhD thesis, it is impor-
tant to have a tangible and clear market target, so important performance parameters can be
favored.
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At the beginning of the work that led to this thesis, the automotive LiDAR industry was
the target. Autonomous vehicles are believed to reduce road accidents. There are over 1
billion cars in the world, 260 million in the US alone. For instance, in 2015, it has been
estimated that 38,300 people were killed and over 5.4 million crashes on US roads alone
(estimations say 1.2M deaths on road in the whole world), with a steady rise every year since
1921, although the number of deaths per mile has been reduced. Despite the improvement
provided by technology, it has not been enough and a paradigm change is needed. Until
fully autonomous cars are available (which will require even more sensors and embedded
intelligence), making the current cars safer can substantially help in reducing death and
injuries, where alcohol, speed and distracted driving are the three major causes of fatalities
on the road.

A study by Markets and Markets [32] claims that the LiDAR market is going to hit
1,809.5 Million USD and will grow at a compound annual growth rate (CAGR) of 17.2%
from 2018 to 2023. However, analysts at Technavio [33] predict that the global automotive
LiDAR sensor market will see a CAGR of more than 19.2% by 2023. Massive investments
from venture capitalists and a flurry of partnerships and acquisitions happening in the Li-
DAR domain hints on the size of this burgeoning market. The great market potential has
led the investment in several companies, some of them reaching billion dollar valuation.

One of the most important companies in LiDAR is Velodyne [31], that uses a rotating
LIDAR system with multiple lasers and detectors, creating an all-around depth map at the
rate of 5 to 20 Hz, with unit cost in the range of $75,000 (model used in the Google car)
down to $8,000 (for the most affordable model), where the frame rate might not be enough
to acquire the potential fast moving targets on the road. Similarly, another important com-
pany that has been attracting attention is Quanergy [34], that uses optical phase-array, in-
stead of rotating mirrors, to steer the laser beam over the target, with a much higher frame
rate, but with range usually shorter than the requirements of the automotive industry. An-
other, yet radical, approach to the problem has been given by Oryx Vision [35], that treats
the upcoming photons as waves, at a wavelength that has very low absorption on water (thus
unaffected by fog or rain) and it is not affected by the visible spectrum of a broad day light.

These are only few examples of LIDAR companies on the scene now. There are hun-
dreds of hardware companies competing for this market, due to its potential impact and
size. However, the automotive industry is very difficult to approach, and some companies
are focusing on consumer applications, such as gaming for mobile and virtual/augmented
realities, as well as delivery drones and cars.

In summary, the applicability of dTOF sensors, for LIDAR systems, is extensive. It can
potentially change several industries, replacing other depth sensing technologies (human-
machine interface, in general) with a much higher accuracy, speed, and lower power.

1.5. ORGANIZATION OF THIS DISSERTATION

In Chapter 2 the detectors used throughout this thesis are examined. It is not the goal of
the present thesis to do an extensive review of the device operation or design, since it is not
part of the work, but to provide an overview of the device operation itself, since its behavior
influences the detection probabilities of incoming photons, as well as the circuit satura-
tion. Although the devices themselves were either provided by a foundry our designed by
colleagues in the research group, everything else has been the focus of this thesis, includ-
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ing multiple passive quenching circuits, described in the Chapter. Moreover, the SPADs
characterization performance is also reported.

In Chapter 3, an important step towards the system optimization is developed. Dif-
ferently from a passive image sensor, active configurations require the optimization of the
illumination system, as well as optics, etc. Moreover, the system architecture largely in-
fluences the effectiveness of the detection, but also it is desirable to share and reuse the
circuit as much as possible, allowing a more efficient use of the silicon area. Thus, a prob-
ability modeling to optimize the system is required. Also, different operation schemes are
discussed, such as scanning and flash.

In Chapter 4, timing references used in dTOF systems are discussed. Since a precise
timing reference is extremely necessary and difficult to deal with, with respect to signal
accommodation and conversion rate, different architectures are discussed. More stringent
applications are explored, with more compact and robust solutions proposed.

In Chapter 5, an innovative approach to TDC sharing is proposed, while keeping re-
jecting collisions between groups of pixels and maintaining skew symmetry between pixels
while generating the timing information. An important feature of such structure is event
source preservation, thus keeping the granularity of the sensor as a single SPAD.

In Chapter 6 two different dTOF sensors are described, discussed, and characterized.
With the use of the previous modeling, devices, and building blocks preparation, two dif-
ferent approaches to design a modular sensor are presented.

In Chapter 7, the conclusion for the thesis will be drawn. The main contributions and
findings are listed and discussed, along with recommendations for future work.
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SINGLE-PHOTON AVALANCHE
DIODE IN 3D-STACKING CMOS
TECHNOLOGY

There is one simplification at least. Electrons
behave in exactly the same way as photons, they
are both screwy, but in exactly the same way.

Richard P. Feynman

Single-photon avalanche diodes (SPADs) are an essential part of the direct time-of-flight
image sensor developed in this thesis, as single-photon detectors. Their characteristics of
ultra-high gain, fast timing response, and low timing jitter allow them to be exploited in
many applications. Apart from the detectors themselves, the front-end circuit plays a major
role in extracting the best SPAD performance, and it is essential to optimize them for the
application. In this chapter, the front-end circuits used in this thesis will be described.
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2.1. INTRODUCTION

HE front-end of a direct time-of-flight detector consists on a reverse biased diode, op-
T erating in Geiger-mode, which is known for its high gain and short timing response,
being suitable for picosecond event detection, which allows millimeter precision on depth
measurements.

In this chapter, the parameters related to the detector will be examined. In Section
2.2, the parameters that characterize SPADs are described. In Section 2.3, two passive
quenching circuits are provided, from two different 3D-stacking CMOS technologies. In
Section 2.4, the BSI SPADs used in this thesis is be discussed and conclusions are drawn in
Section 2.5.

2.2. SPAD OPERATION

SPADs are especially designed p-n junctions that, when reverse biased far above breakdown
voltage (VBp), creates a region of high electric field capable of single photon detection,
with ultra-fast response, through a process of avalanche multiplication [1]. Differently from
linear avalanche photodiodes (APD), which refers to devices that are reverse-biased slightly
below Vpp, can provide moderate current gain (in the range of 200), and relatively wide
bandwidth (few gigahertz), SPADs operate in a high-gain regime, called Geiger-mode [2],
and its main property is very fast timing response, suitable for picosecond photon detection.

SPADs designed in standard CMOS technology have been under increasing attention
from both the scientific and industrial communities, since they can benefit from high cost-
effectiveness, mass-production capability, and easiness of integration with readout circuits.
Consequently, photon sensing applications, especially LIiDAR for advanced driver-assistance
systems (ADAS), autonomous vehicles (AV), virtual and augmented realities (VR/AR),
aerial drones, industrial robotics, machine vision, space navigation, etc., are becoming more
popular. Another important class of applications include biomedical imaging and diagnos-
tic techniques, such as positron emission tomography (PET), fluorescence-lifetime imaging
microscopy (FLIM), etc. [3-6].

One of the main limitations of monolithic SPAD is the relatively low fill factor, due to
area-intensive structures, such as guard-ring, isolation, etc., and pixel circuitry for quench-
ing and recharge circuits [3]. This problem is exacerbated whenever advanced in-pixel func-
tionality is required, such as timestamping, photon counting, signal processing, etc. [7, &].
A way to optimize the active area is to implement the sensor in a smaller node technology,
minimizing the processing circuitry, and thus allowing more area for the SPAD [9].

2.3. PASSIVE QUENCHING AND RECHARGE

SPADs operate by generating an avalanche current triggered by single or multiple photons.
To avoid permanent damage to the device, this fast and intense current must be quenched
as soon as possible. In its simplest form, the quenching mechanism can be performed by
a single transistor, passively, operating as a high-impedance resistor. It is defined as pas-
sive quenching and, depending on the type of SPAD, the type of quenching, nMOS/pMOS
transistor, also varies. At the beginning of SPAD sensor development, large devices were
implemented, which presented intrinsic large junction capacitance. In order to avoid its
complete discharge during an avalanche event, preventing also the generation of an exces-
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sive number of carriers, active quenching was proposed [1, 10, 11]. With the reduction of
the SPAD size, the junction capacitance also reduced to levels that made active quenching
unnecessary and, with a simple passive quenching, a deadtime of 32 ns and full discharge
in 3 ns was achieved [12, 13].

Similarly to the avalanche quenching, the second function of a SPAD front-end circuit
is to recharge (reset) the SPAD bias voltage to its nominal value. This function can also
be implemented as an active recharge or passive. The reasons for these two approaches are
the same ones discussed about quenching, which is related to the parasitic junction capaci-
tance (also including the connection wiring). Since passive quenching of SPADs with large
capacitance can also lead to inaccurate timing resolution [14], active quenching was often
required, especially for off-chip quenching. However, in fully-integrated SPAD sensors,
especially in 3D-stacking technology such as presented in this thesis, passive quenching is

preferred due to simplicity [12].
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Figure 2.1: Passive quenching and recharge: (a) nMOS configuration; (b) nMOS voltage response; (c) pMOS
configuration; (d) pMOS voltage response.

Typically, passive quenching and recharge circuits can be implemented through a sin-
gle transistor, minimizing the required area and complexity. A typical front-end passive
quenching configuration is sketched in Figure 2.1 (a) and (c), for a nMOS and pMOS con-
figurations, respectively, along the corresponding voltage response at the front-end circuit,
in Figure2.1 (b) and (d). The quenching transistor is biased to provide several tens of
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hundreds of Ohms of impedance, which is much larger than the internal SPAD resistance.
Before the event, the voltage drop over My, is zero, assuming the current flowing through
the SPAD and junction leakage is zero, thus the bias voltage over the SPAD terminals is
|Vep + VEgl. Upon the avalanche multiplication, current start to flow over the impedance
provided by My, creating a voltage drop over the transistor, setting the SPAD bias back to
Vap, quenching the current. Then, through the same Mg, a recharge process starts, reset-
tling the SPAD bias back to |Vpp + Vgg|. Both, nMOS and pMOS, operate the same way as
demonstrated in Figure 2. 1.
Next, the two different types of quenching circuits used in this thesis are discussed.

2.3.1. DUAL SPAD-TYPE QUENCHING

One of the main advantages of 3D-stacking technology is the ability to completely detach
the design of SPAD detectors from the readout circuit. In order to design the best SPAD for
a certain application, such as spectrum responsivity, dark-count noise, etc., the technology
process play the most important role, which is often distinct from the design targets of the
readout circuit. The best SPADs in CMOS are based on older technology nodes, such as
0.18um and 0.35um [15], although recent advances in smaller nodes are emerging [9, 16],
including the ones used in this thesis. Nevertheless, the flexibility is always desirable.

The flexibility of re-utilizing the readout circuit design for different SPAD detectors
can be increased by implementing a dual-type quenching circuit. Although it increases the
overall area, the possibility using the same readout circuit for different SPAD technology
and type (p+/n or n+/p), by simply configuring it via software, adds value to the design.
This investigation has been conducted and the quenching topology implemented is shown
in Figure 2.2.

The transistors in green are all thick-oxide devices, which allow up to 2.5 V operation.
The front-end circuit is implemented in standard 40 nm CMOS technology. The circuit is a
combination of Figure 2.1 (a) and (c), where the passive quenching and recharge transistors
are Mgp and Mgy, for the pMOS and nMOS, respectively. Mg+ are configured by an
external control bit (SEL), which defines the type of SPAD used, whereas My« provides
an optical masking, in case of hot pixel. If the nMOS quenching circuit is used, Mgp is off
all the time (logic one is applied) and, depending if a particular pixel is masked (M ASK)
or not, Mgy and Mp are set to logic zero or one, respectively. Similar control is provided
in case of pMOS quenching, with the inverse logic. Moreover, since Vgp can reach up to
2.5V and the core voltage of 40 nm is 1.1V, local level-shifters are necessary to control the
pMOS transistors, as seen in the bottom of Figure 2.2.

The remaining logic, after the quenching circuit, is kept the same, including the signal
sensitivity. In order to accommodate the inverse logic of different quenching circuits, the
signal SEL also selects a proper internal signal node, thus providing an always positive
output from the quenching circuit, independently on the type of SPAD. Lastly, an electrical
masking is implemented at the output by a combination of EN through an AND gate.

One of the issues of the proposed dual SPAD-type quenching from Figure 2.2 is area.
It requires too many thick transistors, with an area of 7x4 um?. An alternative to it is
presented in Figure 2.3 (a).

The goal of this implementation is to utilize all the transistors for different purposes, de-
pending on the type of SPAD used, by selecting the quenching transistor using the masking
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Figure 2.2: Dual passive quenching and recharge with optical masking and electrical gating [17].

bit. For instance, if M ASK has logic zero, the level-shifter turns M; on, and M, operates
as passive quenching and recharge. Since Mj is off, Ms is also off and does not influence
the operation; in this case, p+/n SPADs are the used, as shown in Figure 2.3 (a). The optical
and electrical masking can be performed by setting M ASK to logic one, so M; is off, and
M, is on, allowing Mj to set the internal node X to Vgp, effectively disabling the pixel. If a
n+/p SPAD is used, the bit M ASK has similar effect, by an inverted logic. Moreover, since
it is desirable to always have a positive output pulse, an XOR logic gate is added, which
uses M ASK to modify the signal coming from the passive quenching.

In this topology, dual SPAD-type quenching is provided with much less thick-oxide
transistors (10 against 16 of Figure 2.2). Moreover, since thick-oxide transistor typically
requires wide separation to thin-oxide transistors, 4 elements are abutted back-to-back, min-
imizing the wasted area, as shown in Figure 2.3 (b). This topology has been implemented
in 28 nm and occupies only 2.2x4 um?.

2.3.2. DUAL-MODE OUTPUT
Another simpler passive quenching element is displayed in Figure 2.4. In this topology,
only one type of SPAD (p+/n) can be used, since area is very restricted. It is based on a
single nMOS transistor capable of passive quenching and recharge, connected to a thick-
oxide inverter, so high voltages could be converted to regular core levels (1.2 V).

The optical masking is obtained by configuring an internal 1-bit SRAM memory, which
sets Mg gate-source voltage (Vgs) to either Vg or to ground. The masking memory also sets
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Figure 2.3: Alternative dual passive quenching and recharge with optical masking: (a) schematic; (b) layout of 4
quenching elements sharing high-voltage n-well.

the output to a constant one, through an SR-latch. Although it would make more sense to
set the output to zero, in case of masked pixel, it is irrelevant, since the quenching elements
are connected to an edge-sensitive element afterwards, as seen in Chapter 5, and constant
values are ignored all together.

One particularity of the proposed quenching element is its electrical operation. After
the effective passive quenching, buffering, and signal accommodation to core voltage, the
signal is connected to a modified SR-latch, with 3-inputs each NOR. The purpose of such
structure is to provide a dual-mode output, which could be a pulsed or state. When the bit
MODE is set to logic one, the SR-latch becomes transparent, so the element output is a
pulse, whose pulse width is proportional to the pixel dead time. If MODE is set to zero,
the SR-latch is effective, where the output remains one after one event, only being reset
through the assertion of the signal RST.

The dual-mode output is particularly important for applications where the noise is very
low and the user is interested in the total number of events that occurred within a particular
time frame, even if the timestamp of all of them are not available. A common application
would be PET, so the energy of a scintillation event could be measured by the end of the
time frame, where a reset signal would restart the pixels.

This quenching circuit is implemented in a low power, 65 nm CMOS technology, inte-
grated with a 45 nm CIS SPAD array, through a 3D-stacking, face-to-face bonding technol-
ogy, where each element occupies an area of 5.3x3.6 um?.

2.4. 3D-STACKING, BSI SPADS CHARACTERIZATION

In this section, the characterization results of the different types and sizes of SPADs used
in this thesis is presented. There are two types of SPADs, both based on 3D-stacking tech-
nologies, one provided by ST Microelectronics [ 18] and another by Taiwan Semiconductor
Manufacturing Company (TSMC) [19].
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Figure 2.4: Dual-mode passive quenching and recharge with optical and electrical masking.

2.4.1. SPAD 1IN 65 NM BSI CIS

The first SPAD array is implemented in a standard 65 nm BSI image sensor process tech-
nology, provided by ST microelectronics. Connected to the quenching circuit described in
Section 2.3.1, through a face-to-face hybrid bonding pads (HBP) [20], the SPAD perfor-
mance is obtained. Two different SPAD configurations are used to build the pixels. In the
first, a 1x1 large SPAD of 18.36um? is used; the second, a 2x2 array of 9.18um? small
SPADs are combined on the top tier to create similar pixels. At this point, the arrange-
ment is not relevant for the SPAD/quenching performance report, however, more details are
discussed on Section 6.2.

— Large SPAD: 1x1 18.36,m”
— Small SPAD: 2x2 9.18,m*

Counts/s

[ 10 20 30 40 50 60 70 80 920 100
Population [%]

(b)

Figure 2.5: Internal noise (DCR) of ST Microelectronics SPAD device for Vi =12V (Vg =2.4 V): (a) DCR map
for large SPAD (1x1 18.36m?) on the left, and small SPAD (2x2 9.18um?), on the right; (b) DCR population.

A micrograph of the SPAD pixel is shown in Figure 2.6 (a), and both types of pixels have
the similar structure. They are based on a “Fermat” [21] shaped, with 74.3% and 54% fill
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factor, for the large and small SPAD, respectively. Similar results, from the same project,
are reported in[16, 22]. The breakdown voltage was measured to be 12V, and different
excess bias voltages are applied. A DCR map and population are shown in Figure 2.5,
for Vgp =2.4V, reaching a medium value of 5.3kcps and 3.3 keps for pixels using one
large and a 2x2 small SPAD array, respectively. Although relatively high, these results are
expected to improve with process refinement. Furthermore, for LIDAR, the DCR is less of a
concern due to the dominant contribution of background noise. The afterpulsing probability
is calculated by determining the deviation from the exponential fit, and is reported to be
0.08%, which is the lowest for 8 ns dead time, as reported in [22]. Figure2.6 (b) shows
the photon detection probability (PDP) for different Vgp, where a maximum of 22.3% at
Vgp =2.4V is observed.

[l

Active area

600 700 800
Wavelength [nm]

(a) (b)

Figure 2.6: Back-side illumination SPAD; (a) micrograph of large device; (b) PDP results for different Vgp.

Timing jitter measurements were performed by illuminating the sensor with a super-
continuum laser source and acousto-optic tuneable filter at a wavelength of 700 nm. The
time interval between the SPAD pulses and the seed pulse of the laser was measured with
a Lecroy Waverunner 204MXi-A oscilloscope. The full-width at half maximum (FWHM)
of the timing responses are 122 ps and 114 ps, for Vgp =1.4V and 2.4V, respectively, as
reported in[22]. More details and discussions on the SPAD performance can be found
at[22].

2.4.2. SPAD IN 45 NM BSI CIS

Another SPAD array has been designed, based on a 45nm CIS technology provided by
TSMC, whose performance is reported here. This implementation has several advantages
over existing designs, especially in the newly available 3D-stacked technology, employing
BSI detectors. Its fill factor is optimized thanks to a metal-free substrate, and the PDP is
enhanced at shorter wavelengths, thanks to an ultra-thin substrate, minimizing carrier re-
combination on the surface in backside illumination. The DCR of 55.4 cps/um? and a jitter
of 107 ps FWHM at 2.5V excess bias voltage are achieved. This performance was reached
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through optimized 3D-stacking with a tight control of crystal damage, improved doping
profiles, and an especially designed optical stack [23-25]. This performance is achieved
through careful analysis of the devices via extensive TCAD simulations, with many more
details at[9]. Each pixel comprises a SPAD detector, a passive quenching and recharge
circuit described in Section 2.3.2, as well as time-resolved circuitry for single-photon time
stamping, which was done off-chip with a Teledyne LeCroy WavePro 760Zi-A oscillo-
scope.

Bottom Tier | .
() (b)

Figure 2.7: Circular SPAD design in 65 nm CIS: (a) cross section; (b) chip micrograph.

The SPAD cross section is displayed in Figure 2.7 (a). The bottom tier hosts the passive
quenching (and the rest of the readout) array. Both tiers are connected with similar bonding
technology as presented in Section 2.4.1, although in this case, the hybrid bonding density is
much higher, in the order of 2um pitch, in comparison of about 10um in the previous case.
The higher density of connections allow a more reliable coupling, while also allowing the
sharing of metals of the top tier for the bottom tier circuits and vice-versa.

Figure 2.7 (b) shows the implemented circular shape SPAD array. In this case, none of
the structure is shared among the pixels, which are separated by a shallow trench isolation
(STI) region, also observed in the cross section in Figure 2.7 (a). It allows a better isolation
between the pixels, avoiding cross talk from electrical nature. The optical cross talk, how-
ever, is expected to be higher than the SPAD presented in Section 2.4.1, since in that case,
the array employs an opaque deep trench isolation (DTI) process between the pixels [16].

Figure 2.8 (a) presents the anode current of a single SPAD with and without an indoor
(2 klux) background illumination. No color filters were used and a sharp transition due to
avalanche current can be seen, indicating a Geiger-mode operation. The breakdown voltage
as measured around Vgp=28.5V with a variation over 128 SPADs of 0.11 V.

The internal noise level (dark-count rate — DCR) of a population of 128 SPADs can be
seen in Figure 2.8 (b), where the median value of 6.8 kcps was obtained, under an excess
bias voltage of 2.5 Vgp, above the breakdown.

At 2.5 Vgp, a peak PDP of 32% at 600 nm wavelength was obtained, whilst providing
over 5% over the whole range of 420 — 940 nm, being suitable for LiDAR application as
well as medical (PET), shown in Figure 2.9 (a) The timing jitter performance was obtained
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Figure 2.8: SPAD array (128 devices) performance under Vgg = 2.5 V: (a) anode current with and without 2 klux
of background illumination; (b) DCR distribution.
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Figure 2.9: SPAD performance under 1.5V and 2.5 V: (a) photon-detection probability (PDP); (b) timing jitter.

through a 637 nm low power, 40 ps pulse width laser, and the results are presented in Fig-
ure 2.9 (b), where a minimum of 107 ps FWHM uncertainty was obtained. This result is not
the state-of-the-art if compared to other custom-designed SPADs, however, it is more than
enough for LiDAR applications, where other sources of uncertainty can reach an order to
magnitude higher, or more.

The SPAD performance is uniform across the array, whereas breakdown voltage and
PDP variability are kept to a minimum. The results presented here are the product of a first
attempt, without doping adjustments, and a better result is expected if desirable. Neverthe-
less, for LIDAR applications, only the PDP at longer wavelengths must be optimized.

A more detailed analysis, including the design steps for the SPADs developed in this
section can be found in [9].
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2.4.3. SPAD ISSUES AND LIMITATIONS

The main advantage of using SPADs, operating in Geiger-mode, is their intrinsic high cur-
rent gain, which can provide very fast time responses, essential to dTOF operation. This
operation mode, however, also implicates into some reliability issues, since the devices re-
quire high-voltage bias and potentially high power consumption, at the same time as its
sensitivity is typically much lower than photo-detectors.

Moreover, some trade-offs during the design of SPADs are being investigated, by opti-
mizing the devices for sensitivity, internal noise, timing jitter, area, fill factor, after-pulsing,
and cross-talk. Some of these parameters are more important than others, depending on the
application, and more attention should be given also on the circuit design, which shall be
able to handle the device performance. More specifically:

* Sensitivity: related to the photon-detection probability and fill factor, its overall re-
sponse is given by the material in which the device is fabricated. In silicon, for
instance, the material is more sensitive to visible wavelengths, providing a typical re-
sponse and peak around 600 nm, as shown in Figure 2.9 (a). Most of LiDAR applica-
tions, such as automotive and consumer, the desirable wavelength is around 850 nm,
905 nm, and 940 nm, in the near-infrared (NIR) spectrum, where the sun spectrum
is most absorbed in the atmosphere, which appears as less ambient noise. However,
some other applications, such as PET, the desirable wavelength is in the ultra-violet
(UV) range, below 450 nm, requiring different design considerations. Other materi-
als are also under investigation, such as Si-Ge [26], which has higher sensitivity at
longer wavelengths due to lower bandgap potential, but suffer more from internal
noise (DCR). In outdoor applications, the internal noise is typically much lower than
the ambient noise, thus rendering SiGe as a good potential for future LiDAR sys-
tems. Other technologies, such as InGaAs/InP [27] are also considered, but they are
expensive and not easily integrated with CMOS.

* DCR and after-pulsing: Internal noise is generated by defects and thermal noise
internally on the devices. Lower bandgap energy, such as SiGe and InGaAs/INP de-
vices are more sensitive in longer wavelengths, but suffer more from noise, which
often require them to operate under low temperature [26, 27]. Automotive applica-
tions, however, require the system to operate outdoors, which can be a considerable
limitation due to ambient noise, thus favoring wavelengths where the sun is mostly
absorbed. After-pulsing is related to traps generated during an avalanche process that
are stored and released after the main event, causing distortions on signal detection.
One of the most straightforward ways to dealt with is by increasing the SPAD dead
time, which reduces its dynamic range.

* Timing jitter: The timing response of SPADs will directly affect the distance pre-
cision, since it will appear as measurement uncertainties. The overall requirement,
however, will also depend on other sources of uncertainty, the largest being the laser
pulse width duration. In typical consumer/automotive applications, the laser pulse
width duration is low-limited to 0.5 - 1 ns, since the system cost will increases ex-
ponentially as the pulse width reduces. As a rule of thumb, the SPAD jitter should
be limited to one order of magnitude lower than the laser pulse width. Moreover,
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the shape of the timing response and its overall integrated value will influence on the
measurement precision and it is one of the main concerns on SPAD design.

Area and fill factor: Ideally, the detectors should be reduced in size, in favor of a
better optical design as well as cheaper cost. However, SPADs require certain struc-
tures, such as guard-ring, that limits its minimum size. Also, reducing the detectors
size and spacing between one another can drastically implicate in higher cross-talk,
which can impact on the depth quality, as well as it can limit the use of coincidence
detection, as it will be seen in Section 3.3.1.

Overall, for automotive applications operating outdoors, the SPADs should be opti-
mized for higher sensitivity in NIR wavelengths, with low timing jitter, and low cross-talk
probability, while internal noises are less of a concern. Ideally, room temperature operation
is also desirable, reducing system cost and increasing reliability, since no active cooling
would be required. Also, there is a tendency to increase the number of pixels in the array,
so a wider field of view (FOV) can be covered while increasing the array dynamic range,
by reducing the covered area per pixel and, thus, the integrated noise.

2.5. CONCLUSIONS

A state-of-the-art comparison table, including the 65 nm (Section 2.4.1) and 45 nm (Section
2.4.2) BSI SPAD performance presented in this chapter is presented in Table 2. 1. The 45 nm
SPAD achieves superior DCR and PDP among all BSI 3D-stacked CMOS SPADs, while
the 65nm SPAD offers lower breakdown voltage, which is typically a desirable feature
in consumer applications. In addition, the 45 nm SPAD also exhibits better timing jitter
performance and the highest fill factor, which is very useful in many applications using the
time-of-arrival technique, such as the dTOF proposed in this thesis.

Table 2.1: State-of-the-art comparison table for backside-illumination CMOS SPADs.

Unit 65 nm 45 nm [28] [29] [16]
Top tier nm 65 45 130 130 65
Bottom tier | nm 40 65 130 130 40
Active area um? 250/182* | 122.7 28.3 28 27.6
Fill factor % 74.3/54* | 60.5 N/A 233 45
VBbp A% 9.6 28.5 12.3 16.5 12
VEB \Y 24 2.5 4 1.5 3
DCR keps/um? | 5.3/3.3* | 6.8 265.3 35 10.8
PDP peak % @nm | 22@640 | 32@600 | 11 @725 | 13 @600 | 27 @ 640
.(T;i;rH@lD\/I))L ps@nm | 120 @ 637| 108 @ 637 N/A 505 @ 750 205 @ 773

* For 1x1 large (18.36m?) and 2x2 small (9.18um?) SPADs.
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LIDAR OPERATION AND
MODELING

All models are wrong, but some are useful.

George E. P. Box

Time-of-flight imaging uses the principle of active illumination to detect the distance be-
tween sensor and targets. An optimum optical power is then required to attain certain ac-
curacy and precision levels, whilst generating desirable image frame rates. Moreover; typi-
cal direct time-of-flight systems require the accumulation of multiple chip readouts (several
timestamps) to construct a histogram, where the signal peak can be detected over a back-
ground noise. This process can take up large amounts of computer resources, slowing the
processing time, image frame rate, etc. It is essential to understand the scene character-
istics (signal and noise) before performing such histograms. In this chapter, the optical
budget and an statistical model will be developed, serving as an optimization tool for the
system design and operation.

Parts of this chapter have been published in [1].
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3.1. INTRODUCTION

NDERSTANDING the optical scene conditions is essential to develop any optimized
U imaging system. Active imaging, in particular, requires not only the receiver to be
optimized, such as the sensor, optics, chip communication, etc., but also the transmitter,
such as the light source. Its study is not only required in order to improve the system
accuracy and precision, but it must also be evaluated with respect to eye-safety. Meeting
both limits, maximum possible optical power and minimum required for the system, will
define the imaging architecture and operation.

In the first section of this chapter, the generated avalanche events will be calculated,
based on the source optical power, angular field-of-view (AFOV), distance to the targets,
number of pixels, lens aperture, etc. Then, the influence of background noise will be in-
cluded, allowing the evaluation of the optical power limits. Several other operation schemes
will be introduced and modeled, as a way to improve the detection, reject noise and, ulti-
mately, reduce the required optical power.

A "

(a) (b) (c)

Figure 3.1: Different operation conditions: (a) dual-axis scanning (Condition 1); (b) flash with laser generated by
a diffraction lens (Condition 2); (c) flash with laser generated by uniform diffuser.

For the following simulations and plots, two of the most common LiDAR approaches
will be considered: scanning (Condition 1) and flash (Condition 2). In scanning, such
as in Figure 3.1 (a), a narrow AFOV and a laser beam is used, whereas the chip readout
and image frame rate must be high, in order to provide the same number of points as the
latter condition. In the flash condition, such as Figure 3.1 (b) and (c), the AFOV is wider,
with the laser energy being spread over it, allowing a slower chip readout and image frame
rate, although for a much larger array. In essence, the two flash operations of Figure 3.1
(b) and (c) are similar, assuming the laser that illuminates the scene is the same. The
main difference, though, is on the returning light, since the case where the laser energy is
distributed in points (Figure 3.1 (b)), the target shape and uncertainty do not produce any
variation on the timing response, whereas in the case of Figure 3.1 (c), the target shape,
within each pixel, produce a spread, in time, of the laser energy, reducing its peak when
recovered in a histogram. For this chapter, the case of Figure 3.1 (b) is considered.

Thus, both conditions (scanning and flash) are examined and compared, with discussion
and conclusions drawn in the end of the chapter. For the laser optical power, based on eye-
safety and AFOV, the conclusions obtained in the Appendix A are used, identically for both
conditions.
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¢ Condition 1 (Scanning):

— Laser: Py, (avg) = 16 mW; Figg0r = 100kHz; A = 840nm; FW HM: 1 ns;
— System: AFOV =4.13° Ty = 1 us (RANGE: 150 meters); prarger = 0.1;
— Lens: D = 11.42 mm; focal length = 16 mm; {/# = 1.4; 770,,5 = 0.7;

— Sensor: M = 16x16 pixels; Apjxe; = 324 um?; PDP = 0.15 @ 840 nm; FF =
0.5;

— frame rate: Chip readout = 256 kfps; Image = 10 fps (256 x256);
— Noise: background noise = 98 klux; DCR = 5 keps;

¢ Condition 2 (Flash):

— Laser: Pjg5er (avg) = 16 mW; Fjg50r = 100kHz; A = 840 nm; FW HM: 1 ns;
— System: AFOV = 60°; Tjy; = 1 us (RANGE: 150 meters); prarger = 0.1;
— Lens: D = 11.42 mm; focal length = 16 mm; {/# = 1.4; 70,5 = 0.7;

— Sensor: M =256x256 pixels; Apjye; =324 um?; PDP =0.15 @ 840 nm; FF =
0.5;

— frame rate: Chip readout = 1 kfps; Image = 10 fps (256x256);
Noise: background noise = 98 klux; DCR = 5 kcps;

In both conditions, the final image resolutions is the same (256 x256), at the same image
frame rate. Setting similar final results allows a better evaluation and comparison of both
approaches.

A typical TCSPC system operates by accumulating the total number of events, over
multiple laser pulses, into a histogram, where a consistent signal return produces a distinct
peak, which mean value can then be used to calculate the absolute distance to the target, by
the simple relationship of the speed of light and the histogram bin resolution, related to the
least-significant bit (LSB) of the time-to-digital converted (TDC) used to measurement the
travel time, such as:

dlk] = g - TDCpgs - hik], 3.1)

where c is the speed of light (= 3- 108ms™2), TDCrps is the TDC resolution, in seconds,
and h[k] is the histogram bin in which the peak is located. More advance techniques, using
data fusion and convolution neural networks (CNN), can be used to obtain the distance with
better accuracy by locating the histogram peak with sub-bin accuracy.

Multi-path photon reflections and imaging through semi-transparent targets (such as
glass) can generate histograms with multiples peaks, in different locations. In a intensity-
based sensor, such as iTOF, these secondary reflections are difficult to distinguish and,
inevitably, produce measurement errors. In dTOF, on the other hand, these peaks can be
treated with much more precision and disregarded when convenient, allowing a much more
reliable target detection.
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3.2. OPTICAL POWER BUDGET

Power optimization is essential in any electronic system, even when ideal power supplies
are available. The reason is that, since power efficiency is rarely close to 100%, excessive
power consumption inevitably leads to losses that are converted, normally, in thermal en-
ergy, thus requiring thermal dissipators (passive and, in some cases, active), raising not only
the costs, but also the overall physical volume, which is one of the biggest limitations in
mobile applications.

Ilumination systems, such as LED and lasers, are no different. Solid-state LED/laser
diodes efficiency ranges around 15-60% [2], whilst their spectrum stability, output power,
and overall efficiency can vary largely with the temperature [3]. Thus, an optimally de-
signed illumination is an essential component on the development of an efficiency LiDAR
imaging system.

The required light source power will depend on the conditions in which the sensor will
operate. For a well-controlled, cooled, and dark ambient, the noise is not necessarily a
problem. This scenario is typically found in medical and space applications. For an auto-
motive application, however, the most limiting factors are the potentially high background
noise, coming mostly from the sun, but also from other artificial sources, and a limitation
on the optical power, since it can easily surpass the limits of eye-safety.

As expected, the amount of photon events is proportional to the total energy that reaches
the sensor, for signal and noise alike. Next, the energy of both, signal and noise, will be
calculated and the amount of avalanche events extracted. At this point, the average activity
(based on average energy) suffices, but later, more details on the nature of those events will
be discussed.

3.2.1. SIGNAL EVENTS

The total number of signal events can be calculated based on the energy per pixel that is
reflected by the target and is focused by the lens onto the sensor. It is assumed that the
totality of the laser power matches exactly the desired AFOV of the sensor, so no laser
energy is wasted in out-of-view regions.

For the returning light, the target is assumed to be a diffusely reflecting surface, where
its apparent brightness to an observer is the same regardless of the observer’s angle of view,
i.e., the surface luminace is isotropic. This type of target is called Lambertian reflector. In
Figure 3.2, the setup of the active imaging system is displayed, where the distance to the
target is R, the lens aperture is D, focal length fj, and the sensor height is h.

The reflected optical power from the target, P;arger, is given by the source power,
Psource(R), and the reflectivity of object, prarger. This energy is then collected at the lens,
which corresponds to the area ratio at aperture D and the sphere surface with diameter R,
thus:

Ay
Plens = Ptarget . ﬂ,
Asphere
Piens = Psource(R) - Ptarget* (ﬁ) '

The power source, Psyyrce(R), is a function of the distance. For a clear day and relatively
short distance, Psqyrce(R) can be approximated to a constant, equals to the source, meaning
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Lambertian
target

HFOV

\

R

Figure 3.2: Typical active imaging system, using a Lambetian reflectance as target.

that all the power leaving the illumination system reaches the target and it is reflected back,
without interaction with the air. In the presence of a scattering medium, such as fog, rain,
and smoke in the air, a dependency on the distance R is necessary. This will be re-visited in
Section 3.3.3.

The optical power is collected by the lens, concentrated, and projected at the sensor sen-
sitive area. Since the lens is designed to cover the whole sensor, as depicted in Figure 3.3,
the usable fraction of the projection is given by the ratio between Agensor and Ajens_proj
(2/m). Often, the lens projection covers a larger area than the sensor itself, thus this ra-
tio must be adjusted; it can be added to the lens/filter efficiency (also used to account for
losses), Nens, leading to:

2

Mo (3.3)

Ppixet = Piens Miens*
where M is the total number of pixels in the sensor. By combining (3.2) and (3.3), we
obtain:

2

vt (3.4)

D 2
Ppixel = Psource* Ptarget (ﬁ) ‘TMlens*

From (3.4), the power per pixel can be directly calculated based only at the source
power and physical dimensions of the system. Sometimes, however, it is more convenient
to represent (3.4) using the desirable AFOV, f/# of the lens, and pixel area (Ap;xe;). Thus,
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Figure 3.3: Lens projection and sensor coverage.

by using the following relation:

fo
p=22,

fl#
P h-R (3.5)
" HFOV’

HFOV =2-R-tan(AFOV/2),

where HFOV is the horizontal field-of-view, (3.4) can be rearranged such as:

1 2
. (3.6)
2-R-tan(AFQOV/2)
Both (3.4) and (3.6) can be expressed in terms of average power, integrated over a cer-

tain time window, or, in the case of pulsed light, normalized to the laser frequency (Fjgser),
allowing it to be expressed in terms of energy per pulse, such as:

1 2 2-Apixel
P, =P . B P . .
pixel source " Ptarget (Z'f/#) Niens

1
- (3.7)
Fiaser

Thus, the number of photons Np,_jyi5e, per pulse, per pixel, can be calculated as:

Epixelfpulse = Ppixel :

Epixel_pulse
Np_pulse = E—
photon N (3.8)
Np_pulse = Ppixel - T

M
Flaser-h-v

where A is the light source wavelength used, & is the Planck’s constant (6.62607004 x
1073 m? kg/s), and v is the speed of light (~ 2.998 x 10® m/s). This value defines the
total number of photons per laser pulse that reaches each pixel, but not all will generate an
avalanche event.
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As discussed in the introductory chapter, SPADs convert photons into electric current.
The PDP defines the probability of generating an avalanche if a photon reaches the SPAD
active region. However, it is more accurate, during the power density calculation, to use
the photon detection efficiency (PDE), which is the product of the PDP and the pixel fill-
factor (FF), thus accounting for the photons reaching insensitive regions as well. Thus, the
effective number of signal events, per laser pulse, per pixel will be:

Nsignal_events/pulse = Np_pulse -PDE

A 3.9)
Nsignal_events/pulse = Ppixel -— - (PDP-FF),

Flaser-hi-v
Finally, the combination of (3.9) with (3.4), or (3.6), determines the effective number of
generated signal events, which will then be used during the statistical model in Section 3.3.

3.2.2. NOISE EVENTS

Similarly to the signal event calculation, several optical aspects of the system influence
the number of detected events from background noise, namely, the AFOV, aperture, and
number of pixels. Differently from the signal calculation, though, the noise will depend on
an specific integration time (Tj,;), which can be as long as the laser period (1/Fjser), but
shorter as well if gating is used. The reason being that the laser frequency might not be
as flexible as the desirable coverage distance (related to Tj;;), but also a way to keep the
average laser power constant, whilst increasing the pulse peak level, which increases the
probability of signal detection, as will be discussed in Section 3.3.

Background noise can be originated from different sources, including artificial light
(other illumination systems), which are difficult to evaluate, since they depend entirely on
the wavelength, incident angle, etc., and must be analyzed case-by-case. Natural light com-
ing from the sun, however, is the major contributor to noise. It can be evaluated based on
normal irradiance at Earth’s surface. The energy coming from the sun interacts with sev-
eral media (different atmospheric compositions) and can have different paths. Figure 3.4a
illustrates the interaction of the sun rays with Earth’s surface composition.

At sea-level, the direct irradiance, normal to the surface with the sun at zenith, is shown
in Figure 3.4b, including the absorption valleys in different states of O,, O3, H,O, and CO;,
molecules, commonly found in the atmosphere. The most widely used standard spectra
are those published by The Committee Internationale d’Eclaraige (CIE), the world author-
ity on radiometeric and photometric nomenclature and standards. The American Society
for Testing and Materials (ASTM) publishes the sun spectra[4], depending on the angu-
lar incidence light, in units of air mass (AM), shown in Figure 3.4c. Figure 3.4d shows
the irradiance with AM 1.5, which best represents the average conditions of the USA and
Europe.

Evidently, direct sun irradiance is very high and would overload most of image sensors.
However, very rarely the total energy is directly irradiated onto the sensor and/or the target.
Multiple reflections, between the floor and multiple objects, scattering, etc., promotes a
reduction of the overall noise level reaching the sensor lens. A possible scenario situation
can be seen in Figure 3.5.

The amount of sun irradiance reaching the lens of the sensor can be very complicated to
estimate (if not impossible). Multiple reflections in several objects, even outside the AFOV
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Figure 3.4: Background noise: (a) Total global radiation on the ground with direct, scattered and reflective compo-
nents; (b) Normal incident solar spectrum at sea level, on a clear day; (c) Path length, in units of Air Mass (AM),
changes with the zenith angle. (d) Standard spectra for AM 1.5, for ASTM E891 and global ASTM E892 [4].

of the sensor, can influence the overall noise level. For this reason, we will assume that
no direct sunlight will reach the sensor lens but only reflected light from the target, which
will be also illuminated by indirect rays (reflected on the floor, trees, etc.), adding another
efficiency term, €. Thus, the reflected power from the target, due to noise, per pixel, is
similar to (3.4) and/or (3.6), becoming:

2
2
P, = (P (R)-€) - =1 . s
pixel_noise (Psyn(R)-€) Ptarget (Z-R) Niens M-
_ 1 2 2+ Apixel 1 2
Ppixet_noise = (Poun(R):€) Prarger -\ 575y | “Miens ===\ 3 g an (arov 1))
(3.10)

where Psoyree(R) is replaced by Py, (R,0) - €, and 6 is the incidence sun light angle with
the medium. The energy coming from the sun will suffer from several interactions with
the medium, and these dependencies will be examined in Section 3.3.3. At this point, a
clear sky will be considered, approximating Pg,,(R,0) to PY,,, which can be extracted
from Figure 3.4d, by integrating the irradiance E, over a certain spectrum bandwidth (A, —
depending on a band-pass filter in front of the sensor) and the AFOV, such as:

A+Ay /2

PY,, = (2-R-tan(AFOV/2))?- f EpdA 3.11)
A=Ay /2
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Figure 3.5: Multiple noise reflections.

The effective number of noise events, per second, can be normalized to the laser fre-
quency, similarly to (3.9), as:

Nnoise_events/pulse = Ppixel_noise : ﬁ -(PDP-FF). (3'12)

Commonly, the solar irradiance is given by the luminous flux per area, in lux. By
integrating Ej over the whole spectrum, a total power of 1050 W/m? can be obtained,
which can be readily converted into lux by the luminous efficacy of white light, of 93 Im/W,
to a total of 98 klux. Per se, the luminous flux per area does not provide enough information
to be able to calculate the effective noise for a imaging system, which depends largely on
the wavelength, but it gives a common sense on the level of sunlight the sensor is inserted
on.

Differently from the signal, the overall accumulated noise depends on the integration
period (Tj,;). For instance, the unambiguous distance a dTOF system can provide is the
inverse of the laser frequency (Ty = 1/Fj4ser)- If the integration window is exactly that, the
system is always integrating photons, from signal and noise. However, it is often desirable
to slow Fjuser sO the energy per pulse can be higher, while keeping the average optical
power constant, thus shortening Tj,; with respect to Tp. So, this ratio should be added to
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(3.12).

Moreover, internal SPAD noise will also contribute to generate undesirable avalanche
events on the sensor. Although, background noise can be several orders of magnitude higher
than the detector noise (typically reported as dark-count rate — DCR —, which ranges be-
tween 1072 and 10% cps/um?), it is important to add this extra component to (3.12), for
completion and for photon-starved conditions, thus becoming:

A
Nnoise_events/pulse =Tint- Ppixel_noise : m -(PDP-FF)+DCR (3.13)

3.3. STATISTICAL MODEL

SPAD devices have a unique property that enables single-photon detection, with fast re-
sponse and low timing uncertainty, which allows fast depth measurement and high accuracy.
However, after each detection, they require a recharging time that renders them insensitive,
in a process called dead time.

N s
I ’1-P(N21)=P(N=0) I

¢

P(S=>1)

S PADdeadtime I SPADdeadtime

Figure 3.6: Probability of signal detection.

A signal event detection requires that the detector is active upon the arrival of a signal
photon, graphically represented in Figure 3.6. In other words, the probability of detecting
a signal (ps moq) is given by the product of the probability of at least one signal event
[ps =P(S=1)=1-P(S <0)], and the probability of not having a noise event, prior the
signal event itself, [q, =1—-P(IN=1) = P(N =0)], such as:

Ps mod =Ps qn=[1—-P(§<0)]-P(N=0) (3.14)

Due to random activity, the noise process has a Poisson distribution, thus g, can be
calculated by P(N = 0) = e~ -4ead yhere An_dead 1s the average noise activity within the
SPAD jeqdtime, Obtained by de-normalizing (3.13) with Fjgge,, such as:

/ln_dead = Nnoise_euents/pulse : Flaser : SPADdeadtime- (3-15)

The signal, on the other hand, can be calculated by the complementary cumulative distri-
bution function or, by simply assuming P(S < 0) = P(S = 0), since no negative outcome is
possible, thus ps = 1—P(S=0) =1—- e, where A; is the average activity per laser pulse,
given by (3.9). Thus:

Ps mod = [1— e ts] . g~An-dead, (3.16)
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Strictly speaking, the probability of detecting a noise event should also follow the prin-
ciple of pixel availability, i.e., the pixel is not busy (dead time) upon a noise event. Thus,
the probability of detecting a noise event is then:

Pn_mod = [1- e—ﬂtn] . e—/ln_dead, (3.17)

where A, is the average noise activity, per laser pulse, given by (3.13).

Considering Conditions 1 and 2, at the beginning of this chapter, the probability of
signal and noise detection can be calculated, plotted, and compared. Also, the total number
of available photons that could potentially generate timestamps, per laser pulse, is plotted
in Figure 3.7.

Number of events per laser pulse
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Figure 3.7: Total available number of events, per laser pulse, per pixel and probability of detection.

Here, some of the advantages of scanning (Condition 1), over flash (Condition 2), are
noticeable. The probability of detection for Condition 1 is much larger than for Condition
2, which reflects on the maximum number of signal events, per laser pulse, that the illumi-
nation can potentially provide. Although, if the total number of signal events, per second,
are considered, both conditions are similar, since in flash, all pixels are illuminated at all
times, differently from scanning. However, for the noise, the continuous exposure of pixels
to noise, from Condition 2, implies in the accumulation of much more noise than in Con-
dition 1. An adjusted number of events, per second, is displayed in Figure 3.8, where the
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relation between noise and signal is more explicit. The SNR of each pixel, per second, is
much larger in Condition 1 than in 2.

Number of events per second
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Figure 3.8: Total available number of events, per second, per pixel.

3.3.1. COINCIDENCE DETECTION

One of the most powerful features of dTOF systems is their robustness to high background
noise and the ability to operate under low ambient illumination, through the accumulation
of multiple events into a histogram, in a so-called time-correlated single-photon counting
(TCSPC). Under TCSPC operation, multiple timestamps are accumulated into a histogram,
where the object reflection signal (< S >) is consistently located within few bins, whereas
noise (< N >) is uniformly spread.

Thus, assuming the laser pulse and overall system timing noise a Gaussian shape (in
time), the target location can be extracted based on the signal-to-noise ratio (SNR), full
width at half maximum (FW HM) of the returning signal and the measurement range,
sketched in Figure 3.9. The signal-to-background noise-ratio (SBNR) is used to qualify
the target detection, providing the ratio between the histogram peak over the uniform noise
level.

The detected histogram shape will capture the uncertainties in the system, as a combi-
nation of the laser pulse width, detector and converter timing noise, and scattering effects in
the air. Although more robust to negative SNR, a TCPSC system has its limitation in that
the signal can only be detected if SBNR > 1, independently on the number of accumulated
frames. The minimum condition for SNR must be:

FWHM

SNR> —————— (3.18)
0.9395- RANGE

If the example on Figure 3.9 is examined, the minimum SNR must be > -32dB, and much
larger for a faster image frame rate. In fact, as will be seen in Section 3.3.4, this level of
SNR is not very different from reality.

Moreover the limitation of signal acquisition, the presence of high background noise
can produce several negative effects on the system. The most immediate is on the sensor
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Figure 3.9: Histogram simulation of dTOF timestamps, for a fixed target: SNR = 1 (20k points), 1k TDC bins,
signal FWHM = 2.355m, and 100m range.

operation, since a limitation on the maximum detection rate has an impact on signal detec-
tions, when flooded with noise. Also, the increase in sensor activity can drastically produce
side effects on the operation uniformity, with an important impact on accuracy and preci-
sion. A secondary, and very important, effect is on data processing resources and power
consumption, which can further limit the image frame rate.

Ideally, from the system point of view, it is optimum to read signal (and no noise)
timestamps that matches exactly the chip readout frame rate, assuming that multiple events
would be overwritten in the pixel memory. In other words, a single, new signal timestamp
information suffices for the image sensor operation. However, this is far from reality in
most of LiIDAR cases.

It is of utmost importance to increase SNR and to limit the overall activity on the sensor,
especially from noise. A useful way to perform such task is to make use of spatial and
temporal correlation of photons that a dTOF system can provide. Since the light source is
operated periodically and the returning photons from the target are correlated to it, neighbor
pixels share also such correlation. Temporal, since targets at the same depth location (or
close by) return at roughly the same time, and spatial (among neighbor pixels) can allow a
discriminatory event acquisition that can reject noise, which is, in principle, uncorrelated.

A graphical illustration of such correlation is shown in Figure 3.10. In this hypothetical
group of 5x5 pixels, some noise events, in red, are shown to be randomly spread over a
time frame, which is a fair assumption. However, for signal events, in blue, because they
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are the result of reflections from the target, and generated by the same source, roughly at
the same time, they all fall in a coincidence window (A pincidence)- A circuit that is capable
to qualify coincident events produce a strong noise filtering.

5
Spatial correlation D Noise events
5 D Signal events
Counts
Temporal correlation
A T B
time(s)

A coincidence TO

Figure 3.10: Graphical representation of temporal and spatial correlation of photons.

The number of pixels participating on the coincidence (spatial correlation) and the time
width (temporal correlation), as well as the total number of events will depend on the ap-
plication. The probability of both, signal and noise, calculated in (3.16) and (3.17), respec-
tively, will change accordingly.

To calculate the probability of multiple events among several pixels, a binomial dis-
tribution can be used, as the k number of success (positive coincidence detection) in a
sequence of n independent experiments, where 7 is the number of pixels participating in
the coincidence detection.

It is important to evaluate three distinct types of coincidence events:

1. True coincidence: between two or more signal events;
2. False “bad” coincidence: between two or more noise events;

3. False “good” coincidence: between one or more signal events and one or more noise
events.

In case 1, the probability of detecting a coincidence event will be the product of the

probability of detecting the signal itself, and a binomial distribution of any k events among
the remaining pixels:

Ps_true_coinc. = P(C=zk)- Ps_mod = [1-P(C<k)]- Ps_mod- (3.19)
Changing the variable to k' = k+1:

Ps_true_coinc. = [1— P(C= k/)] *Ps_mod> (3.20)
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where P(C < k') is the binomial cumulative distribution function for k —1 events, among
n— 1 pixels of the coincidence pixel set, thus:

k-1

n—1 . s
Ps_true_coinc. = [1 - Z ( i ) : P;ﬁmod (1= Ps_moad)" = Ps_mod> 3.21)
i=0

where k=1,2,3,...,,n—1. For k = 1, no coincidence is required, thus the probability reduces
to simply ps moeq. Moreover, no coincidence window is actually applied, assuming that
Acoincidence 18 large enough to accommodate all signal photons coming from the target,
since the probability of detecting a signal, outside an expected window, is zero.

In case 2, where false coincidence events are generated solely by noise, the effect of
noise suppression will be reduced. The probability of detecting this false coincidence will
be the product of a single noise event, given by (3.17), and the probability of another event
occurring among n — 1 pixels, within Acgincidence, defined by a Poisson distribution with
average activity related to the coincidence window, such as:

k-1 11
1_,1m.2ﬂ

il *Pn_mod> (3.22)
i=0

Pn_false_coinc. =

where Ay = Ay (n—1) - Acoincidence-
In case 3, the probability of false “good” coincidence is the product of ps 04 and the
Poisson distribution with average activity related to the coincidence window, such as:

*Ps_mod- (3.23)

Ps_false_coinc. =

k-1 )1
1_/1710' Z #
i=0 U

Since a false "good" coincidence is still a valid signal, the total signal probability will be a
combination of (3.21) and (3.23), limited to one event per laser pulse. In summary:

inc.=min inc. t inc.r 1
Ps_coinc. (psjruefcomc. Ps_false_coinc. ) (3.24)

Pn_coinc. = Ps_false_coinc.

The ultimate goal of coincidence detection is to artificially increase the SNR. Inevitably,
some signal events will also be filtered out by the system, however, noise events should
suffer a much stronger suppression.

3

|:| Coincident events

Pixel of interest

Figure 3.11: Arrangement of 3x3 pixels, for coincidence detection.

Figure 3.11 shows a hypothetical arrangement of 3x3 pixels that can participate on the
coincidence detection, thus n = 9. Each pixel, independently, have a probability of detecting
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a signal event equals to ps o4, as calculated before. The probability of detection events
depending on the constraints defined by the minimum number of events (max. of 9) and
coincidence window (Acpincidence = 218) is shown in Figure 3.12.

Condition 1: Probability of coincidence detection
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Figure 3.12: Coincidence detection for scanning (Coindition 1), for signal and noise.

The relation between probabilities of signal and noise detection must be compared for
the same k. As mentioned before, k = 1 means no coincidence detection; if k = 9, as in
this example, it means that all pixels of the 3x3 group need to detect an event each to be
considered a valid hit, which, as can be seen from Figure 3.12, it is very low. Nevertheless,
the appropriate coincidence configuration will depend on the condition (distance, perhaps)
and should be set appropriately.

Figure 3.13 shows the similar case for Condition 2. Due to much lower signal power
per pixel, the probability of detection is also much smaller. If both plots are compared, a
clear indication of the superiority of scanning system in comparison to flash can be seen, as
far as the signal detection is concerned.

Similarly, if the total number of events per second is adjusted for both conditions, the
plot in Figure 3.14 is obtained. If the condition of (3.18) is respected, using the system
conditions of FWHM and RANGE (SNR > -60dB), it is possible to calculate the maxi-
mum resolvable distance each configuration can provide, for both conditions and number
of coincidence detection, given by in dashed lines in the plot.
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Condition 2: Probability of coincidence detection
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Figure 3.13: Coincidence detection for flash (Coindition 2), for signal and noise.

For Condition 1, the maximum ranges are 104 m and 128 m, for no coincidence (k = 1)
and with at least 2 coincidence events (k = 2), respectively; For Condition 2, on the other
hand, the maximum ranges are only 4 m and 20 m. A way to increase the maximum range
of Condition 2 would be to shrink the integration window (Tj,;), reducing the amount of
accumulated noise, but with penalty on the range. For instance, if Tj;; = 200ns (RANGE
=30m) is used instead of 1 us, the maximum resolvable range increases to 13 m and 30 m.
In the end of this chapter, the subject will be re-visited, where other modifying parameters
(yet to be developed further on) will be included, and a family of plots for maximum range
will be obtained.

An important observation about these results is that they are based on the overall sensor
activity, without any restriction due to image or chip frame rate. It means that the mea-
surement is performed indefinitely and all the data is gathered, thus setting the absolute
maximum measurable range. As will be seen in Section 3.3.4, however, limitations on
data access will reduce the maximum observable range considerably, where a minimum of
events are to calculate the histogram.
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Condition 1: Number of events per second, per pixel
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Figure 3.14: Coincidence detection comparison for both Conditions, with dashed line for maximum resolvable
distance (MRD).

3.3.2. SHARING

Very often, in order to reduce silicon area and power consumption, several pixels share
common elements, similarly to what happens in RGB imagers, where a single ADC per
column is used to readout and convert the voltage/charge all pixels in that column. Although
dTOF sensors deal with timing information, which is typically difficult to store for later
conversion, they too often share the conversion blocks, such as TDCs. In some cases, each
pixel contains all necessary circuitry for detection and conversion, rendering a very low fill-
factor and setting constraints on maximum activity due to excessive power consumption [5—
7].

When combining pixels, for instance, sharing a single TDC, column-wise timing, etc.,
such as the arragements of Figure 3.15 a dead time it is expected in the combination cir-
cuit (Tyin), which would limit the saturation of the sensor for short pulses (typical of laser
pulses). Extremely high background noise can also de-sensitize the sensor, since poten-
tial noise events would occupy the combination circuit when the actual event occurs. The
concept is shown in Figure 3.16.

The compressed counting rate can also be analyzed using the probability of detecting a
signal or noise event, once the maximum detection per pixel will be one (at most, a single
signal event, per pulse). The compressed probability, due to sharing, can be calculated
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Figure 3.15: TDC arrangement. (a) per-pixel, event-driven TDC; (b) column-wise shared TDC; (c) continuously
running, shared TDC concept.

by [8]:

p inc.
Ps_compressed = Al ) (3.25)

Twi .
1+(M-1)- Wyﬁe’mgm ~min (ps_coinc. +Pn_win1

where M is the total number of pixels sharing a TDC, Ty;, is the combination circuit dead
time, ps coinc. 1S given by (3.24), and p,,_,,in is the probability of having at least one noise
event within Ty,;;, given by:

pn_win = I_P(Nwin = 0) = 1— e_ﬂ'n_win'

(3.26)
An_win = (;Ln . Flaser) M-1)- Twin *Pn_coinc.»

where Aj,_win is the average noise rate per combination dead time, for all M pixels. FW HMjsystem_grp

is the total FW HM for the whole group of M pixels. Here, the spread would depend on the
target, where we can assume it to be the same as the FW H My ssem, which is the worst-case
scenario (equidistant target). The compressed activity of noise is assumed negligible, since
it is very close to py_coinc.,» Which is also the worst-case scenario, since a compression on
the noise detection would be beneficial for the system.

An example of such compression can be analyzed considering a system where several
pixels share a single converter, where multiple timestamps can be acquired (in a First-In-
First-Out memory, for instance), but they are restricted to a processing dead time (Tyin).
Let us assume 8 pixels participate in such scheme, through a chain of OR logic gates (for
symmetry, 3 levels — 8-to-1), where T),;,, = 360 ps. Those values are assumed based roughly
on typical CMOS processes. The compression can be seen on the maximum detectable
signal events, shown in Figure 3.17.
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Figure 3.16: Effects on sensor sensitivity due to finite dead time on the combination circuit. Total #events indicates
the incoming events at the detectors, whereas the stored #events are the events that are propagated.

The available signal events are the total number of photons that reach the sensor and are
capable to generating a avalanche event, similarly as seen in Figure 3.8. The effective signal
events are actual photons that generated an avalanche event, once again assuming only a
single signal event per laser pulse is possible. The detected events (signal and noise) are
those events that finally made through the process and which timestamp has been registered.

As can be seen from Condition 1 of Figure 3.17, the effects of sharing are very well
pronounced, limiting the maximum number of signal events per pixel, per second, to about
100, until the distance of 28 m, with a natural drop due to low intensity (where the compres-
sion is not relevant, due to low activity) for longer distances. On Condition 2, on the other
hand, the total amount of detectable events is much larger (to over 20k at 1 m), since they
are weak, which means less conflicts and, consequently less compression, and are exposed
all the time.

By comparing the total number of detected events between Conditions 1 and 2, it is
counter-intuitive to think that scanning mode can provide better results in distance ranging
than flash. The reason is the overall noise the system acquires, which in Condition 1 is much
lower than in Condition 2. It also allows the assumption that, in the absence of background
illumination and DCR, flash mode is far superior than scanning, specially for distances
shorter than 30 m (in our hypothetical cases, obviously).

3.3.3. GATING

Another way to filter the background noise is to enable the sensor only around the target.
A sketch of a typical histogram, with and without gating, is shown in Figure 3.18. In this
example, the noise is uniformly distributed over the time frame (7p), which means that it
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Condition 1: Number of events per second, per pixel
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Figure 3.17: Effects of short bursts saturation and sharing on detectable signal events (coincidence detection is
disabled — k = 1), for Conditions 1 and 2.

comes from a random source and has not correlated interaction, typical from a clear, sunny
day.

As it can be deducted from Figure 3.18, the SBNR does not change inside the gate
window, although it is improved elsewhere. The signal peak, over a background noise level,
is still bounded to the same constraints of a situation without gating, however, the amount
of events the sensor is required to handle is much smaller, so is the data processing resource
required to perform histrogramming. For situation such as the example, it is required, from
the system point of view, to know what is the target location and, most importantly, that
there is only a single target location for the whole sensor.

Evidently, if targets in different locations are present and only a single gating mecha-
nism for the whole array is possible, the gating window should be swept constantly over
Ty, thus no target is missed. In this condition, not much improvement is obtained, espe-
cially if only uniformly distributed noise is present, although it can still be beneficial for
low SNR, since the histogram of each window can be performed separately. The drawback,
however, is related to the image frame rate, since the signal, like the noise, are both reduced
by Tga te/ T().

The challenge is to implement a system with multiple gating regions and a selection
mechanims capable of dynamically switching between different time gates, in order to offer
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Figure 3.18: Gating effects on the histogram, in the presence of uniformly distributed background noise.

optimum noise filtering in different regions of the sensor.

Perhaps, the most important advantage of gating is for situations where the noise is
not uniformly distributed. The presence of fog and rain, for instance, can produce a noise
profile that can overcome the target reflection counts, although around the target the signal
return could be stronger. A sketch of such conditions is displayed in Figure 3.19.
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Figure 3.19: Gating effects on the histogram, in the presence of non-uniformly background noise.

FOG AND RAIN

There are several atmospheric light scattering phenomena that would influence the signal
detection, which is not bounded to only fog, smoke, and rain conditions, but for a regular
clear sky day. The light scattering is a combination of two distinct sources: extinction and
in-scattering. The former is related to light extinction, though absorption or out-scattering
(out of the observer field-of-view), and the latter is related to light addition, from the sun,
for instance. It can be expressed by [9]:
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Lscartering = Fex - Lo+ Lin, (3.27)

where F,, is a extinction factor, Ly is the source power, and L;, is the added light intensity,
as functions of the distance s. The light extinction has two a exponential components, 45
and B, for absorption and out-scattering, respectively, which are shown in Figure 3.20.
Thus:

Foy(s) = e~ (Parths)s, (3.28)
Both scattering components will depend on the type of media. Different fog density, smoke

particle size, and water droplet will influence the scattering coefficients.

Constant density

Lo L(s)

Absorption Out-scattering

Figure 3.20: Extinction scattering components: absorption and out-scattering.

For in-scattering, the scattering depends on the angle of incident light traversing the
media. The light intensity can be expressed by:

1
Lin(s,0) = ﬁ_ “Esun - Bsc(@)- (1 - e_ﬁexs), (3.29)

ex

where ﬁex = ,Bab + ﬂsc~

1¢

Lo L(s.0)

=g

In-scattering
Figure 3.21: Extinction scattering components: absorption and out-scattering.

By successfully modeling the scattering occurring in conditions of fog and rain, which
have different particle sizes, a model can be created. One important remark regards the
type of noise such scattering medium would produce. For the background noise, there is
no correlation with the system operation frequency, thus would still appear as uniformly
distributed noise. However, the returning light from the system illumination source, which
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produces the profile seen in Figure 3.19, produce correlated events, which reduce the power
of coincidence detection, allowing more false “bad” coincidence events, as well as it re-
duces the overall optical power delivered to the target and returned, since there is scattering
in both trips.

3.3.4. SYSTEM CONSIDERATIONS

From the system point of view, the maximum number of events (signal and noise), as cal-
culated before, is an indication of the maximum activity, but it does not represent the actual
number of acquired timestamps. In fact, the maximum conversion rate and chip readout rate
defines the available timestamps to the “outside world” to perform the required histograms.
When image frame rate is considered, even fewer timestamps per image are available, set-
ting constraints on the minimum SNR (and SBNR) to perform a acceptable image.

The system architecture plays an important on the maximum number of timestamps.
Event-driven architectures, such as per-pixel TDC [5-7], for instance, are limited to a sin-
gle detection per time frame, thus the maximum conversion rate is Fjgser, assuming the
chip can also be readout at Fj ., rate or multiple memory levels, which are both not easily
implementable. Always running, shared TDC architectures [10] can allow a higher through-
put, increasing the conversion rate and easing the memory allocation, but are dependent on
the combination circuit, which also limits the conversion rate.

The expected number of signal events is a combination of (3.24), (3.9), and the Fjger-
For the noise, it is a combination of (3.24) (3.24), (3.13), and the Fj ., such as:

Ntotal_signal_events = Nsignal_events/pulse “Fiaser Ps_coinc

(3.30)

Ntoml_noise_events = Nnoise_events/pulse : Flaser *Pn_coinc-

Statistically, the total number of events can be calculated by a down-sampling the total
number of events by the minimum rate between the actual number of recorded events, chip
readout, and conversion rate, such as:

Ntotal_even ts = Ntoml_signal_even st Ntoml_noise_even ts

. (3.31)
Neffective?euents =y (Ntomlfeuentsr min (Ntotalfevents’ CR, RR))’

where CR is the conversion rate, per pixel, and RR is the readout rate. In event-driven
architectures, the readout is performed based on the activity, thus the limitation is the total
number of events themselves.

One special case is when gating (section 3.3.3) is performed. Depending on the archi-
tecture (3.3 1) and if the gating is fixed or moving, the down-sampling will be non-uniform.
For a fixed gating, the number of noise events will be scaled by by the gating ratio, whereas
the signal is unaltered, using the same down-sampling rate; for a moving gating, however,
both signal and noise events scale by the gating ratio, already contemplated by (3.31).

3.3.5. DISCUSSION

Time-of-flight imaging can be very complicated, involving several parameters that require
optimization, as seen during the development in this chapter. For this reason, a MATLAB
model has been written, taking all previous discussions into account, i.e., signal and noise
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probabilities, coincidence detection, gating, effects of sharing, maximum conversion rate,
chip readout rate, etc.

There are several approaches to design the system. One can start from setting the maxi-
mum and minimum limits of detection and desired AFOV, and work backwards to define the
minimum laser power required, considering the expected background noise, whilst main-
taining eye-safety. In our case, a couple of conditions were established at the beginning
of the chapter, with exactly the same specs, but different operation approaches (scanning
and flash modes), so they could be compared. A 60°AFOV, maximum background noise of
98 klux, and maximum optical power of 16 mW were used.

The main differences between scanning and flash with respect to SNR. In flash mode
(Condition 2), the pixels operate all the time, accumulating noise continuously, whereas
the scanning, for each point, the total integration time is very short, so the system can
move on to detect the next point, etc. For the signal, both approaches receive the same
amount to energy, which makes the SNR of flash much lower than the scanning. This was
shown in Figure 3.8, with the total available events, per second. From that plot, the SNR
of scanning is equal to 1 at 7 m for the scanning mode, whilst it always negative for flash,
which means that single-shot measurement is compromised in the latter case. Although
single-shot measurements are not the scope of this work (which would be improved by
reducing the AFOV), it is an indication of the energy levels both conditions operate.

One important observation that needs to be made regards the pixel saturation for short
bursts of activity. Since the laser pulse and, consequently, the reflected light, are relatively
short (FWHM = 1ns, in our case) compared to the SPAD dead time (SPAD jeadtime >
10ns), it is assumed that for each laser pulse, the maximum of a single detection can oc-
cur, independently on how strong the laser pulse is. This saturation is represented by the
bounded probability and effective number of signal events obtained at Section 3.3.

This condition is somewhat worsened when several pixels are arranged in a sharing con-
figuration, in case the sensor is designed to re-utilize some of the blocks, such as column-
based TDC architectures [1 1, 12]. The inevitable conflicts that will occur, coming mostly
from the signal, since the target photons will arrive near to each other, in space and time, but
also in the presence of high background noise. This extra saturation is discussed in Section
3.3.2.

Regarding the maximum observable range, for each distance measurement, a histogram
needs to be calculated and, depending on the signal uncertainty and maximum range, a large
number of events must be recorded for a good SBNR. These dependencies were already
considered by (3.18), but, as discussed, this limit is valid for an indefinite integration only.
Since the system is discrete, where the timing information is accumulated in histogram
bins, the SBNR found in (3.18) is not sufficient to determine the efficiency of the system.
For a more robust limit, we can set the requirement of SBNR >> 1, so a high ratio can be
obtained, as well as a minimum absolute number of signal events.

Figure 3.22 displays the effects of limited data availability, for a 10 fps image, and dif-
ferent coincidence events. For the ideal case, where SBNR = 1 and the number of signal
events per frame (Signal/Frame) is also 1, the maximum range is obtained, but in reality
the image quality and the ability to actually detect the signal would be compromised. For a
more robust case, where the SBNR = 10 and at least 10 signal events per frame is required,
the range reduces, but the quality is maintained. Effectively, no difference on the operation
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Figure 3.22: Maximum detectable range with chip readout and image frame rate are considered.

is simulated, only the parameters for establishing a good picture.

From Figure 3.22, an important observation can be made regarding Condition 1: coin-
cidence detection does not increase the maximum observable range. It appears that without
any coincidence (index 1 in the plot), the range is the maximum. The reason is that, for
scanning, the noise is already low, compared to signal, due to short integration time. Shar-
ing reduces the maximum range, due to conflicts between signal events, but it has little
influence on shape of the curve. In Condition 2, on the other hand, coincidence detection
can really increase the maximum observable range, although much lower than Condition 1,
as discussed.

One welcomed effect that coincidence can bring to the system is on the reduction of
the overall sensor activity, while guaranteeing an improvement in SNR. Since the amount
of noise can completely saturate the sensor, data throughput, post-processing capability,
etc., coincidence detection can be used to modulate the sensor activity, reducing also power
consumption. Figure 3.23 shows a simulated histogram based on Condition 1, for none or 2
coincidence events. Without coincidence, the amount of noise events the system is required
to process dropped from almost 3700 to only 56, while the signal reduced from 40 to 31. As
expected, from Figure 3.17, the number of signal events at 54 m is still very high, while the
noise is relatively low, providing a substantial increase in SNR and SBNR of over 34 dB in
both. The system activity is expected to be very low, as well as its power consumption.

A similar result was obtained for Condition 2, which is plotted in Figure 3.24. Since
the noise behaves similarly in both systems (except for what relates sensor saturation), its
reduction is almost the same as Condition 1, of about 66x, dropping from almost 1 million
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Figure 3.23: Histogram of Condition 1, without and with at least 2 coincident events.

noise events to less than 15,000. However, due to low signal intensity, the filtering effect
of coincidence is also strong on the signal, of about 10x. Although not as impressive as the
scanning condition, the SNR and SBNR for flash mode also improved with coincidence, of
about 16 dB for both parameters.

3.4. CONCLUSION

In this chapter, some important techniques to increase the system SINR were exploited and
modeled. The main one, coincidence detection, relies on the spatial and temporal correla-
tion of photons among neighboring pixels, coming form the target, to distinguish between
signal and noise. If, on the one hand, this technique inevitably reduces the probability of
detecting a valid, target photon, on the other hand, the effects on the noise reduction are
much stronger, allowing a gain in SNR. However, it does require a certain optical power
level, thus favoring less frequent, higher energy pulses (to maintain constant the average
optical power), as discussed in Section 3.3.1.

It is unquestionable the superiority in signal detection of scanning systems, in com-
parison to flash LiDAR. For the same conditions, scanning can reach farther distances than
flash, with higher reliability, although mechanical restrictions can limit image frame rate, as
well as adding issues on scan/sensor synchronization. That being said, flash mode LiDAR
have the advantage of no moving parts and, for short distances and lower background illu-
mination, it can be a viable solution for mobile applications. Solving the issues of moving
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Figure 3.24: Histogram of Condition 2, without and with at least 2 coincident events.

parts, through optical phase arrays for example, a potentially ideal solution for integrated

LiDAR systems can be obtained. Moreover, as discussed in Section 3.3.3, gating does not
change the SNR around the target, but it allows the sensor to increase its dynamic range,

producing similar effects on the power consumption, as well as being capable of handling

scattering mediums, such as fog and rain conditions.
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INTEGRATED TIMING
SOLUTIONS FOR VARIOUS
APPLICATIONS

For distinct systems to operate in consonance, they must share a common reference. Most of
current communication systems use timing references to play this role, where imprecision
can lead to bit error a total loss of data. Some system can tolerate the operation under
relative timing reference, where the absolute phase and/or time is not relevant, such as
wireless communication, however, some other systems require an absolute timing reference,
such as the global positioning system (GPS). In both cases, timing is required to be kept
known and precise. In direct time-of-flight, a precise time difference is essential for a good
depth estimation. There are several ways to obtain a precise timing in silicon. In this
chapter, some of the solutions found in communication and time-of-flight image sensing
will be discussed.

Parts of this chapter have been published in [1, 2].
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4.1. INTRODUCTION

IRECT time-of-flight (dTOF) imaging requires precise time measurements, in order to
D accurately reconstruct the targets distances. As for any imaging system, most of the
silicon area must be dedicated to the active photo-detectors (in this case, SPADs), limiting
the remaining available area for signal processing, timing, memory, etc. The goal is to
minimize the circuitry around the pixel, thus allowing pixel fill-factor maximization, while
guaranteeing the timing uniformity required for a particular application. One alternative
that relaxes such constraint lies on sharing architectures, such as column-wise TDCs [3], for
instance, where a single converter is capable to convert multiple pixels timing information.
Such arrangements have their own implications, more pronounced on sensor saturation and
time skew between pixels, which will be discussed on Chapter 5.

Power consumption is another important parameter that requires optimization. Exces-
sive power dissipation could lead to temperature variations and high IR-drop, which could,
consequently, produce performance variations on detectors and converters, or event a com-
plete operation failure [4]. Therefore, a solution for dTOF imaging must be small and con-
sume low power. Other applications, such as wireline communication, clock recovery in
microprocessors, etc., have similar performance constrains and shall also be used in this
chapter, as a guideline for topology exploration.

Time-to-digital converter (TDC) is the most widely used time digitizer in CMOS, with
its origin in all-digital phase-locked loops (ADPLL) [5]. It is a very important block and it
has been serving as the foundation for monolithic dTOF sensor [6] development. There are
many TDCs topologies available, which will be chosen depending on its application, size,
range, resolution, conversion time, etc. Flash-TDC [7] is a very simple structure, however,
its range is very limited, linearly proportional to the number of stages, N, and the TDC
LSB, Arsg, as TDCrange = N-Apsp. For instance, a timing range of 30ns (about 4.5m in
distance) and a resolution of 30 ps requires 1000 stages, which is very area inefficient; it is
difficult to control its linearity, etc. For these reasons, it has been widely used to obtain only
short range and fine resolution, in both PLLs [5] and dTOF sensors [8]. Vernier-line TDCs
can provide even finer resolution than the in case of flash-TDC. Here, it is the difference
in delay between two chains of inverters; however, their range is even shorter with larger
area [9] than with the flash-TDC. Although the area and range can be improved by means
of ring oscillator (RO) based Vernier-line TDC [10], it still cannot provide very long range.
Up to now, it has been employed mostly in PLLs due to its complexity and size. Time-
to-amplitude-converter (TAC) is another way to digitize time, by means of first converting
the time difference into a voltage, which is then digitized by an ADC [11]. It benefits from
advances in the design of ADCs, yet its large area and analog nature, which degrades with
the technology node, impose extra challenges on the design.

For imaging systems, the most common solution for time digitizers are based on ROs
connected to ripple counters. They can be designed in a very small area, since the RO is
typically small (depending on how it is controlled, its noise performance, etc.) and the num-
ber of stages in the counter increases only with log, N. For example, for similar specs of
30ns range and 30 ps resolution, only a 2-stage pseudo-differential RO and 8-bit counter is
required, whereas the linearity depends only on the RO, since the ripple counter itself is in-
trinsically linear. However, it is very sensitive to supply voltage and temperature variations,
thus normally requiring a PLL loop for its precise frequency operation. Other methods
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helping to operate the open-loop RO-based TDCs are possible, such as a foreground cali-
bration, for a precise resolution acquisition, with a penalty on the overall operation. Nor-
mally, a PLL is available to provide a precise timing reference for local (column-wise [3]
or per pixel [12]) interpolation TDCs.

In this chapter, a different timing generation will be provided. Firstly, two ADPLLs will
be described and proposed as a possible reference frequency for the dTOF image system.
A comparison between the RO-based and LC-tank based ADPLLs will be examined, ex-
ploring the fact that the ROs are intrinsically noisy and sensitive to supply and temperature
variations, whereas the LC-tank can ensure a much cleaner and robust reference; however,
its area will be much larger. Thus, an ultra-compact LC-tank based ADPLL is proposed
and their aspects evaluated. Finally, an alternative for a synchronized and distributed clock
generation will be provided, based on future 3D-stacked technologies.

4.2. FREQUENCY SYNTHESIZER

Frequency synthesizer is a generic name given to electronic circuitry capable of generating
precise frequency clocks. The most common synthesizer is based on a PLL, which consists
on a negative feedback system designed to control the output frequency using a more stable
crystal reference. Often, the desired frequency is a multiplied version of the reference, by an
integer ratio (“integer-N”” mode) and/or fractional (“fractional-N”” mode). A block diagram
of a generic PLL-based frequency synthesizer is shown in Figure 4.1.

Phase Loob filter Tunable
detector P oscillator
Fin or + O i control Dy Four
Feedback
network

Figure 4.1: Generic PLL-based frequency synthesizer.

The tunable oscillator generates the desired output clock controlled by an analog voltage
and/or a digital word, generated by the loop-filter, which is, in turn, in type-I proportional
to the difference between the reference and output phases. The loop filter is responsible for
setting the dynamics of the system, i.e. controlling the loop bandwidth and final phase error.
It also determines the so-called type of the PLL, related to the total number of integrators
in the loop. Since the PLL has always at least one integrator (the oscillator is a natural
phase integrator, outputting the frequency), if the loop does not contain another integrator,
it is called a type-I PLL, which is more stable at wider loop bandwidths, but it exhibits a
non-zero phase error. If the loop contains another integrator, the loop becomes a type-1I
PLL, zeroing our the phase error.

Moreover, a wider bandwidth provides a faster settling time, but it offers less filtering
capabilities; a narrow bandwidth filters out more unwanted spurs (from the reference and/or
fractional, in case of Fractional-N mode), but results in longer settling times[13]. The
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overall dynamics will depend largely on system specifications.

4.2.1. CHARGE-PUMP PLL

The term charge-pump PLL has been used to describe a widely popular analog frequency
synthesizer topology, whose block diagram is shown in Figure 4.2 [14]. In this architecture,
the high-frequency signal (Foyr), from the voltage controlled oscillator (VCO), is divided
and connected to the phase-frequency detector (PFD), along with an also divided version of
the reference frequency (F;, = Frgr/R). The two phases, ¢ and ¢y, are then compared
and a pair of rectangular pulses, whose widths are proportional to the phase difference
between ¢ and ¢y, are generated. If the reference phase ¢ precedes ¢y, then a pulse
“Up” is produced, otherwise “Dn” is generated. Since the time difference between the two
edges can exceed one output clock delay, in case the frequency differs, it is important to
also acquire the absolute frequency. This is performed by combining “Up” and “Dn” pulses
through a charge pump, which generates a charge integrated in a loop-filter. Depending on
whether an “Up” or “Dn” pulse is applied, current is drawn from the supply to charge up
or drain the loop-filter capacitors, respectively. As a result, the pulses are converted into a
voltage that tunes the VCO. The combination of the loop-filter and the negative feedback
connection creates a type-II loop, which is capable of phase and frequency locking, with
zero residual phase.

Charge
- um
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Figure 4.2: Generic charge-pump PLL.

The divider in the feedback path scales Foyyr down to a Frpr/R for the comparison to
take place at the PFD. In the integer operation (integer-N mode), N is chosen as a constant,
in order to provide the desired frequency multiplication of N/R. For a fractional operation
(fractional-N mode), the division is toggled between two values, in such a way that the
average division ratio is the fractional factor for the desirable frequency. The frequency
multiplication function is provided by:

N+K/F

Fout = Frer- —r “4.1)

where F is the system fractional resolution, and K is the desired fractional channel. The
toggling rate and pattern determines the amount of spurs produced at the output, appearing
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as a undesirable frequency component. This can be somewhat overcome by the use of high
order ZA modulators [15, 16], which are capable of noise shaping, while reducing patterns
that generate spurs.

The main issue of charge-pump based PLLs is their analog nature. The loop-filter spec-
ifications have to be carefully selected in order to fulfill a certain overall PLL specification,
with very little flexibility for on-the-fly changes, such as, loop bandwidth optimization for
locking time and/or minimum phase noise. Moreover, calibration is very difficult (between
VCO and charge-pump gains, for example) and, due to the highly spurious output of the
charge pump, the loop filter capacitor has to be very large, making it difficult to integrate in
an advanced CMOS technology. Other analog parameters, such as MOS output resistance,
also degrades in the nanoscale CMOS technologies, making the design of high performance
charge-pump PLLs very challenging. Therefore, there has been a constant shift towards
digital approaches during the last years, for most of modern applications.

4.2.2. ALL-DIGITAL PLL

In this section, the design of two ultra-compact ADPLLs is presented, which makes use
of a phase prediction algorithm, as described next. This work has been been published in
[1]. The design was carried out in a 40 nm CMOS technology provided by TSMC. The two
frequency synthesis modules provide wide tuning range of 2.4-3.8 GHz and 9.4-14.8 GHz,
for the ring DCO (R-DCO) and a LC-tank DCO (LC-DCO), respectively, from a reference
frequency ranging from 20 to 200 MHz. The block diagram is shown in Figure 4.3.
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Figure 4.3: Block diagram of the accumulator-based, phase-prediction ADPLL.

LOOK-AHEAD TDC
Traditional phase-domain (i.e., counter-based) ADPLL implementations [17] are resistant
to a deep power consumption reduction because the TDC of fine resolution has to cover at
least one variable clock period, Ty. Solutions, such as clock-gating of the variable clock at
the TDC, have been proposed [7, 18], however, none of them provides an optimal circuitry
that would allow only the single necessary clock edge to pass to the TDC.

In this implementation, the deterministic nature of the phase error when the ADPLL is
fully settled is taken advantage of to modify the traditional ADPLL architecture. Indeed,
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it has been shown in [19] that for every frequency reference (FREF) clock cycle, assuming
locked type-II loop (both in frequency and phase lock), the deterministic time difference
between the rising edge of FREF clock and the next rising edge of feedback clock (CKV)
is given by:

A;=(1-PHRp)- Ty, 4.2)

where, PHRF is a fractional part of the accumulated frequency command word FCW =
Tgr/Ty, where Tg is the period of FREF. In other words, FCW is the targeted ADPLL
frequency multiplication ratio. Equation (4.2) suggests that each FREEF rising edge can be
delayed by a deterministic amount of time so that a delayed version of FREF is created,
namely FREFyy, which is aligned (to within a small constant offset) to the next CKV rising
edge. This predictive effect will be referred to as the look-ahead action.

The advantages of implementing the look-ahead architecture are numerous. First, the
delay operation occurs at FREF rate, which is typically two orders of magnitude lower
than the CKV rate. It should be stressed that, even when proper prediction occurs, there
is always a non-deterministic component of the FREF-to-CKV delay that renders the use
of a TDC to resolve the FREFjy-to-CKV residual delay necessary. Nevertheless, the TDC
action is carried out by only a few delay elements. Most importantly, since FREFg;y and
CKYV are now aligned, FREFgjy can be used to clock-gate the TDC, allowing its operation
at the FREF rate. Another key benefit of the look-ahead action is that retiming of FREF
to create a digital clock (CKR) for the feedback loop, as in [17], is now a metastability-
free operation and, therefore, no significant circuit-level effort and power consumption are
required to resolve it. Instead, a conventional re-sampling of FREFgjy by a divided version
of CKYV suffices as the CKR generation mechanism.

Figure 4.4 shows the conceptual block diagram of the look-ahead TDC and its inter-
connections with the clock-gating and retiming circuitry, as well as the time diagram of all
waveforms associated with the look-ahead action. The FREF signal is delayed within the
look-ahead TDC to generate FREFgjy, which is then used to generate CKR and a clock-
gated version of the CKV, called CKVyq. CKR is used as a digital global clock, while
CKVgyq (at the FREF rate) samples the TDC to resolve the residual error between FREFy
and CKV. Unlike the TDCs in conventional ADPLL implementations [7], where the CKV
is propagated through the inverter chain and sampled by FREF, in our case it is much more
convenient to propagate FREFy;y instead and sample it with a gated version of CKV, oper-
ating at the reference frequency. As seen from the example of Figure 4.4, the output of the
flip-flops can be converted to an integer number, by identifying the location of two consec-
utive identical logic values in the output bit stream. This integer number can be normalized
to yield a representation of the fractional part of the phase error between FREF and CKV
(PHEFR) when the ADPLL is locked. In the example of Figure 4.4, the decoded output of the
delay is 3, which corresponds to a delay of three inverters (3 - ;).

A detailed schematic of the look-ahead TDC is shown in Figure 4.5. The look-ahead
TDC is implemented as a chain of identical controllable delay cells that can be used either
as delay elements — for the look-ahead action — or as sampling elements — to resolve the
FREFgjy-to-CKV time delay. Each delay cell consists of an inverter and a pair of set/reset
transistors that can pull up or down the corresponding cell input node [20]. Additionally, a
compact D flip-flop (DFF) optimized for a minimum input capacitance and small setup and
hold times is placed at each intermediate node. The simulated typical delay of the generic
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Figure 4.4: Look-ahead TDC block diagram with interconnection to clock-gating and retiming circuit along with
all the signal waveforms.
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Figure 4.5: Look-ahead TDC schematic implemented with identical controllable delay cells.
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cell is 15 ps while the DNL and INL values are 0.5 LSB and 1 LSB, respectively.

The cells located at the beginning of the inverter chain perform the look-ahead action,
effectively acting as a digital-to-time converter (DTC). In this case, the DFFs act only as
dummy loads (shown in gray in Figure4.5) and the set-reset transistors are active. The
intended functionality of the DTC part is the propagation of a single pulse through a de-
sired number of inverter delays. Since the FREFgjy output is fixed, the FREF input has to
be dynamically selected every reference cycle, via the control of set/reset transistors. A
logic control cell, shown in Figure 4.5, converts a thermometer-coded input into the control
signals for the pMOS and the nMOS transistors, respectively.

State 1 : Reset (on FREF low) State 3 : Propagation

:
FREFg, |

@ prI:\\l/istslonnozfes Rising edge of FREF, appears
. Propagation f
State 2 : Set (on FREF rising edge) from Start of disturbance after 2 inverter delays

ol::>

Figure 4.6: Transition of the look-ahead part of the TDC through the reset, set and propagation states, for the
generation of a delay equal to two inverter delays.

An example of the look-ahead action of the TDC is illustrated in Figure 4.6, where a
delay equal to two inverter delays is generated. The operating principle can be extended,
without loss of generality, over any multiple of the inverter delays (#;,,). As shown in
Figure 4.6, the look-ahead TDC goes through three distinct and consecutive states during
every FREF cycle, namely, the reset state, the set state and the propagation state. The
reset state occurs when FREF is low and sets the output FREFqy to a low steady-state,
whereby the internal nodes of the look-ahead cells are set accordingly. In the ser state,
upon a rising FREF edge, a disturbance is generated at one specific internal node. The
selected node changes progressively at every FREF edge (in a fractional-N operation). In
this example, the disturbance starts two cells away from the output (FREFqy). To achieve
this, all nodes from Start backwards are inverted through the set-reset transistors, while
the rest of the nodes, i.e., up to the end of the delay line, are set as floating by turning
off their corresponding set-reset transistors. In fact, the disturbance manifests itself as two
consecutive identical logic states, i.e., at the input and output of the same inverter. As
a result, during the propagation state, the disturbance is propagated through the rest of
the delay line and eventually enters the residual detection section, so the time difference
between FREFyy to CKV can be resolved. At the same time, the FREFy)y is used to clock-
gate the CKV and for the CKR generation.

Knowing the cell delay t;,,, we can calculate the number of cells that the disturbance
has to propagate through at each FREF cycle. Defining the gain of the look-ahead TDC as
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Krpe £ tiny! Ty and combining it with (4.2), we obtain:

1- PHR
delayng = ——L 4.3)
Krpe

A pseudo-thermometer coding of delayng, as a number of the most significant zeros
in a bit-stream of ones, is applied as a signal delayT), at each logic cell, as shown in Fig 4.5.
Each logic cell needs to convert delayT;, and FREF signals into the appropriate controls of
the set-reset transistors. Based on the example of operation of Figure 4.6, a truth table for
each signal Py and Ny is constructed and logic functions as in Figure 4.5 deducted.

It should be mentioned that, apart from the controllable delay, there is a certain offset
delay that is associated with the inversion of the nodes during the set state. Because all the
nodes are inverted simultaneously, the offset delay can be considered constant, to a first-
order approximation, irrespective of the number of the nodes that are inverted. As long as
the offset remains constant, it plays no role in the alignment of the clocks. As highlighted
in Figure 4.4, FREF is propagated through the chain of inverters while the CKV g4 samples
the intermediate node values by means of the DFFs. The flip-flop vector output is decoded
as the location of a doublet of high or low logical values and should be then normalized
by Krpc to yield a representation of the fractional part of the FREF-to-CKV phase error
(PHEp).

With a single element delay of 15 ps, 64 elements are used to perform the look-ahead
action in order to cover the worst-case delay of 830 ps (1.2 GHz feedback clock) and ac-
count for PVT variations. As far as the fractional phase error detection is concerned, this
can be theoretically achieved by one element (equivalent of a bang-bang TDC). However,
this could have an unpredictable impact on the settling time of the phase error, if no ad-
ditional frequency settling loop is employed. In our implementation, an output word of
the eight delay element FFs is read out, which is equivalent to a 3-bit TDC, to ensure fast
settling on the order of microseconds.

It should be noted that the “next clock edge prediction” approach has already been
widely used in previous ADPLL implementations. In [21], a divider-based ADPLL archi-
tecture with a bang-bang detector was implemented. However, it requires a secondary loop
with a complex frequency acquisition to ensure the proper large-frequency step locking. In
[22], an accumulator bang-bang phase detector is utilized instead of a small range TDC for
fractional error detection. However, it might cause unpredictable or long frequency locking
transients. In addition, no advantage is taken of the aligned nature of the FREFq;y and CKV
clocks resulting in a power-hungry sampler-based counter. Lastly, [23] implements separate
DTC and TDC parts, an approach that is more prone to delay mismatches and requires dif-
ferent gain estimation blocks. In this implementation, a single delay element, embedded in
the look-ahead TDC is used to ensure identical unit delays of the look-ahead action and the
residual error detection. As a result, a single look-ahead TDC gain estimation block suffices
for the estimation of the average delay of the elements. Furthermore, a dynamic element
matching for the purpose of eliminating close-in fractional spurs can be straightforwardly
implemented by employing a rotation of unit cells.

DUAL-PATH DTC/TDC
As discussed in the previous section, one of the main issues with the current DTC/TDC
implementations is their intrinsic non-linearity, which can generate fractional spurs when
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arranged within a digital PLL, limiting their use for more stringent protocols of commu-
nication. As can be seen at an overview of different DTC/TDC topologies [24], typically
only one of the signals, the reference or the variable clock, is modified (delayed) and com-
pared to the other signal. Thus, due to the cyclic operation of the phase detector, the fixed
pattern of non-linearity will appear as a tone distortion to the PLL output, generating the
aforementioned fractional spur. A cyclic TDC, as a continuation of the work developed in
the previous section, was proposed in [25], but yet to be validated in silicon. It connects the
TDC elements in a circle, where there is no strictly defined input or output, thus, for the
same desirable delay, different pairs of input/output could be used as interface, reducing the
fixed pattern non-linearity.

A different approach, as an alternative to such operation, is proposed below. Instead
of feeding only one signal to the DTC/TDC, both signals are connected to a well-defined
input and collected at the output, forcing the signals to go through all stages all the time,
independently from the desirable delay, as sketched in Figure 4.7.

Identical DTC elements
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) — i B Calibration @
SCTRLi L = ﬁ

Figure 4.7: Proposed, dual-path DTC chain.

By feeding both signals through the whole chain, independently of the DTC code, any
potential mismatch and/or noise, in one or more elements, affect both signals at the same
time, and are, consecutively, canceled, minimizing the non-linearity. Each element contains
a fast path and a slow path. The selection is done by the control bits (Syp), flipping individual
DTC elements by a control bit, which can produce a +Asg. By controlling the number of
elements flipped, a positive or negative delta delay is applied to the input delay difference
of Frer and Fpco. The idea is to compensate for the input signal offset, by applying the
complementary delay to each input path, in order to achieve an approximate alignment of
the signals at the output of the DTC, in case the PLL is phase-locked. The output signals can
then be compared in a phase detection, that can be a bang-bang phase detector (BBPD) [26]
or a residue TDC.

The DTC consists of identical elements, whose resolution Ay gp is given by the delay
difference between two paths, thus the length of the chain will be determined by the ra-
tio between the desirable range (at least one variable period Tpco) and the step size. The
digital control word, Sctry is defined by the accumulation of the fractional part of the fre-
quency command word (FCWF), which is then normalized by a least-mean-square (LMS)
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algorithm in order to calibrate the DTC gain. The calibration is performed by:

Aprc =(ScTtrL—M/2)-Arsp
At=—-sgniAi,+Aprc) € {-1,+1}
@=(ScrrrIMSBI-1)-2 € {-1,+1}
A=(FCWr-1)-2 € {-1,+1}
x=0-1) (a-7-At)
p=MI/2-1) (&-7-Ap)

4.4)

where M is the number of DTC elements, Aprc is the total delay produced by the DTC,
Ajj is the delay between the inputs, At is the output delay, which is a binary +1 value if a
BBPD is used and the other variables as defined in Figure 4.7.

A sensible difference between a regular single-path TDC/DTC to this dual-path archi-
tecture is related to their transfer function. Since the single-path structures rely on the ab-
solute delay added to a signal, it can be very sensitive to offsets variations and supply noise
injection, requiring a very precise calibration system, in order to obtain a precise gain. For
the dual path, on the other hand, the difference between the delays (between fast and slow
paths) is de-sensitized by the total chain delay, rendering a much more robust structure. An
illustration of such transfer functions are shown in Figure 4.8.

At A ) AtA 40" Supply noise

I(p - Supply noise

DfC code

DTC code
Typical single path Proposed dual path

Figure 4.8: DTC transfer function: (a) single-path with errors in bias (DC level) and gain (inclination); (b) dual-
path with errors in gain only.

There are many ways to implement the DTC element. Some options are shown in
Figure 4.9. The straightforward approach is to use two MUXES, in both the inputs and the
outputs (Figure 4.9 (a)), so no signal position inversion is performed, with impact on the
maximum chain delay, which can limit the maximum reference frequency. Thus, a single
flip can also be implemented (Figure 4.9 (b) and (c)), as long as the control is accounted for
to consider the signal position inversion.

A simple control for the two types of cells can be implemented by a gray decoder of
the control word (S), as shown in Figure 4.10, generating C. In two implementations are
equivalent with respect to which cells are flipped. That is important, as it can be seen further
in this section, to accommodate an eventual noise shaping technique.

The DTC chain can be re-drawn using variables to describe non-linearities and noise
that real elements will most certainly have, as can be seen in Figure 4.11. Another important
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Figure 4.9: Dual-path DTC elements: (a) dual flip; (b) single flip, at input; (c) single flip, at output.
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Figure 4.10: Alternative controls for equivalent operation of dual and single flip, dual-path DTC.
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parameter of DTC/TDC is their sensitivity to supply voltage noise coupling. Since these
elements operate synchronously with the reference frequency, it is common to experience
large and short current draws from the supply, which can produce delay variations and noise
injection, resulting in reference spurs on the PLL (although not very important, since the
reference spur, from the phase detector, is filtered by the loop filter.)

Vop

@ o @ @ e e
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FAST non-linearity SLOW non-linearity S ={000....111}

FAST noise SLOW noise

Figure 4.11: Dual-path DTC with delay modifiers to accommodate non-linearity and noise, for the fast and slow
paths.

As the example of Figure4.11 indicates, some cells are flipped, some are not. It is
possible to write the total delay each signal will experience, assuming first that the control
is linear (such as shown in Figure 4.1 1), although it is irrelevant which cells are flipped. For
instance, if 10% of the cells are flipped, the results (time difference between the outputs,
assuming both inputs are in phase) will be 10% of the total DTC range, independently of
which cells are flipped. In fact, the operation of DTC is opposite: a code is predicted, based
on the FCW accumulation, which is applied to the DTC in order to align the signals in the
output, targeting the average At =~ 0. Thus, the delays for Frgr and Fpco signals can be
written as:

M code
Trep= ), To+0i+Xi+ ) Ti+e€+y,
i=code+1 i=0
4.5)
code M
Tpco= ) To+0i+xi+ ), Ti+e€+vyi
i=0 i=code+1

where 7o and 1) are the fast and slow DTC delays, o; and ¢; are the non-linearity (and
correlated noise) associated to the i-th fast and slow element, and y; and v; are the un-
correlated noise associated to the i-th fast and slow element, respectively. M is the total
number of elements. The final output delay is the difference between both paths, thus:

At =Trgr— Tpco
M

At=(M-2-code)-(to—T11)+ Y. [(0i—€)+i—vi)]
i=code+1 (4'6)

code

- (oi—ed)—(i—vd].

i=0
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A parameter to define the mismatch ratio between the different paths within each el-
ement can be used, one for the non-linearity (yr; = €;/0;) and one for the noise (yy; =
xilwi), respectively. Also, the mismatch ratio between the fast and slow paths can also be
assumed constant throughout the chain, even though the absolute value might differ. Then,
(4.6) becomes:

M code
At=(M=-2-code)-(to—t)+(—-yp) | Y, o0i— ) 0;
i=code+1 i=0 (4.7)
M code
+A=yN) | Y Xi— ) X
i=code+1 i=0

Equation (4.7) provides that, if the mismatch between fast and slow paths is kept small, the
non-linearity and the noise is also suppressed. Figure 4.12 shows a simulation result when
a maximum of 50% variation on g, where the ratio y; and yn of 10% is introduced in the
chain. The chain contains 128 elements and 5% noise variation on the inputs. Since all
elements have the same global mismatch and the chain is controlled thermometically, the
DNL appears as a linear variation, whereas the INL is accumulated to a peak of 1.7 LSB. If
this DTC is directly implemented in a PLL, a very strong fractional spur would be expected.

Transfer ion (At)
T T

Units

20 40 60 80 100 120
Code
DNL and INL
T

LSB

20 40 60 80 100 120
Code

Figure 4.12: Transfer function simulation of 128 cells, with thermometric control, for yy =yny =0.9, 0 =0.5

Since the chain is completely uniform, with identical elements, and the whole chain is
used independently on the DTC code, by simply applying a scrambling code, the INL and
DNL can reduced considerably, but most importantly, the fixed pattern can be reduced. The
result is shown in Figure 4.13. Althoug scrambling is already helping with the operation of
the DTC, more elaborated control (going directly on the decoder) can be implemented, tak-
ing advantage of noise shaping such as A [27, 28]. In fact, the same techniques employed
in DAC linearization and matching can be applied.

DTC/TDC structures are often very sensitive to supply variations, including noise cou-
pling through the substrate. High frequency noise, in general, is not a major issue, since the
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Figure 4.13: Transfer function simulation of 128 cells, with cells randomly selected, for y; =yxn =0.9, 0 = 0.5

low-pass filtering behavior of the PLL, from the reference to the output, is capable to atten-
uate most of its components. However, strong leakage from the reference can still appear at
the PLL output, requiring a large loop capacitor (in case of a charge-pump PLL) or higher
order digital filter. One of the advantages of the proposed dual-path DTC chain is the high
rejection to supply noise, since the differential observation of both signals attenuates the
absolute delay variations caused by the supply. A simulation in which it was added noise
components at different frequencies, at the power supply, through a RLC network shown in
Figure 4.14 (a), and a 128 dual flip DTC elements (Figure 4.14 (b)) was performed.

AL =50 pH AR =50 mQ AR =50mQ AL =50 pH

AC=20fF

AL =50 pH AR =50mQ AR =50mQ AL =50 pH
(a)
TVDD

INy—

IN;—

(b)

Figure 4.14: Supply noise simulation; (a) Distributed supply network; (b) dual flip DTC element.

Figure 4.15 (a) shows the absolute delay variation for both paths, for noise tones at 1, 2,
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46, and 50 MHz. In all cases, except at 50 MHz (the input frequency is also 50 MHz, which
produces a natural rejection of in-phase noise), the absolute delay variation is in the order of
110 ps, which is 8% of the total DTC coverage (target at 2 ns range). This high sensitivity
would potentially produce a very high in-band phase noise, requiring large LDO, filters,
and separated supply for the DTC, increasing power consumption, area, and complexity.
The differential delay variation, on the other hand, is only 1.6% of the absolute delay. It
is shown in Figure4.15 (b), producing only 0.12% variation of the total DTC coverage,
without any filter on the supply. It is possible to conclude that, even without elaborate
supply management, the dual-path DTC is robust to supply noise, enabling ultra-low jitter
PLL implementations.
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Figure 4.15: Delay variation under supply noise of SOmV in different tone frequencies; (a) absolute delay; (b)
differential delay.

A system simulation was also performed. Using the model from Figure 4.3 (replacing
the look-ahead TDC with the proposed DTC), in Verilog and Verilog-AMS, with the DTC
modeled with Verilog-A based on the DTC element of Figure 4.14 (b), including an edge-
selection for the variable clock, all necessary calibrations, etc. As previously mentioned,
the selection of the DTC elements can be performed in various ways. The simplest way
is to select the elements to flip in a thermometric way, which produces a fixed-pattern that
translates the DTC non-linearity into fractional spurs in the PLL. The second, easiest way,
would be randomly selecting which elements to flip, based on the control word, which
scrambles the non-linearity into noise. Other techniques are also possible, including noise
shaping [27, 28].

Figure 4.15 shows the phase profile of the modeled PLL, operating in a fractional chan-
nel at 10.000390625 GHz (FCW = 200 + 1/128), in different cases. First, in black, a ref-
erence phase noise is plotted, when there is no mismatch between the DTC elements, thus
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Figure 4.16: System simulation for a perfectly linear DTC, and with 10% random mismatch between elements,
for thermometric selection, as well as using two simple DEM techniques.

containing only quantization noise. In red, a random 10% mismatch is added to the DTC
elements; by controlling them without any dynamic element matching (DEM) technique,
where a spur can be seen at 390 kHz (1/128 fractional channel), which is not filtered by the
loop. With random selections of the elements, the spur is scrambled and a higher in-band
phase noise is observed. Another simple DEM technique is applied, making use of data
weight averaging (DWA), which also reduced the spur, while moving the noise to higher
frequencies that were filtered by the loop. The integrated RMS jitter is also shown, with
one of the simplest DEM techniques (DWA), only 10fs is added to the integrated jitter of
perfectly matched DTC (250 fs against 240 fs). Other more elaborated DEM techniques can
also be used, improving further the DTC operation, for even lower jitter PLLs.

The main drawback of the proposed architecture is that, although the absolute delay of
each element is not important for the DTC operation, its value will influence the maximum
reference frequency the system can operate. As it is well-known, the reference frequency
plays an important role in the total jitter of the PLL, thus for ultra-low jitter and mm-wave
PLLs it if important to have faster reference frequencies (150-300 MHz). If, for example,
M = 128 elements and each element has 40 ps absolute delay, the maximum reference
frequency that the system can operate is 200 MHz. In order to reduce this constraint, the
DTC can be implemented using a segmented approach, with identical elements for coarse,
mid-coarse and fine resolution. A block diagram is shown in Figure 4.17.

In this approach, the DTC is split into three segments, but it could be as well split
into 2 or more. The operation is the same as the single segment, with the difference on
the calibration and coverage. The finer resolution should cover more than 2 LSBs of the
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Figure 4.17: Proposed segmented dual-path DTC chain.

previous segment, in order to guarantee proper coverage over PVT. Its operation is more
complex, since the gains of different segments need to be calibrated in parallel, but the
operation frequency can be pushed to gigahertz range, if desirable.

Regarding the phase detector, it was assumed first a BB-PD due to its simplicity. How-
ever, it is possible to implement a fine resolution TDC to obtain a finer quantization of the
output, speeding up the dynamics of the loop. There are many topologies for fine resolution,
short range TDCs, where the most suitable would be a Vernier-line [10].

4.2.3. DIGITALLY-CONTROLLED RING OSCILLATOR — RO-DCO

The implemented RO is a 3-stage current-starved topology shown in Figure 4.18. The fre-
quency tuning is performed exclusively by digital control words, with very coarse steps
(“band selection") provided by switched current sources, and finer frequency steps by
single-ended switched capacitors. The capacitor bank is divided between 4-bit binary-
weighted coarse, a 30-bit unit-weighted mid-coarse and a 15-bit unit-weighted fine banks.
Also, a 3-bit unit-weighted bank for 2"d-order MASH XA dithering is implemented to en-
hance the frequency resolution.

7b unit-weighted
i band selection

30b unit-weighted mid-

4b binary-weighted 5b unit-weighted fine
P I coarse bank h T
=i

coarse bank

1b unit-wei ghted ZAM

7b unit-weighted
i band selection

1b un|t welghted ZAM

Figure 4.18: 3-stage current-starving fully digitally controlled ring oscillator (DCRO).

To ensure the circuit’s symmetry and balance, thus keeping the output load symmetric,
consequently lowering the 1/ f3 PN corner, the coarse and mid-coarse banks are switched at
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the same time at all three DCO stages. For the fine bank and the XA dithering capacitors, the
control is applied in a thermometer manner to only one of the DCO stages at a time so finer
resolution could be achieved with monotonic frequency steps. All capacitors are based on a
unit cell, with an nMOS switch and a MOM capacitor that are combined in groups according
to the desired bank capacitance. Moreover, a single-ended topology was chosen, since it
provides a better FoOM when compared to its counterpart (pseudo-) differential topology.

The complete RO is packed in a square of 120x120 um?, the same as the transformer-
based DCO. The relatively large area of the RO is due to accounting for the decoupling
capacitors, which occupy 40% of the whole area (approximately 4 pF as a combination of
MOS and MOM capacitors), and the XA modulator.

4.2.4. ULTRA-COMPACT TRANSFORMER-BASED OSCILLATOR — LC-DCO

Efficiently scaling down an inductive element requires multiple optimizations to deliver
the salient features of an RO (i.e., wide tuning range and small area) while keeping high
power efficiency (i.e., better PN with less power) [29]. The goal is to pack a sufficient
inductance into a small area, without drastically degrading the Q-factor. Moreover, parasitic
capacitance of the inductor and of its accompanying g, stage transistors should be kept low
for a reasonable SRF, so that the desired tuning range can be achieved. At the same time,
the stringent metal density requirements of advanced CMOS must be fulfilled.

Electromagnetic coupling between the inductive structure and its surroundings is an-
other point of concern, specially in SoC environments. A way to relax the inductor sen-
sitivity is to use a quadrupole, as in [30, 31]. It has been demonstrated that the electro-
magnetic coupling of a quadrupole is much lower than that of a single inductor, allowing
a more compact overall design. It is pertinent to notice the superior advantage of a 4-lobe
quadrupole [30], which is able to minimize the magnetic field in both symmetric axis, in
comparison to the 2-lobe, which is only able to do so in one axis [30, 31]. However, even
at the maximum coupling for the 2-lobe, it provides a 16 dB lower magnetic coupling than
that of a single spiral [30].

For our proposed split-transformer oscillator, a 2-lobe quadrupole was used, but in a
different arrangement and driving configuration. Based on the results of this work, another
version was implemented in 10 nm FinFET technology [32]. In the next section, a more
thorough analysis is performed and conclusions are drawn.

ELECTROMAGNETIC FIELD CANCELLATION

The large size of high-Q inductors inevitably makes them very sensitive to their surround-
ings, as they act like antennas. By either picking up noise or inducing currents in nearby
circuits, these inductors could potentially lead to various operational issues, such as fre-
quency pulling of two or more close-by oscillators, noise induction in analog circuits, etc.,
thereby requiring special countermeasures. Maintaining the inductor isolation and space
between the circuits would be expensive due to extra silicon and not always permitted due
to the stringent metal density rules.

In literature, solutions are proposed [33, 34] to deal with strong magnetic fields, such as
8-shape inductors. However, they are bulky and thus not very suitable for low-area imple-
mentations. On the other hand, transformers can additionally benefit from field cancellation
while, at the same time, provide passive voltage gain between drains and gates of the cross-
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coupled pair of g, devices, in order to alleviate any startup issues associated with the use
of small devices as required for low parasitic capacitance.

In our proposed split topology, shown in Figure 4.19 (a), the magnetic fields (B) gen-
erated by the coils are in opposite direction to each other (when driven differentially). To
quantify this interaction, the magnetic coupling factor k;,, between the transformer and a
(probing) single coil was analyzed. This approach emulates the current induction caused
by the transformer in nearby circuits, tested at distance d and direction () of 45°.
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Figure 4.19: Magnetic field cancellation: a) Magnetic field directions; b) Simulation of coupling factor (k) for
common-mode and differential mode excitations.

Figure 4.19 (b) shows the normalized k;,;, under common-mode and differential-mode
excitations. The terminology used here is related to the injected current into the coils;
i.e., in the common-mode, the injected currents in both coils have the same phase, gen-
erating similar magnetic fields, while in the differential-mode, the phases of the injected
currents are 180° apart, generating opposite magnetic fields. In a typical single-inductor
solution, only one magnetic field is generated, so it can be related to the common-mode
excitation, even though the coil itself is excited differentially. The efficiency of the mag-
netic field cancellation can be shown firstly by the magnitude of k;,, which is 75% smaller
for the differential-mode when compared to the common-mode, and the slope, 1/d> and
1/d3, for the common-mode and differential-mode, respectively, according to the theory of
dipoles [35].

The electric and magnetic fields can also be evaluated by plotting the magnitude of
finite-element method (FEM) 3D EM simulations under common-mode and differential-
mode, as shown in Figure 4.20. Both the electric and magnetic fields undergo strong can-
cellations in the direction (6) of 45°.

The simulations presented in Figure4.19 & 4.20 indicate the benefit of exciting the
structure in the differential-mode rather than in the common-mode (which would be the
case of a single inductor as well), where the near-field is beneficially canceled. Moreover,
our proposed structure is similar to an 8-shape inductor (with respect to the generated EM



4.2. FREQUENCY SYNTHESIZER 85

fields), where the common-mode magnetic field is rejected and the differential-mode field
vanishes for far-field observation (rejection of coupling to nearby signals).

Common-mode . : Differential-mode
o, E-Field

strong field
cancelation

Differential-mode
H-Field

No field » stronghfleld
cancelation R . cancelation

Figure 4.20: FEM Simulation: a) E-field common-mode; b) E-Field differential-mode; c¢) H-field in common-
mode; and d) H-Field in differential-mode.

Thus, a transformer-based LC cross-coupled topology which enjoys a freedom to low-
pass filter the gate bias voltage Vg of the active devices is proposed. This is to obtain
a very low sensitivity of frequency pushing by minimizing gate-source capacitance, Cgs,
modulation due to the gate-source voltage, Vgs. The proposed transformer-based DCO is
shown in Figure 4.21. The transformer is composed of two independent multi-turn single-
ended transformers, using top-layer metal conductors (thickness 0.85um), in a digital 40 nm
CMOS technology without ultra-thick metals, while satisfying all restricted metal density
design rule check (DRC) requirements that cannot be waived in advanced CMOS. The two
independent transformer units are placed symmetrically to the center of the DCO, in order
to obtain magnetic field cancellation.

The transformer is fully custom-designed (see Figure 4.22 for more details) including
pattern-ground shield in poly and all six thin metals (at the center of the coils) following
the same pattern as the poly ground shield. It was simulated using the method of moments.
Each coil has a winding width of 2.9 um and spacing of 1.15 um, where the outer and
inner diameters are 38.9 um and 16.9 um, respectively. The Vpp and GND connections are
done in Alucap. The transformer has a coupling coefficient k,, = 0.7 between the 350 pH
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Figure 4.21: Simplified ultra-compact transformer-based DCO core.
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primary and 1 nH secondary, peak quality factor of Q = 8 around 13 GHz and self-resonance
frequency (SRF) at 50 GHz.
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Figure 4.22: Details on the layout of the DCO.

The capacitor banks are divided between the transformer’s primary and secondary. The
coarse banks (6-bit binary-weighted) are switched simultaneously, enhancing the overall Q-
factor of the transformer over individual inductors [36]. Mid-coarse and fine banks are both
14-bit unit-weighted, but the effective capacitive weight of the former is n? (= 4 times)
larger than the latter’s, since the mid-coarse is connected only at the secondary and the
fine bank is connected only at the primary. The slight asymmetry caused by that does not
degrade the Q-factor of the whole tank. Moreover, it can provide the required frequency
range overlap as well as fine resolution.

In order to improve the effective frequency resolution, a 2"%-order MASH ZA dither-
ing is applied to three unit-weighted bits of the fine bank. It uses a divided version of the
DCO output frequency (<32 or +16) to modulate capacitance of these three bits, thus effec-
tively obtaining fractions of the minimum capacitance and, consequently, finer frequency
resolution.

The switched-capacitor units were designed using the topology shown in Figure 4.21. It
is a differential metal-oxide-metal (MOM) capacitor with a main differential-mode switch,
assisted by two common-mode auxiliary switches. The main nMOS switch (Mp in Fig-
ure 4.2 1) turns the capacitor on and off, while two smaller auxiliary nMOS transistors (Ma )
provide a weaker dc path to ground for the source and drain of the main switch. Note
that even in the off-state, the tiny leakage current of the auxiliary transistors ensures a high
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impedance path to ground, thus avoiding risky forward biasing of the junction diodes of Mp.
The capacitor bank design is very critical, especially the connection between the switch and
the capacitors, since excessive parasitic capacitance in these lines, due to cross-coupling,
would affect the on/off state capacitance ratio. To accomplish the desired tuning range, the
Con/Corr ratio was design to be around 3, with Q-factor of 14 and 140 for the on- and
off-state, respectively.

For a more coherent analysis, the figure-of-merit (FoM) [37] should be examined. It
takes into account the oscillator free-running phase noise (PN), power consumption (Ppc)
and operating frequency (fp). It is widely used and conveniently reproduced here as:

FoM = |PN| + 20-10g10(%)—10-10g10(%) (4.8)
An extension of the FoM is expressed by FoMr, which includes also the oscillator tuning
range, and is defined as:

TR[%]) 4.9)

FoMr = FoM + 20 -log,, (T

The FoM and FoMrt of the transformer-based DCO are 175dB and 188 dB, respec-
tively. Figure 4.23 depicts the measured FoMr along with the occupied chip area and com-
pares it with compact LC oscillators and ROs from literature. The FoMr of the proposed
transformer-based DCO is at least 20 dB better than other RO’s of comparable size. The
performance is still improved even when compared to advanced phase noise cancellation
techniques applied in ROs [38]. As seen in Figure 4.23, the proposed DCO occupies com-
parable area to an RO while retaining an FoMr equivalent to LC oscillators.

Measurement results confirm a high accuracy of the design methodology. Center fre-
quency, frequency step, power consumption and phase noise were measured within 10%
of the simulation predictions. This also indicates the importance of having an accurate
metal/oxide stack profile during the design process.

The transformer-based oscillator was designed to operate between 10-16 GHz with
FoM of 176 dB and FoMrt of 189.3dB but due to a slightly higher power consumption
and a narrower tuning range (5.4 GHz instead of 6 GHz — 10% lower), 1 dB lower FoM and
FoMr were measured. This pre-silicon accuracy appears quite remarkable, especially given
the tiny size of the tank, where any extra parasitic capacitance can produce large frequency
variations.

The Q-factor of the LC-tank (i.e., the transformer and switched capacitor banks) stays
relatively constant at around 6 over the tuning range. The open-loop PN at 10.9 GHz is plot-
ted in Figure 4.24 and corresponds to the mid-point of the control tuning word. Figure 4.25
demonstrates the continuous tuning range coverage of the transformer-based DCO. Suffi-
cient overlap over the different banks (coarse, mid-coarse and fine) guarantees the proper
ADPLL locking sequence. The coarse bank is binary-weighted for easier implementation,
while the mid-coarse and fine banks are switched in a thermometer way, guarantying mono-
tonicity and tracking of voltage and temperature variations.

4.2.5. DC-COUPLED BUFFER
Besides the DCO optimization for the required PN and power consumption performance,
another important concern is the immediate DCO output buffer. A non-linearity of the
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Figure 4.23:
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Figure 4.25: Transformer-based DCO frequency sweep over coarse, mid-coarse and fine tuning banks.

driven load (including the buffer’s non-linearity itself) and a supply voltage disturbance
could degrade the PN and, consequently, reduce the oscillator power efficiency. Also, the
incessant technology node shrink requires voltage supply reduction, while the transistor
threshold voltage (V;j,) is kept roughly the same, thus requiring new buffer topologies to
overcome these issues.

Most of the practical high-frequency buffers are connected to the DCO through dc
blockers (i.e., ac-coupling capacitors) [5, 36], allowing the buffer bias voltage to be set lo-
cally. This helps to alleviate effects from the statistical process variation, especially pMOS
and nMOS mismatches. However, these dc blockers add extra load and area to the oscil-
lator tank and, depending on the frequency, they could be prohibitively large. Moreover,
thermal noise of the shunt resistor (generally used for self-biasing) is easily coupled back
to the oscillator and then up-converted. Some buffers, however, allow direct dc-coupling
to the oscillator. The best example is a source follower, which features a wideband fre-
quency response, but offers a voltage gain often well below unity. In order to increase its
power efficiency, a combined source follower and common-source topology is proposed.
Its schematic is shown in Figure 4.21.

The buffer is thus dc-coupled to the DCO while sharing the same Vpp supply. It uses
only nMOS devices to reduce capacitive loading, noise, and process mismatches. From
Figure 4.26 (a), we can see that Vg3 is kept always constant and equal to (Vpp — Vps2),
which is chosen to be below the threshold voltage, Vy,. In this way, M3 operates in weak
inversion and M3, due to a velocity saturation, operates in strong inversion, since both share
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Figure 4.26: DC-coupled low-voltage DCO output buffer. a) Half-circuit large-signal excursions; and b) Half-
circuit small-signal simplified model.

the same current and the former is 4x larger than the later. For a short interval of the oscil-
lating period (around 90° and 270° of the cycle), however, either one of the transistors goes
into the triode region. Nevertheless, the overall performance of the buffer is not affected
since the other transistor is providing an ac gain to the corresponding output. Also, due to
a relatively small voltage swing (in our case 250 mV)), this linear region is reached only
for a brief angle duration. Therefore, for this analysis, the circuit can still be treated with a
small-signal model.

Figure 4.26 (b) shows such a simplified small-signal model of the left-half of the circuit.
The current reuse is represented by the addition of g, to the gain, and the architecture
provides a compensation for the gate-source capacitance of M3 (Cgg3), contributing to an
overall voltage gain enhancement of 20%, in our case, when compared to a simple source
follower. The voltage gain enhancement, however, depends on the driven load, where the
differential overall gain is given by:

_ 8mz2+8m3 +5(Cgs3— Cgap)
gm3+1/Zp + S(Cgs3 - ngz)

(4.10)

v

where, Z; is the output load impedance and includes the output dynamic impedance of the
transistors.

The overall transformer-based DCO is packed in a square of 120x120 um?, and includes
the transformer, capacitor banks, active core, output buffer and decoupling capacitors. One
important remark is that, nowadays, process technology has very stringent manufacturing
rules that have to be followed. In the past, metal density over larger inductors could be
waived at the designers responsibility, however, in modern advanced processes, one side of
the die might affect the other and foundries are reluctant to allow it. This situation proves
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challenging for the design of high-Q inductors, since they depend on the metal voidness
around them to achieve high performance. Therefore, one advantage of keeping the inductor
(or transformer in this case) small is that these metal density requirements are easier to
fulfill. Another advantage is that the magnetic field is kept mostly around its windings,
which contributes to lower interference on its surroundings and, finally, our proposed split
transformer architecture reduces even more the far-field through field cancellation, isolating
the DCO from the environment.

4.2.6. Tor LEVEL

The aforementioned oscillators (i.e., RO and transformer-based) are integrated into two
ADPLLs, sharing a common architecture. Thanks to the introduction of a “look-ahead”
time-to-digital converter (TDC) as the fractional phase error detector, the ADPLLs feature
low power consumption. Both loops operate with a feedback frequency ranging from 1.2 to
2 GHz, coming either from the RO (divided by 2) or the transformer-based DCO (divided
by 8), thus keeping the PLL loop identical. The ADPLL operation and design are detailed
in this section.

Figure 4.3 shows the block diagram of the ADPLL. The frequency command word
(FCW) is split into its integer and fractional parts, with separate reference accumulators
that generate the integer and fractional part of the reference phase, PHR; and PHRp, respec-
tively. In order to properly accumulate the FCW as a whole, a carry-out is transferred to the
integer accumulator whenever an overflow of the fractional part occurs. A synchronous 8-
bit counter serves as the variable accumulator and produces the variable phase PHV which
is subtracted from PHR; to provide the integer part of the phase error PHE;. PHRE is used
to calculate the TDC delay code, according to (4.3), which is, in turn, applied to the look-
ahead TDC, through a gain. A TDC gain estimation block, based on an iterative adaptation
algorithm, is implemented on-chip to dynamically track delay estimation errors due to PVT
variations [40]. The digitized output of the TDC represents the fractional part of the phase
error, PHER that is combined with PHE; to yield the total fixed-point representation of the
phase error, PHE.

The phase error PHE needs to be filtered, in order to properly set the loop dynamics. A
reconfigurable proportional-integral controller is followed by a DCO decoder to form the
oscillator tuning word (OTW). The DCO decoder design varies between the two ADPLLs
due to the different capacitor bank configuration of the two oscillators. Both DCOs include
switched capacitor banks that are dithered using a 2™-order MASH A modulator in order
to achieve a finer equivalent frequency resolution and to push the quantization noise into
higher frequency offsets, where they are more easily filtered out and do not contribute
significantly to the total jitter [41]. The operation frequency of the XA modulators can be
dynamically selected from different taps of the divider chain in order to meet the required
performance as a trade-off between power consumption and jitter.

For the feasibility of the variable accumulator implementation, the feedback path was
chosen to operate at a maximum 2.5 GHz, which means that a divide-by-2 version of the
RO output and a divide-by-8 version of the transformer-based DCO output is fed back to
the variable accumulator and the look-ahead TDC. Division by 2 in the RO-based ADPLL
is achieved by a CMOS digital divider and for the division by 8 in the transformer-based
ADPLL, a CML +4 divider is cascaded with a CMOS digital divider. These dividers are
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represented in Figure4.3 by the block [+N]. Since in both ADPLLs the loop feedback
operates on a divided version of the output, the effective frequency command word has to
be adjusted accordingly. Therefore, 1/2 of the multiplication ratio is accumulated at the
RO-based ADPLL, and 1/8 of it for the transformer-based ADPLL.

As mentioned above, the clock-retimer gating circuit generates the important clock sig-
nals for the ADPLL: The CKR clock is used as a global digital clock of the ADPLL loop (at
the reference clock rate), to resample the output of the variable accumulator and to generate
a gated version of the variable feedback clock, CKVgy.

Active area = 0.052mm’ |,
-3

200 pm

7y

(@ (b)

Figure 4.27: Micrograph of ADPLLs : (a) Transformer-based ADPLL chip micrograph; (b) Ring DCO-based
ADPLL chip micrograph.

Figure 4.27 (a) shows the micrograph of the proposed transformer-based ADPLL fab-
ricated in 40 nm TSMC LP CMOS technology, with an active area of 0.0625 mm?, where
the DCO alone occupies 120x120um?. For a comparison, Figure 4.27 (b) shows the die
micrograph of the RO-based ADPLL, in the same technology. The RO-based synthesizer
occupies an area of 0.052 mm?, which is only 20% smaller than the transformer-based AD-
PLL, with both DCOs occupying roughly the same area.

Both ADPLLs operate at a regular 1.1-V supply, while the transformer-based DCO
operates at a 1-V supply, in order to optimize its FoM and to allow operating in the lower
frequency span. Both ADPLLs can support a wide range of reference frequencies (20 MHz—
200 MHz), but for the following results, crystals of 100 MHz and 156.25 MHz are used as
references, for the transformer-based and RO-based ADPLLs, respectively. Both support
the fractional-N operation, using identical feedback loops (look-ahead TDC and divider-
by-2), with an exception of the extra divider-by-4 (CML) for the transformer-based con-
figuration. Figure 4.28 plots the phase noise (PN) and spectrum of the transformer-based
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Figure 4.29: Phase noise and spectrum closed-loop of RO-based ADPLL.
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ADPLL, with highlighted spurs and after division-by-4, to relax the measurement buffers.
In the inset, the spectrum is also shown and the reference spur could be inferred. For com-
parison, the phase noise and spectrum of the RO-based ADPLL are plotted in Figure 4.29.
The fractional FCW for those cases were set to 14.03125 and 9.0625, which correspond to
112.25 and 18.125 for the transformer-based and RO-based ADPLL, respectively, since the
feedback loop effectively operates at CKV/8 and CKV/2.
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Figure 4.30: Integrated RMS jitter and FoMjjtter comparison for RO (raw CKV) and transformer-based (CKV/4).

The above measurements were repeated at various FCW values (both in integer-N and
fractional-N). A plot of the integrated RMS jitter and integrated FoM jitter (FoMiitter) is
shown in Figure 4.30. The FoMjier characterizes the frequency synthesizers in terms of
jitter-power trade-off, which has been introduced by [42], as the product of jitter variance
0% and the power consumption in mW, defined as:

g PDC
FoMijier = 20-1ogy, (1—;) +10-logy, (m) (4.11)

A quick inspection of Figure4.30 reveals a significant performance improvement of
the proposed transformer-based ADPLL over the traditional RO-based ADPLL: § dB better
FoMijjtter for integer-N channels and 12 dB better for fractional-N channels.

The worst-case reference spur was measured at —56 dBc and —47 dBc for the transformer-
and RO-based ADPLL, respectively. Since the dominant fractional spurs are caused by the
TDC nonlinearity, they experience a regular low-pass filtering by the ADPLL loop filter.
However, the fractional spurs falling within the loop bandwidth (e.g., in case of a very
small fractional FCW setting) cannot be attenuated so the two ADPLLs report the worst-
case in-band fractional spur of -35 dBc. When not operating at such very small fractional
FCW values, the maximum integrated jitter (from 10kHz to 100 MHz) was measured at
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0.74 pStms and 4 psims for the transformer- and RO-based ADPLL, respectively. However,
when the in-band fractional spurs are present, the maximum integrated jitter increases to
1.5 psms for the transformer-based ADPLL.



Table 4.1: State-of-the-art comparison table for both analog and digital RO-based frequency synthesizers.

This Kao [43] Marucci [44] | Tierno [45] Nand. [46] Tsai [47] Elkholy [48]
Work ISSCC’13 ISSCC’14 JSSC’08 JSSC’15 ISSCC’15 JSSC’16
Technology [nm] 40 40 65 65 65 16 65
Architecture Dig-PLL Ana-PLL MDLL Dig-PLL Ana-PLL Dig-PLL Dig-PLL
Area [mm?] 0.052 0.055 04 0.03 0.48 0.029 0.084
Output freq. [GHz] 2.4-3.8 1.9-2 1.6-1.9 0.5-8 4.25-4.75 0.25-4.0 2.0-5.5
Tuning range [%] 45 5.7 17 66 11 67 67
Reference [MHz] 20-200" 26 50 125-500 50 50-200 50
Loop BW [MHz] 0.7-10 2 N/A 1.25-5 12 2 5
Integ. RMS jitter [ps] 2314 34 14 0.74 1.5 1.2213.48 1.9]3.6
Power consump. [mW] | 6.5-8.5 9.95 3 17.2 11.6 3.9-9.3 1.35-4
Supply Voltage [V] 1.1 2.5 1.2 0.5-1.3 1.0 0.52-0.8 0.7-0.9
FoMijjigcer [dB] -220 | -218 -219 -232 =231 -225.8 -228 | -223 -229 | -228
Reference spur [dBc] -47 N/A -47 N/A -60 N/A -44
Worst fract. spur [dBc] | -35% -50 -47 N/A -50 -31.2 -41.6
Freq. ush- | 3200 8000
ing ‘[IMH V] P a0y, | NA N/A a0y, | NA N/A N/A

* Results using 156.25 MHz crystal. * In-band spur.
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Table 4.2: State-of-the-art comparison table for both analog and digital LC-based frequency synthesizers.

This Raczk. [49] Ahmadi [50] | Venerus[51] | Lee [52] Elkholy[53] | Li[32]

Work JSSC’15 VLSI'13 JSSC’15 JSSC’15 JSSC’15 VLSI'16
Technology [nm] 40 28 40 65 28 65 10
Architecture Dig-PLL Ana-PLL Ana-PLL Dig-PLL Ana-PLL Dig-PLL Dig-PLL
Area [mm?] 0.0625 1 0.39 0.56 0.07 0.22 0.034
Output freq. [GHz] 9.4-14.8 9.2-12.7 8-12.4 2.8-3.5 2.7-457/4-7 | 44-5.2 10.8-19.3
Tuning range [%] 45 32 43 22 50-54 16.7 56
Reference [MHz] 20-200" 40 156.25 26 54 50 150
Loop BW [MHz] 0.7-8 1.8 0.5-4.3 0.04 0.35 0.75-3 2
Integ. RMS jitter [ps] 0.510.74 0.2310.28 0.2910.46 N/A 1.0 0.4510.5 0.725
Power consump. [mW] | 12-20 13 16.9 21 14 3.7 11.9
Supply Voltage [V] 1.0/1.1 09/1.8 1.0 1.0/1.2 1.8 1.0 0.8
PN @ 10 MHz [dB] -120 -132 -123 -143 -122 -130 -120
FoM @ 10MHz [dB] 175 181 176 184 168 183 174
FoMt @ 10 MHz [dB] | 188 192 189 190 182 187 189
FoMjjtter [dB] -234 | -230 -242 | -240 -238 N/A -228 -240 -232
Reference spur [dBc] -56 N/A N/A -82 N/A -69 -74
Worst fract. spur [dBc] | -35% -43 -57 -43 N/A -51.5 -30
anrge (MHZ/V] push ?(;).8 %IV) f{).g%/V) N/A N/A N/A N/A (215.(;%/V)

* Results using 100 MHz crystal. * In-band spur.
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A comparison of the FoMjitter shows that our RO-based ADPLL is the best in its class
and our transformer-based ADPLL provides an additional 11 dB improvement, being com-
parable in performance to similar-area LC PLLs [32, 52] and only 8-10 dB worse FoMjjtter
than the best-in-class, but of large-area, wireless (narrow-band) LC PLLs [49, 50]. More-
over, important parameters, such as frequency pushing (not universally reported), which
can be translated as frequency sensitivity to its supply, is intrinsically superior in LC tank
DCOs (and also in our case) than in any RO-based. A high frequency pushing would nor-
mally require massive filtering (i.e., large silicon area of LDOs) to compensate for it, thus
reducing the area advantage [45]. Figure4.31 shows the measured frequency pushing of
both circuits over frequency. The measured frequency pushing of the transformer-based
DCO was 80 MHz/V (0.8%/V), which is far more robust than the RO-based, found to be
around 3.2 GHz/V (100%/V), being only acceptable if a state-of-the-art LDO is used to sup-
ply it [54], which can provide maximum of -54 dB PSRR (at 100 kHz) with area penalty.
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Figure 4.31: DCO frequency pushing comparison of RO (top) and transformer-based (bottom).

The FoMjiter performance of the proposed transformer-based ADPLL is compared in
Figure 4.32 to recent state-of-the-art fractional-N synthesizers. It reports the smallest area
among all PLLs (analog or digital alike and wide or narrow tuning range) and a very good
FoMijjtter (<-230 dB). Thus, the proposed miniaturization process proves to be very efficient,
with a relatively small impact on FoMjiier when compared to high-end PLLs.

Table 4.1 provides a comparison between state-of-the-art RO-based frequency synthe-
sizers. Serving simply as a reference, this RO-based PLL offers similar jitter performance
as [43] and similar area, with much larger tuning range and lower supply voltage. This
implementation provides a much smaller area than [44] due to the fully digital approach,
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Figure 4.32: FoMjjter over area for recent state-of-the-art fractional-N PLL.

in contrast to the use of DACs in [44]. In [45], a more compact ADPLL with a better jitter
performance is presented, yet it is implemented in SOI technology and can only provide
integer-N channels along with a fixed number of programmable frequency steps.

Table 4.2 shows the performance comparison between state-of-the-art LC-based fre-
quency synthesizers. Our proposed solution is the smallest, except for [52] which occupies
almost the same area. Our solution has moderate jitter performance (in general 10 dB worse
than high-end solutions), since it was compromised while trading for the area.

4.3. DISTRIBUTED, MUTUALLY COUPLED RING OSCILLATORS

PLLs and DLLs are the most common and robust way to provide a precise timing reference
on-chip. As seen in this chapter, and throughout the literature for many years, the powerful
negative feedback control plant can be very flexible and accurate, however, PLL/DLLs
are bulky, which is, for imaging system, a prohibitive bottleneck. Digital counterparts
somewhat relax this constraint by replacing the analog loop filter with a digital one, but
yet are not small enough to be used multiple times in a single sensor, where the detector’s
sensitive area must be maximized. Depending on the sensor topology, such as the ones
found in column-wise converters [3, 58, 59] and per-pixel TDCs [12], a single PLL can then
be used to generate a precise frequency, as reference, and their phases distributed to local
interpolative TDCs. However, this approach either limits the maximum conversion rate, per
pixel, or it requires excessive high power consumption for the phases distribution [12].
Two exceptions for these assumptions are sensors based on line detectors, which are
used in line scanning LiDARs [59], and SiPM-based detectors, for 2-axis scanning LIDAR
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or photon-starved TCSPC applications [60, 61]. In both cases, effectively the number of
pixels is small and its usability requires more complex setups, such as the scanning itself.
One of the main reasons dTOF image sensors are generally small in size [12, 59] is due to
their limitation on providing uniform and precise timing information throughout the sen-
sor, while accounting for variable and, potentially, excessive power consumption, which
can drastically impact on IR-drop. It is then essential to provide a solution that can offer
frequency/phase synchronization throughout the sensor, whilst occupying a very small area.

Inspired by high-speed clock distribution [62—-64] in microprocessors and network-on-
chip (NoC) [65], a solution capable of generating a seamless timing reference is proposed
and discussed in the next sections. Two different arrangements, (1D and 2D) are shown
and measurement results presented. But before that, the core assumption for this approach
is that the TDC array must operate continuously, which allow a more uniform and con-
stant power consumption. Although it reduces the effects of resolution variation with sen-
sor activity, an analysis on power consumption and sensitivity reduction must be made, in
comparison with other methods.

4.3.1. ARRAY OF TDCSs

Apart from providing a power efficient timing reference throughout the array, it is essential
for the sensor to maintain a well-known and stable resolution, independently of mismatches
and PVT variations. The main drawback of event-driven architectures is their dependency
on the sensor activity, where power consumption varies with incoming light, which deter-
mines how often the TDCs are operating. In these conditions, it is typically difficult to
predict the sensor behavior and a constant foreground calibration is required. In laboratory
conditions, the sensor calibration can be relatively easy, through the use of an equidistant
target, while maintaining a constant temperature and activity rate. In real applications, this
if typically not the case and the problem is exacerbated.

By operating the TDCs continuously, the overall power consumption is kept constant,
so is the IR-drop, allowing a more predictable resolution. The problem of excessive power
consumption such configuration can bring is relaxed by sharing each TDC with several
pixels (how many will depend on the system).

The proposed approach exploits the availability of continuously running oscillators by
operating them mutually coupled, through a single phase, in a process of injection-locking
at the fundamental frequency. When combined, the oscillators provide a much lower phase
noise, while operating synchronously (phase/frequency locking), even under potential os-
cillators mismatches, without any external circuit or additional power consumption. Then,
a single PLL can be implemented (using any node of the array as reference for the feedback
path), in order to track PVT variations.

The concept is shown in Figure4.33, where the repeatable unit cell is highlighted.
The coupling elements are represented by Zj 1, Zpr, Zyr and Z,p for the connecting
impedances. The oscillators are based on ROs, where capacitive and resistive coupling are
studied, as depicted in Figure 4.34. Inductive coupling was not considered, due to practical
layout implementations, and parasitic inductance of the wire was neglected due to relatively
low operation frequency and short length.
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Figure 4.33: Generic mutually coupling oscillators concept.
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Figure 4.34: Capacitive (a) and resistive (b) coupling elements between two generic ROs (only Zj, p shown).
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NON-LINEAR MODELING

Injection locking has been successfully used in many applications, such as high-frequency
clock division [66], quadrature generation [67], clock distribution [62], improvement of RF
phase noise in LC-tank oscillators [68], etc. The effect has been extensively studied by
several authors, based mostly on the generalized Adler’s equation [69, 70], and it is not in
the scope of this thesis to revisit the physics of the process any further, but to provide a
useful tool to design dTOF image sensors.

The dynamics of the system can be analyzed by performing a nodal analysis on the
model shown in Figure 4.34. The process of synchronization occurs by injection-locking
through the fundamental frequency, at a single node of each oscillator. The strength of the
coupling element and the quality-factor (Q) of the oscillator will define the maximum in-
jection bandwidth, settling time and sensitivity to neighboring disturbances, which depend
on the target application and will be discussed further.

A non-linear phase macromodel is used to investigate the injection phenomenon [71].
The ROs dynamics are solved through ordinary differential equations at node n;,j, shown
in Figure 4.33, under the influence of its neighboring oscillators, at nodes n;-1,j, Ri+1,j
nij-1, Njj+1, and extrapolating it to the entire system. The numerical analysis of the
perturbations is based on the Floquet theory of periodically time-varying systems [72] of
ordinary differential equations.

The steady-state voltage response of an oscillator, in the absence of any perturbation,
can be represented by the time-dependent function Vi(¢). Under an external perturbation,
b(t), the RO response becomes:

Vi jy =Vs(t +a(t) + y(1), 4.12)

where the term a(#) is the phase deviation caused by the disturbance b(#). The term y(#) is
the orbital deviation reflecting any gain error, in the presence of this external perturbation.
However, this term will not be considered for further analysis, as amplitude variations are
negligible and the effect of the injection mechanism is dominant on the phase of the oscilla-
tor [71]. Thus, the perturbed steady state solution can be approximated by V(t+ a(t)). The
perturbation b(t) in this model is represented by currents from the neighboring oscillators
ir, ig, iT, i, as shown in Figure 4.33.

A current analysis of the capacitive coupling, shown in Figure 4.34 (a), at node n;,;, can
be obtained by:

dVi,j _ fv@) ~ Vi j)
dt Rout(cout+2Cw+4Cc) Rout(cout+2Cw +4Cc)
p . (4.13)
c

+ (Cor+2C0 +4Cy) E(V(Hl,j) + Vii-1,p + Vi, j+ + Vi, j-1),

where V(;, j) is the nodal voltage, Ry, and Coyy are defined by the RO output impedance.
C, is the shunt parasitic capacitance from the coupling line and C; is the effective coupling
capacitance. The term f(V(¢)) models the RO stage non-linearity, for the delay stage pre-
ceding the coupled node, by a hyperbolic tangent function, tanh(G,, V (1)), where G, is the
large-signal stage transconductance.




104 4. INTEGRATED TIMING SOLUTIONS FOR VARIOUS APPLICATIONS

Similarly, in the case of a resistive coupling element (Figure 4.34 (b)), the voltage at
node n; j is given by:

avep _ fwvae) Vi j)
dt  Rout(Cout +2Cw)  Rout(Cour +2Cy)
N Vi, + Vii-1,) =2V, jp + Vi, j+0 + Vi, j-10 = 2V, j) ‘
Rc(cout+2Cw)

Equations (4.13), (4.14) were numerically solved in MATLAB for TDC networks of
4x4, 8x8 and 16x 16, using 7-stage ROs, although the modeling holds true for any number
of RO stages, just with an impact on its dynamics. The networks are terminated (at their
boundaries) by the same coupling element, however open at one of its ends.

For the following simulations, the parameters Ryy¢, Coyr and G, (refer to Figure 4.34)
were chosen (based on typical values) to obtain an average oscillation period of 2 ns (500 MHz).
Random mismatches were also included, with an impact of about +15% period variation
among the oscillators, in order to verify the robustness of the method.

(4.14)
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Figure 4.35: Voltage waveforms of 16x16 coupled RO network under +15% random initial conditions and with
disturbance introduced in 32 ROs in case of resistive coupling with R; = 250Q (a) and capacitive coupling with
Cc =2401F (b).

The steady-state voltage for a 16x16 RO array, using coupling resistance of R, =
250 Q, is shown in Figure4.35 (a). The ROs started with a random period of 2+0.3 ns
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(500+77MHz) and completely arbitrary phases. After 18 cycles (36 ns), the ROs reach
locking with a steady state phase skew of 114 ps. Any on-chip disturbance, such as sup-
ply spikes and charge injection on the ROs phases, affects directly the attained steady
state. Although open-loop TDCs cannot recover from such disturbances, the proposed ap-
proach is self-regulated, by the local feedback from neighboring TDCs, allowing continu-
ous phase/frequency locking. In order to simulate this effect, 32 of the coupled 16x 16 array
nodes were injected with a disturbance that corresponds to 33% of the overall node charge,
after 25 clock cycles, in their most sensitive phase — zero-crossing (see Figure 4.35 (a)).
The process of re-synchronization starts immediately after the disturbance, taking about 7
clock cycles (14 ns) to reach steady state once again (the same phase skew as before the
injection). Figure4.35 (b) shows similar simulation, but for a capacitive coupling of C, =
240 fF. After steady state is reached (31 clock cycles), 32 ROs were disturbed with 33%
of the total nodal charge. The process of re-synchronization takes about 20 clock cycles to
attain steady state again.

The settling time can vary based on the number of ROs disturbed, the size of the array
and coupling strength. Figure4.36 shows this dependency, over a number of disturbed
oscillators for the cases of resistive and capacitive coupling.

Array size = 16x16

N
N

—O— Resistive coupling
—O— Capacitive coupling

N
o
T

e G
N A O ©
T T T T

Settling time (# clock cycles)
=)

0 4 8 12 16 20 24 28 32
# oscillators disturbed

o N B O O
T

Figure 4.36: Steady state recovery time (in cycles), after different number of ROs disturbed.

Frequency mismatches and/or PVT variation directly affect the settling time and phase
skew. Variations on the coupling impedance also have an impact on the steady state, thus,
apart from +15% variation on the RO periods, another +10% on the coupling impedance
was included in the simulations. Simulation results for the case of capacitive coupling are
shown in Figure 4.37. The phase skew increases with the number of coupled ROs and for
lower coupling impedances. For instance, for the capacitive coupling (C, = 240 fF), it takes
about 6 clock cycles for a 4x4 array, to reach steady state, whilst it takes 24 clock cycles
for the 16x16 array, with the same C,, as can be seen in Figure4.37 (b). Similarly, the
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Figure 4.37: Steady state phase skew (a) and settling time (b), for different network sizes and coupling capacitance.
Settling time is defined by the phase mismatch below 1/(67%) of value obtained in (a); vertical bars indicate
variation due to £10% mismatch in C,

same steady state parameters were obtained for the case of resistive coupling, as shown
in Figure4.38. A 600 Q coupling resistance produced a maximal residual phase skew of
280 ps for the 16x16 array, while for the 4x4, the skew is only 60 ps. Higher coupling
resistances also result in longer settling time, as shown in Figure 4.38 (b).
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Figure 4.38: Steady state phase skew (a) and settling time (b), for different network sizes and coupling resistance.
Settling time is defined by the phase mismatch below 1/(67%) of value obtained in (a); vertical bars indicate
variation due to +£10% mismatch in R.

Charge injection through capacitive coupling only occurs during phase transitions, due
to transient voltage variation, which produces longer settling time. Fast coupling is possible
by increasing the coupling capacitance, but due to area constraints and excessive parasitic
capacitance, it may limit the overall linearity and operating frequency. Resistive coupling,
however, can provide much stronger coupling (lower impedance) at smaller areas, being



4.3. DISTRIBUTED, MUTUALLY COUPLED RING OSCILLATORS 107

more suitable for our application.

These results provide a quick insight on the dynamics of mutually coupled ROs, using
different types of coupling and different strengths, thus enabling better design choices based
on the target application. It also provides a qualitative and quantitative analysis on the
process of synchronization, allowing better planning for calibration, both foreground and
background.

SPICE-COMPATIBLE MODEL

In addition to the macro-model developed in Section4.3.1, a SPICE-compatible (based on
Verilog-A) model is also used, since electronic circuits are normally designed and simulated
in such environments and the interaction with other signals on the readout integrated circuit
(ROIC) can be evaluated.

Coupling
element

Figure 4.39: Current-starved, 8-stage pseudo-differential RO

The model comprises a large-signal, differential transconductance, coupled to a capac-
itive impedance, to form each stage of the oscillator [73]. The frequency is controlled by a
current source (current-starved RO) and it includes noise effects (thermal and flicker) that
are naturally up-converted during oscillation. Although this model can be adapted to dif-
ferent number of stages and topologies, it was designed to match the RO implemented and
measured in Section 4.3.1, which is composed by a 8-stage, pseudo-differential topology as
shown in Figure 4.39.

Apart from the synchronization, the uncorrelated noise between ROs is filtered out. On
average, ROs have low power efficiency — FOM [37] — on the order of 145-160 dB, which
relates their noise (phase noise/jitter) and power consumption. For example, without any
elaborate filtering, a 500 MHz RO, consuming 400 uW, and has a FOM of 150dB, pro-
duces an integrated RMS jitter [74] of about 110 ps (from 1 MHz to 100 MHz integration
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window), which is prohibitively large for millimetric precision measurements, requiring
feedback loops for noise filtering, at the expense of power, area, and complexity. However,
by coupling multiple oscillators, the uncorrelated noise among them is filtered out, provid-
ing a reduction in phase noise (and jitter) at system level by 10-log,, M [75], where M is
the number of coupled oscillators. Although the FOM of the system remains the same and
the overall power consumption increases and the noise reduces M times, at each oscillator,
the FOM appears to improve also by 10-log;, M, with negligible extra power consumption.
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Figure 4.40: Simulation of phase noise reduction from 1 (1x1) to 256 (16x16) mutually-coupled ROs.

To demonstrate the described effect, multiple array sizes of oscillators were coupled
with the simulation results depicted in Figure 4.40. The phase noise reduction of the uncor-
related noise (low offset frequencies) behaves as predicted. For the correlated noise (high
offset frequencies), such as the thermal noise on the coupling elements, the benefit of the
coupling is reduced. A comparison between full SPICE and Verilog-A models was also
evaluated. The latter took only 1.5% of the computational power and simulation time than
the former, at equivalent precision, providing an essential tool for full chip co-simulation.

The implemented block diagram can be seen in Figure 4.4 1. Due to resistive coupling,
the phase/frequency locking operates throughout the array at all times and, as a result, both,
at startup, when the ROs have arbitrary phases (and perhaps different average frequencies),
or during any disturbance in one or more of the ROs, the array will be always pushed back
to a locked state. That is represented by the phase diagram at the bottom of Figure 4.4 1.
Also, due to the nature of the operation and the fact that all ROs are synchronized and share
a common control voltage (CTRL), a single PLL can be implemented to define the overall
frequency and to track PVT variations, using a single regional phase as reference for the
feedback loop.

Thus, starting from the same 150 dB FOM RO at 0.5 GHz and coupling 64 ROs (in an
8x8 structure), the effective FOM is improved by 10-log,;, M = 18 dB, to a moderate 168 dB
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Figure 4.41: Implemented 8 x8 mutually-coupled TDC architecture and RO phase misalignment self-correction.

FOM, which produces an integrated RMS jitter (from 1 MHz to 100 MHz) of only 13.75 ps,
instead of 110 ps as previously found. For the final topology, an 8-stage, current-starved,
pseudo-differential RO was implemented [76].

The process of locking was simulated including +10% random period variation among
the ROs, such as in Section 4.3.1. The variation was performed by introducing a mismatch
on the transconductance of each RO. The phase offset in steady state, over time, is shown in
Figure 4.42, which is less than 1 LSB after 10 oscillation periods for a coupling resistance
of 400 Q.

Along with the RO, a 10-bit ripple counter and D-type and sense-amplifier flip-flops
complete the TDC. A single TDC is expected to be shared among two independent groups
of 8 x 8 pixels, as sketched in Figure 4.43. The resistive coupling used was implemented
through a transmission gate, shown in Figure 4.43, so the performance in both modes could
be compared. Moreover, it can be used to disable the coupling during initial calibration
phase, where all ROs can be adjusted to roughly the same frequency, before coupling, thus
improving INL and power efficiency.

RESULTS

The prototype has been fabricated using a 3D-stacked CMOS technology [77], as sketched
in Figure 4.43. The 64 ROs were arranged in a §x8 matrix, only on the bottom tier, which
uses low power, 4 metals (3 thin + 1 thick) 65nm TSMC technology, with 1.2 V core supply.
The proposed technique is independent of the technology and transistor node, also suitable
for monolithic implementation, but the fact that the top tier is placed over the TDC array, a
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Figure 4.42: Instantaneous phase mismatch progression, for +10% RO period variation over the implemented 8x8
TDCs.
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chip micrograph could not be obtained.

Coupled and uncoupled conditions were implemented and measured. To mimic the
distribution in a real sensor, the TDCs were placed with a pitch of 160 um, horizontally and
vertically, thus achieving a total area of 1.3 x 1.3 mm?. Each TDC occupies an area of 76 x
7.2 um?, including RO, a 10b counter, sampling latches, and decoupling capacitors, which
occupy 60% of the TDC array, whose layout is shown in Figure 4.44.

The effects of the coupling are investigated by measuring the high-frequency clock
from the ROs. All 64 ROs are combined through multiplexers and carefully routed to a
single high-speed output, connected to Rohde & Schwarz FSUP-50 signal source analyzer
or Keysight Infiniium DSOS804A real-time oscilloscope, for spectrum and phase noise, or
jitter measurements, respectively.

Figure 4.44: TDC layout.

In our fabricated chip, a large IR drop was present, due to only few metal layers (3
thin + 1 thick) available. Its effects on frequency variation can be seen in Figure 4.45 (a).
Although the intrinsic frequency of each RO varies substantially (about 24%), the mutual
coupling is very robust, reaching frequency locking as shown in Figure 4.45 (b). Ideally,
the ROs should be independently tuned to roughly the same frequency (which can be done
by foreground calibration), to ease the process of frequency correction, power consumption
reduction (less charge exchange between oscillators) and local INL minimization.

uncoupled

Frequency (Hz)

Figure 4.45: Individual frequencies of uncoupled and coupled modes.

The array was measured in the whole range of frequencies, from 150 to 800 MHz. The
mean values and variation bars, in coupled and uncoupled modes, are plotted in Figure 4.46.
Before coupling, the spread in the instantaneous frequency was 22 — 26%, whereas under
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the mutual coupling, this spread reduced to less than 0.11%. Moreover, under the coupling
and, consecutively, locking, all ROs operate at the same average frequency.
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Figure 4.46: Frequency variation of coupled and uncoupled modes, for different average frequencies.

It is pertinent to observe that, after coupling, the operating frequency is lower than the
average of the individual oscillators, both in Figure4.45 and Figure 4.46. The reason is
the effect of parasitic capacitance from the coupling element and lines, that is only visible
when coupling is enabled. For that reason, the RO was designed with asymmetric stages
(stronger for the coupling phase), thus maintaining overall linearity when coupled.

The main goal of this work was to provide an alternative for timing generation and
acquisition in large arrays of dTOF sensors. In order to reduce calibration (often difficult
to implement in a real application) and resolution uncertainties throughout the sensor, the
injection locking technique produced by the mutually coupled oscillators was proposed.
However, this technique does not improve the linearity of the individual TDCs and, in fact,
it trades resolution uncertainty for short range INL.

For instance, if all TDCs in the array have the same performance (the same RO fre-
quency), by coupling them, they would present the same non-linearity as an uncoupled
TDC. However, if variations are present (IR-drop, PVT variations, etc.), they would still be
locked in frequency and phase, but a correction in phase would need to occur, rendering
an abrupt non-linearity. It largely depends on the performance of each TDC, the system
power distribution, etc. An example phase correction is presented in Figure 4.47 (a). For
an ideal case of perfectly linear TDC, due to different performance, at every RO period, the
phase needs to be aligned, generating a local INL whose maximum and minimum would
depend on the RO period difference to the average period (|INLyaximin! =1Tro = Taval).
In the presence of intrinsic TDC non-linearity, |INLyaxmin| will be a combination of
both effects. An illustration of the local INL is shown in the bottom of Figure 4.47 (a).

Due to the aforementioned reasons, only the uncoupled TDC non-linearity is presented.
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Figure 4.47: TDC non-linearity effects: (a) Local INL due to phase correction, for a perfect linear TDC and a
non-linear TDC; (b) Uncoupled TDC INL and DNL, without calibration.

It has been evaluated using density test and it is plotted in Figure 4.47 (b). The maximum
INL and DNL were below 3 LSB and 2 LSB, respectively, over the whole 14-bit of dynamic
range, without calibration.
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Figure 4.48: Performance comparison of coupled and uncoupled ROs, at 500 MHz center frequency: (a) measured
phase noise; (b) phase noise at 3 MHz offset and integrated RMS jitter.

The phase noise is a key parameter to confirm the effectiveness of mutual coupling on
noise filtering and synchronization. Figure 4.48 (a) shows 18 dB phase noise improvement
provided by the coupling, for most of the frequency offsets, following the theory. For high
frequency offsets, the thermal noise of the coupling elements dominates the phase noise
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and, due to its correlation within the array, the coupling is not as effective.

The phase noise of each RO is plotted along with the integrated RMS jitter, in Fig-
ure 4.48 (b). Both measurements were performed with the ROs coupled and uncoupled, at
a center frequency of 500 MHz. The phase noise at 3 MHz offset frequency shows the ef-
fectiveness of the coupling, reaching on average a 18 dB improvement. The jitter reduction
reached 14 dB (instead of 18 dB), due to the presence of correlated noise from the coupling
elements.

Figure 4.45 and Figure4.48 (b) show variations of phase noise and jitter, under ‘un-
coupled” mode. The reason for the variation is the extreme IR-drop present in the system,
where the oscillators close to the edge of the chip (lower indexes, starting from #1) have
lower impedance to the supply, as well as their PMOS current source have higher drain-
source voltage, allowing stronger inversion, and thus lower noise factor. Although such
conditions exist, they do not affect the synchronization and the noise filtering proposed,
which is proved by the phase noise and jitter, under the ‘coupled’ mode. Nevertheless, the
integrated RMS jitter reduction, from about 40 ps to less than 9 ps, is enough for our appli-
cation, which contains other noise sources (SPAD timing jitter [77], for instance) that are
much higher.

4.3.2. CHAIN OF TDCs

Similarly to the 2D TDC array discussed in the previous section, other arrangements can
also be realized. The most straightforward approach is to connect the TDC in a chain, in
a single direction. This arrangement is particularly useful for a column-wise approaches,
where the TDC are allocated on side/bottom of the image array, often being shared among
several pixels [3, 59, 78]. The proposed approach can be used as alternative to phase dis-
tribution that can consume excessive power [3], but the activity should be considered as
well.

The arrangement covered in this section regards the modular architecture described in
Section 6.2, where a group of 17 continuously running TDCs are organized in the middle
of the sensor,collecting the timestamping events originated on the 4 quadrants of the array.
The architecture itself uses 16 TDCs for timing acquisition and an extra TDC for reference,
for both, calibration and range extension.

The TDCs arrangement is shown in Figure 4.49. Each TDC can be individually enabled
and, depending on the coupling, connected to the horizontal differential line, responsible to
carry the locking signal to all the TDCs. Each oscillator is based on a 4-stage, multi-path
pseudo-differential RO, and are mutually coupled by one of its phases through a simple
transmission gate. The free-running RO frequency can be adjusted from 2 to 4 GHz, so
a maximum resolution of 15 ps can be obtained. For monitoring purposes, however, the
coupling differential line is connected to a differential-to-single ended buffer that feeds a
divider-by-4 block, generating a moderate 0.5-2 GHz output frequency. The lower fre-
quency output is then buffered in such a way to be able to drive the 50 Q spectrum analyzer
input impedance, required for phase noise measurement.

The RO designed is based on Figure 4.39, but instead of 8 stages, only 4 are imple-
mented. Also, instead of only a pMOS transistor as current source, a nMOS as current sink
is also implemented. The main reason for such implementation is to maintain the DC level
constant, independently of the frequency, preserving the behavior of the sampling elements,
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Figure 4.49: In-line mutually coupling TDC arrangement.

during a timestamp acquisition. The frequency is controlled by an external bias, which is
low-pass filtered on-chip, for lower phase noise.

The effects of the coupling on the array is also observed. Figure4.50 shows the phase
noise in both conditions. As expected, the phase suffers a suppression of 10-log;, IV, where
N is the number of oscillators, leading to a phase noise reduction of 10-log;,17 =12.3dB
for most of the noise spectrum, relative to the uncorrelated noise. Due to interference of
the digital clock frequency (4 MHz), it is possible to observe spurious tones at 4 MHz and
in its higher harmonics. Nevertheless, the overall integrated RMS jitter was reduced from
40 ps (in uncoupled mode) down to 7.5 ps, whiles operating at the internal TDC frequency
of 4 GHz (the measured value is divided by 4).

Since the TDCs are concentrated and very close to each other, the coupling impedance
is very small, mandated by the transmission gate element. Moreover, they arrangement
allows a very robust power routing, while their physical distance keeps their mismatch very
small.

4.4. CONCLUSIONS

Generating a uniform timing reference, used to capture telemetry and depth maps of large
arrays of dTOF is very challenging. Constraints on power consumption, area and technol-
ogy (e.g. limited number of metal layers for proper power distribution) are some of the
key limiting factors. Traditional approaches, such as PLL/DLL, are not typically applica-
ble (due to area limitation and complexity), whereas column-wise arrangements [3, 78] and
per-pixel TDCs [12, 79] are limited to small arrays and photon-starved mode, respectively.

By comparing event-driven to an always on, shared TDC approaches, with respect to
power consumption and area, it is possible to conclude that, for most applications, with
moderate/high activity, the latter approach has better power efficiency, with slightly lower
saturation of the sensor, especially for short illumination bursts than the former.

Moreover, the always-on TDC array allows uniform and (almost) constant power con-
sumption throughout the sensor, independently of the activity, removing the IR-drop uncer-
tainty — typical of event-driven systems. A phase calibration can be performed to compen-
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Figure 4.50: Phase noise measurement of coupled and uncoupled TDC chain.

sate residual skew, while PVT tracking is possible through a single PLL, using any phase,
in the array, as a reference, since all ROs will be synchronized. The proposed architecture
provides also an automatic, fast, and local feedback, where disturbances in the phase of a
particular RO are corrected by its neighbors, thus providing a robust, scalable approach to

synchronization.

A careful study of the coupling element (resistive/capacitive) was performed and a cou-
pling sensitivity was discussed, as well as its implication on the settling time and phase
error. In general terms (also, intuitively), the stronger the coupling (lower impedance), the
faster the steady state the array will reach, but then the more sensitive a TDC will be to its

neighbors, in the case of disturbances.
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PIXEL COMBINATION WITH
SOURCE PRESERVATION

Truth comes out of error more
readily than out of confusion.

Francis Bacon, 1st Viscount St Alban

Resource sharing is one of the main challenges in direct time-of-flight imaging. Timing in-
formation, differently than voltage/charge, cannot be stored for later conversion and should
treated as soon as possible, avoiding signal deterioration. Different approaches have been
proposed to solve such issue, however, power consumption and conversion rate limit their
use in noisy environments. In this chapter, the power consumption of different topologies
and operational modes are investigated, relating the impact of resource sharing structures
on the sensor sensitivity, taking also event-driven operation into account. A solution for an
edge-sensitive signal selection, as well as its impact on signal sensitivity, is obtained.
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5.1. INTRODUCTION

IRECT time-of-flight imaging requires precise timing measurements that are typically

difficult to achieve in large arrays. The main reason is that, differently than charge or
voltage, timing information cannot be stored. In RGB image sensors, the pixels translate
the incoming photons into voltage or charge, which are, sequentially, converted into digital
binary words by common column-based ADCs, by selecting the pixels that connect to the
vertical buses. Following a similar approach in dTOF imaging systems can lead to signal
degradation, sensitivity reduction, pile-up distortions, and desensitization when operating
under strong background illumination noise.

Since the timing cannot be stored directly, it is essential to convert it into another param-
eter as soon as possible. Since computers operate in the digital domain, ultimately the tim-
ing response of the pixels would need to be converted into digital words. This can be done
directly, via time-to-digital converters (TDCs) [1], or by using an intermediate parameter,
typically voltage, via time-to-amplitude converters (TACs) [2], then eventually converting
it to digital domain via ADCs.

However, as array sizes becomes larger, the conversion rate bottleneck of column-wise
topologies becomes evident, requiring a higher level of parallelism on-chip. As a response
for such demand, the introduction of SPAD devices in deep-submicron CMOS have en-
abled the design of arrays where the entire photon detection and TOF circuitry is integrated
on-pixel [3-5]. Such sensors operate under event-driven mode, shutting down the timing
detection in the absence of photons and, consecutively, reducing the overall power con-
sumption. This approach is indeed very power efficient, however, it is only practical under
the photon-starving mode, once the presence of high background noise could increase the
activity of the sensor, potentially impacting the overall power consumption, and causing
serious operational issues due to high and variable IR-drop.

For an optimal design, it is essential to obtain the power consumption of the timing gen-
eration and acquisition with respect to the sensor activity, while comparing the conversion
rate capabilities of different dTOF approaches.

This chapter is organized as follows. In Section 5.2, the power consumption of differ-
ent pixel/TDC configuration is analyzed, as well as the sensitivity degradation caused by
the sharing structures. An optimum pixel configuration, taking these constraints, is also
discussed. In Section 5.3, a proposed binary arbiter tree, which is capable to organize and
select multiple simultaneous events in different pixels, while preserving the event source,
is introduced. The goal is to provide a modular architecture that can be used to build large
arrays, without compromising performance. Finally, Section 5.4 concludes this Chapter.

5.2. SHARING APPROACH

Due to the high sensitivity of dTOF imaging systems with respect to timing, it is essential
to convert the pixel response into digital words as quick as possible. These requirements,
along the practicality of deep-submicron CMOS, allowed the implementation of per-pixel
TDC [3-5], as an alternative to shared, column-wise architectures [1]. However, it is impor-
tant to understand the implications of such architectures on signal quality, and to analyze the
operation with respect to sensitivity and power consumption. The main issue with event-
driven approaches is that, under different levels of illumination, the power consumption
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can vary drastically, producing an unpredictable IR-drop on the TDC power lines. This
variation can substantially alter the TDCs performances, incurring in large errors that can-
not be compensated for. Foreground calibration can therefore be performed, by estimating
the instantaneous TDC resolution, however, it requires elaborate sampling structure and
post-processing calibration, which can slows down the system frame-rate and increase the
post-processing power consumption.

Any event-driven system behaves similarly, although in column-wise TDCs, the power
distribution can be better designed than in a per-pixel TDC, since they are outside the sen-
sitive area and more robust connections can be realized, as well as low-dropout (LDO)
regulators. It also allows the implementation of a reference PLL block, whose phases can
be distributed to local interpolation TDCs, being more robust to PVT variations [1, 6]. Al-
ternatively, always-on TDC can also be used, which helps with the sensitivity and IR-drop
variation, but at higher power consumption cost.

Next, the power analysis and sensitivity degradation of event-driven approaches (per-
pixel TDC and shared, column-wise TDC) compared to always-on TDCs, shared among
several pixels, is performed.

POWER CONSUMPTION

Event-driven approach is believed to consume the least energy among dTOF imaging sys-
tems. However, it largely depends on the sensor activity, since it might be more efficient
to share an always-on TDC with multiple pixels, than to operate multiple TDCs for shorter
times. Thus, the power consumption requiring for the timing acquisition must be derived.
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Figure 5.1: Time diagram example of a single TDC in event-driven mode.

Figure 5.1 introduces the concepts used throughout this chapter. The first parameter,
«a, provides the average time a particular TDC stays activated. For example, in a noiseless
system, @ would assume a value that corresponds roughly to the location of the target,
with respect to the time frame, whereas in a noisy environment, it might assume a value
closer to the middle point (@ = 0.5), which is the average value of a uniformly distributed
variation (since noise in uncorrelated to the time frame). The presence of the signal might
shift @ from the middle point, depending on its intensity compared to the noise. The second
parameter, f, is the average activity rate of one pixel, normalized to the laser frequency
(Fygser). If the TDC is activated in all time frames, B is one, otherwise it assumes a value
that indicates how often a TDC is used.

Another interpretation of @ and B is that, their product indicates the duty cycle of a
TDC, so its power consumption can be calculated. In this short observation of Figure 5.1,
the TDC duty cycle is about 39.3% (@ - ), although longer observation would be required
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to obtain such parameters. To be more generic, including the possibility of sharing a single
TDC with multiple pixels (M), its duty cycle can be written as a - min(f- M, 1), where any
pixel could start the TDC, to a limit of activity equals to one.

The total power consumption to generate a timing reference, on chip, can be generically
given by a composition by the PLL power consumption (Ppry), including all necessary
reference buffers, etc., and the dynamic power used on the distribution of multiple PLL
phases, thus to be used as fine resolution for interpolative TDC. The number of phases
and the frequency will depend on the system architecture. Normally, multiple phases are
distributed and used as reference for the local TDCs, in both, column-wise [6] and per-pixel
TDC approaches [7]. The power consumption associated with the reference is given by:

Pr=Pprr+#p-Cline-V*-F. (5.1)

The second term refers to the dynamic power consumed in the distribution of multiple (#p),
high frequency (F) PLL phases, over capacitive wires (Cj;pe), With voltage swing V.

An event-driven TDC starts to operate upon the arrival of a photon and it is stopped
by the end of the time frame. Instead of providing a time-frame value, that can be the
inverse of the laser frequency (Fj,qer) or shorter, we prefer to define the power consumed
by a certain TDC based on its duty cycle. In order to do that, two parameters were created,
a and B. The former, provides an average time a particular TDC stays on, whenever it
operated. The latter, defines the activity rate, normalized to the laser frequency (Fjgser)-
For instance, in the absence of noise, @ will carry a value that positions the target within
the time frame, while in a noisy environment, @ tends to 0.5 (which is the mean value of
a uniformly variation, such as the uncorrelated noise). B, on the other hand, is defined
depending on how many events occurred, per laser time frame (which can be larger than
1). If a TDC is shared among M pixels, the compounded activity (B- M) should be used,
limited to 1 (the TDC can only be activated once per time frame). Thus, the total power
consumption over N TDCs within the sensor is given by:

Prpc=a-Prpc-N-min(f-M,1). (5.2)

Finally, in case a single TDC is shared, the power consumption necessary to process such
events will depend on the absolute compounded activity of M pixels (8- M - Fjgser), limited
by the dead time of the combination circuit (7), and the energy consumed for each event
propagation, such as:

PcomB = Ecomp N+ min(E'M'FlaserrT_l)- (5.3)

The total power consumption is given then by the combination of (5.1), (5.2), and (5.3),
as:

Pr =PPLL+#p'C”ne'VZ'F+E'PTDC'N'miVl(B'M,1)

o . (5.4)
+Ecomp N-min(B-M-Figser, T ).

A combination circuit is necessary in case of sharing structures, so the events in multiple
pixels can be processed by the TDC, as sketched in Figure 5.2 (b) and (c). Thus, Ep;p 18
the energy consumed, per event, by such a combination circuit. 7 is defined by the dead time
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of the combination circuit, limiting the activity among M pixels, and it will be discussed
in the next Section. For a more direct comparison between both architectures, the power
consumed by the PLL and on the distribution of its phases will be ignored.

The TDCs can operate in two different modes: event-driven or sampled (continuously
running TDC). In per-pixel TDC (Figure 5.2 (a)) the TDCs typically operate in event-driven
mode, turning on upon a photon event, and stopping by the end of the time frame [5]. In this
case, E.omp from (5.4)can be neglected (since the pixel is connected directly to the TDC),
so the total power over M pixels reduces to:

PT,per—pixel =a-Prpc-M- min(E, 1), (5.5)

where the number of pixels sharing a TDC is one and N is replaced by M, to account for
the total power over M pixels (M TDCs). Shared structures, such as Figure 5.2 (b) and
(c), can operate either in event-driven and sampled modes. For event-driven, the power
consumption of M pixels reduces to:

PT,shared_event—driven =a-Prpc- mln(ﬁ M,1)+Ecomp- m”’l(ﬁ M‘Flaser’Til)- (5.6)

It is important to observe that, shared architectures that operate in event-driven mode are
only viable for photon-starved regime, or in a scanning mode, where at each point in time,
the TDC is not effectively shared, but dedicated to a single pixel [8] or it operates as a
SiPM [9]. For this reason, this mode will not be considered further in this paper.

For the sampled approach, a continuously running TDC is shared among several pixels,
as shown in Figure 5.2 (b) and (c). Different from a pure event-driven approach, upon
an event in any of these pixels, the TDC samples a time, i.e. a timestamp is created and
streamed through a first-in-first-out (FIFO) bus, along with the address of the detecting
pixel. Multiple events can occur among those pixels, where the conversion time for the
TDC itself is negligible, and the system saturation depends largely on the combination
logic dead time.

Thus, from (5.4), the overall power consumption, related to the timing of M pixels, is
given by:

. = -1
Prsnared_sampled = Prpc + Ecomp - min(M - Figser - B,t7), 5.7

where, the first term is due to a continuously running TDC, and, the second term, the
combination circuit power. It is relevant to observe that, independently of the activity (B)
or number of pixels sharing a TDC (M), the TDC stays on all the time, which indicates that
its power consumption is at its maximum, yet constant. By separating the power grid of the
TDC (s) from the rest of the circuit (including the combination circuits), it is expected a
constant power drawn by the TDC (s), although the overall power can vary with activity.

Evidently, in the case where a PLL is present, the power consumption would be higher,
as is the precision, introducing new quality variables into the comparison. Thus, by analyz-
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Figure 5.2: TDC arrangement. (a) Per-pixel, event-driven TDC; (b) Column-wise shared TDC; (c) Continuouly
running, shared TDC concept.

ing (5.5) with (5.7), it is possible to obtain the following condition:

PT,per—pixel = PT,sharedfsampled

“Prpc-M- Min(B; 1) = Prpc+ Ecomp - min(M - Figser 'B!T_l)

|

|

-Prpc-M- min(ﬁ, 1) = Prpc+ M- Ecomp - min(Figser 'E, (M'T)_l) (5.8)

1
M=

— .= E, min(Figserf,(M-1)"1)
a- mln(ﬁ, 1) _ comb P;a;ér B

For the shared approach to offer better power efficiency than pure event-driven systems,
the number of pixels sharing a single TDC, M, should satisfy (5.8).

EFFECTS ON SENSITIVITY

The main drawback of sharing topologies is the inevitable chance of event collisions, specif-
ically for signal photons, since they are close in time. The timing response of a target is a
combination of the laser pulse width and the target depth variation. The target shape, the
amount of pixels sharing a TDC, the disposition of these pixels (in a square or rectangle, in
a column, in a row, etc.), and the laser pulse width will influence the collision probability
in the combination circuit. Thus, to evaluate the sensitivity reduction of the sharing case,
B can be modified following a non-paralyzable model [10, 1 1], that evaluates the probabil-
ity of multiple event occurrences within the combination circuit dead time, which are not
recorded, obtaining the effective average activity rate per pixel, such as:

p
1+M-1/Tyin-B-T

Bshared = (5'9)
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where Ty, is the observation window, and 7 the combination circuit dead time. In the
arrangement of Figure 5.2 (c), T = At;omp-log, M, where At m,p is the delay of each binary
combination stage. All the uncertainties that would influence the timing reponse of the
target can be incorporated into Ty,;,, such as the laser pulse width and the target shape.

Although per pixel TDC does not suffer the aforementioned saturation, since each pixel
is independent, the influence of noise can blind the pixels for the signal, by occupying the
TDCs with noise events early on, in the time frame. Moreover, in conditions where back-
ground illumination is high (indoor/outdoor applications), and the probability of detecting
noise is much higher than signal [12], time-correlated single-photon counting (TCSPC) [7]
is generally needed, requiring higher statistics that event-driven architectures would take
longer to provide (longer integration time/lower real frame rate). This way, in order to eval-
uate sensitivity, two different components should be analyzed: the effective average activity
rate, limited by the dead time and observation window, and the maximum conversion rate.

As an example, if the following parameters are used: Fj,sr = 1 MHz, for 150m Li-
DAR measurement, and @ = 50% (0.5), since the target and/or background noise can arrive
anytime within the measurement window (for ultra high background noise, @ — 100%),
the power consumption from the combination circuit can be estimated by the switching of
log, M capacitors (rough estimation of ~1 fF per gate), in case of a simple OR-tree, thus
Ecomp=2-(1/2-C-V?)-log, M.

For a typical TDC power consumption of 500 uW [13], the relation between power,
number of pixels sharing a TDC, and the activity f, is plotted in Figure 5.3 (a). Figure 5.3
(b) presents the maximum observable activity, when a signal width (T,;,) of Sns (75 cm,
as a combination of laser pulse width and target variation) and a dead time A,y of
80 ps are used (arbitrary value: shorter, for a simple logic gate; longer, for a flip-flop, in
65 nm CMOS technology, for example). The observable activity relates to the maximum
number of detectable events per laser pulse, based on § and M pixels. Since the event-driven
approach can detect only a single event per time frame, the observable activity is the product
of B and M (black curves). However, for the shared approach, with continuously running
TDC (column-wise or in a different arrangement), the inevitable dead time required by the
combination circuit limits the maximum observable activity (gray curves). Intuitively, the
more a single TDC is shared, the lower the power per pixel, but less photons the system
can detect (for short observation). For long observations (time frame), the conversion rate
of proposed method is inversely proportional to the dead time of the combination circuit,
which can reach Gtimestamps/s (per M pixels), whereas, the per-pixel TDC, the maximum
conversion rate is still limited to Fj,,., timestamps/s, per pixel.

LiDAR systems typically operate under low detection probability, unless it has a very
narrow FOV, high intensity laser, or it is used for short ranges. According to (5.9), for the
system conditions mentioned before, if § of about 10% (0.1) is considered for a group of
5 pixels or more, it is more power efficient to share a single TDC, than to have a per-pixel
TDC. If 64 pixels share a single TDC [13], instead of 5, the power of such arrangement
is 3.2x lower than that of a per-pixel TDC arrangement, however, it is only able to de-
tect 62% of photons, for the Sns Ty i, (see Figure 5.3). If the maximum conversion rate
is considered (for activities not related to the laser itself, such as background light), the
shared case is capable of 2 Gtimestamps/s (inverse of the combination circuit dead time,
where T = 80ps-log, 64) for the group of 64 pixels, or, on average, 32 Mtimestamps/s/pixel,
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whereas a per-pixel approach, only a single conversion per time frame (1us) is possible,
thus a maximum of 1 Mtimestamps/s/pixel. The choice between shared or per-pixel TDC
will depend on the system. For LiDAR, where high background noise is often present,
increasing throughput at lower power is essential, favoring the shared approach.
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Figure 5.3: Relationship between power consumption, activity and number of pixels. (a) average power per TDC
unit; (b) B compression due to combination dead time, within a laser pulse (T4, ) of 5 ns. Conditions above the
blue line makes it more power efficient to share a TDC instead of a single TDC per pixel.

In conclusion, event-driven operation is the most power-efficient solution for photon-
starved scenarios, where column-wise topologies operating in such conditions can offer
even better power efficiency and precision, although lower conversion rate per pixel, espe-
cially for short bursts of photons (i.e., in laser pulse width). Our proposed shared structure
takes advantage of 3D-stacking technology, offering better power efficiency and higher con-
version rate, when the activity in the sensor increases, as well as better silicon utilization
(more area for on-chip signal processing and storage), enabling more intelligent sensors.
Moreover, column-wise approaches can also be shared and operate continuously, where
the TDC array could be coupled linearly (instead of in two dimensions, as proposed), and
it is a viable alternative for monolithic implementations, where it benefits from the same
advantages discussed in our proposed approach.

For these reasons, a sharing architecture for LiDAR is preferred. Furthermore, since
camera-mode is required, where each detector matches a corresponding pixel in the final
image, it is necessary to obtain, along with the timing information, the address (or ID) of
the events. This is accomplished by a series of edge-sensitive binary arbiters, capable of
symmetric connection to the pixels, which will be discussed next.

5.3. EDGE-SENSITIVE COMBINATION CIRCUIT

Most of the combination circuits that are used in dTOF sensors are based on simple logic
gates, combining multiple events in a state-sensitive manner, typically with the use of pulse-
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shrinking techiniques [14], or by time-multiplexing the pixels that share a TDC [8]. In the
former case, there is no interest on which pixel generated the event, since it operates as an
SiPM for PET application, where camera-mode is not necessary. On the latter, an specific
TDC is shared by only few or one pixel, by means of operating different lasers in distinct
regions of the sensor, so to avoid ambiguity, which can also be compromised if the sensor
operate under strong background noise.

For a robust camera-mode system, it is essential to guarantee that each timing event
acquired have a true correspondence with the originated pixel. This can be accomplished
by two methods. Either a single pixel is select can operate at a certain time, in a scanning
mode (which is more efficient by also scanning the laser), or by combining multiple pixels
through a edge-sensitive circuit, by restricting the activity only to the first event, ignoring
subsequent hits. Line scanning LiDAR accomplish the same goal by disregarding one of
the dimensions and scanning the returning light as well as laser [15]. That is a different
approach and requires more elaborated mechanical assembly, which is not the focus of this
thesis.

With the goal of operating the dTOF imaging system in “flash” and camera-mode, it is
then essential to obtain a combination circuit capable to detect events in an edge-sensitive
manner, while being symmetric (no skew between inputs), avoiding calibration, and fast,
in order to detect as many events as possible. Also, an architecture capable to also ac-
quire, along the TOF, the address of which pixel generated the event is desirable, thus truly
obtaining a one-to-one image correspondence.
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Figure 5.4: Conceptual decision tree. 8 pixels are combined to generate the TOF and 3-bit ID.

A conceptual solution is presented in Figure 5.4. It is called decision tree and it is
based on decision-makers. The pixels are connected through a chain of binary arbiters, that
decides which event occurred first, providing the same delay between any of the inputs to
the output, while also providing an address word that tells which of the input is responsible
for the event. The first level of decision-makers connect directly to the pixels, their outputs
connect to the next level and so on, until a single output is generated, corresponding to the
TOF plus the accumulated (fixed) delay of the decision tree. It is then used to sample the
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TDC. The addresses are combined through a chain of multiplexers, where a digital binary
word is ready available at the end of the process. It is then used to access a memory for
timing information storage. More details are discussed at Chapter 6.

Moreover, it is more efficient to combine pixels in a power-of-two bases, for symmetry
and full utilization of the address bits. The number of levels are given by log, M, where
M is the number of pixels in the group. In the conceptual example given, 8 pixels are
combined, thus requiring 3 levels of decision makers, and proving a 3-bit address output.

For this implementation, based on the best power efficiency/activity obtained in Section
5.2, the optimum number of pixels participating on the TDC sharing, throughout this thesis,
is 64. Two arrangements where experimented with, one in a column of 2x32, and one in
a square of 8x8 pixels. The reasons for these choices are discussed in Sections 5.3.1 and
5.3.2, respectively.

The concept shown in Figure 5.4 is very simple and for robust operation few modifica-
tions needed to be implemented. Firstly, since the tree is based on edge-sensitive elements,
suggesting the use of flip-flops, it is necessary to reset the array after each event. This can
be done by a self-resetting mode, which means that, at the end of each event, the output
itself is delayed and used to reset the tree, maximizing the number of potential event de-
tection. However, there are cases where a user is more interested in the first events, rather
than the last, thus the self-reset can be disabled and the tree reset can be performed by an
external signal, whenever it is necessary or wanted. Secondly, the address also require to be
sampled, done by the same output signal, so events occurring during the reset phase does
not disturb the ID/TOF correspondence. A more elaborated block diagram architecture is
shown in Figure 5.5 .
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Figure 5.5: Decision tree used in this thesis, combining 64 pixels into one output.

As mentioned earlier, 64 pixels are connected to the first level of decision makers, which
are connect subsequently until the generation of a 6-bit address and the Q output. The tree
is reset by an external signal or by itself, in the end of the event propagation if configured
this way. The multiplexers are digital standard cells, since no care with matching delays is
necessary. The decision makers, however, require special design so to reduce metastability
and delay variation between the inputs and will be discussed in the next sections. Two
approaches to design the decision makers are used. In the first, due to area constraints,
a minimum cell is done in the analog domain. In the second, to optimize the design for
a more generic implementation, digital standard cells are used, with special structures for
metastability mitigation.
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5.3.1. ANALOG APPROACH

The core element of the proposed decision tree is the decision maker itself. Due to area, the
first attempt was designed in an analog way, with the minimum area possible. The decision
maker is shown in Figure 5.6. It is based on a modified true single phase clocking (TSPC)
flip-flop [16], connected to each of the inputs, serving as the clock. The flip-flops outputs,
ql and g2, are feedback to the input of the cells, in order to block a possible event in the later
input. The metastability of the circuit is reduced by the pMOS latch connected between q1
and q2, which slows down the late output, giving time for it to be reset by the early output.
The outputs are also combined in a symmetric NOR gate, for symmetric output load and
are used in a sense-amplifier flip flop (SAFF) [17], sampled by the output, which provides
the address bit.

VDD VDD

ADDRESS SAMPLING

ﬂ = P, oD
|°_. g " -
- ["]__m o Q
vDD VDD i
=" — — SYMMETRIC
i glo_ g ) NOR
a1 l—ljl_ Ly | | %E SAFF —€>

Figure 5.6: Analog approach for the decision maker.

This circuit has a major drawback, related to its dynamic behavior. Since it relies on
the preservation of the charge on nodes ql and q2, until the reset, potentially high leakage
over the transistors can lead to a independent “natural” reset, not holding the information
indefinitely as it is supposed to. Nevertheless, it is reset often due to high activity that it
does not present as a major issue.

The chip was designed in a column base fashion, where each decision tree collects pixels
from two columns, 16 columns apart, in a 2x32 way. The sensor contains 64 x64 pixels,
split into 4 quadrants, where one of the them is shown in Figure 5.7. There are several
reasons for such arrangement of pixels and decision trees. The one more relevant, for the
signal detection, regards the maximization of the probability of detecting multiple events
within a single laser pulse, since by separating the pixels that participate on the decision
group, it is more likely to avoid collisions between columns 15 and 31 (as the example)
than neighboring columns. Other reasons are discussed on Section 6.2.

In this sensor, a 3D-stacking technology was used. It means that the quenching circuit,
designed at Section 2.3.1, is also located on the bottom (processing) tier, thus requiring a
symmetric and relatively wide connection between the SPADs and circuit, which is done
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Figure 5.7: Decision flow performed in each column, within a quadrant. Decision tree connecting 2x32 pixels.

manually. The quenching circuit output interfaces with the decision tree by a simple wire
connection with the first level of decision makers. Each column contains the quenching
array, the decision tree, and a digital interface for pixel masking and energy (one bit activity)
readout. The decision tree output (TOF of Figure 5.7) is then routed to the TDC sampling,
which will described in Section 6.2.

5.3.2. DIGITAL APPROACH

The main drawback of the analog approach, described in Section 5.3.1, is the limitation in
area imposed by the architecture, which compromises the design of several blocks, includ-
ing the decision makers. Although the previous implementation fulfill the requirements
of the dTOF system, problems in MOS leakage and sensitivity to supply variation limit
their use in more stringent conditions. In order to improve the decision tree robustness, a
more stable decision maker element is proposed. Based on digital standard cells, that use
master-slave latches, its design follow the same operation condition of its analog counter-
part, which is the selection the first event among the two inputs, propagating it with similar
delay to the output, and generating an address bit.

The decision maker is shown in Figure 5.8 (a). It is based on two DFFs, one for each
input. Upon an event in any of the inputs, the logic one is sampled, where the earlier DFF
output resets the later one. The DFF outputs are connected together, through a symmetric
OR-gate, to generate the output Q, equalizing the input load seen by the DFFs and the
delay of each input to the output. The internal nodes feed also an SR-latch that generated
the address A, identifying the event source. The early DFF output force-resets the late DFF,
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Figure 5.8: Digital approach for the decision maker: (a) schematic; (b) metastability window simulation, after
parasitic extraction, with and without nMOS latch.

preventing it to fire after the detection of an early event. The whole structure is reset at
the end by the signal rst, which can be generated by the tree itself, in the end of a event
propagation, or from an external signal.

Although there is no metastability between the inputs, potential conflicts between the
DFF outputs could cause propagation delay (7;,-0-) variations, affecting directly the
timing. This issue is minimized through a nMOS latch placed between the DFF outputs,
which reduces the delay variation from 120 ps to 7.5 ps (£5%) for similar window (A;;, =
+7ps), as it can be observed in the post-layout simulation in Figure 5.8 (b). In the final
implemented circuit, the buffer between the DFF outputs and the symmetric OR gate is
removed. The buffer was added to isolate the DFF outputs from the OR inputs, but since
a symmetric OR is implemented, very little difference in the load is observed. Thus, from
Figure 5.8 (b), very little difference between the use or not of such buffer is noticed, and,
for area optimization, it was not implemented.

Differently from the previous approach, in this case, the group of pixels sharing a TDC
were designed in a square shape, so is the decision tree. The implementation details and
reasons for its choice are discussed in Section 6.3. The number of pixels participating on
each decision tree is still 64 (in a 8x8 fashion), however, the decision makers are designed
using mostly standard cells. The major benefit of such approach is a rapid design, with
easier verification and integration with top level HDL description. In fact, the goal of
such approach is to design a digital image sensor, with as little as possible manual design,
improving reliability, efficiency, and speeding up the porting to new technologies.

The decision tree is composed by 6 levels of decision makers. Due to its edge-sensitive
nature, it suffices to demonstrate the metastability of a single level, since the probability of
having more than two events within such short window (£7 ps) is almost null, specially con-
sidering the timing response of the SPADs, in the order of tens or hundreds of picosecond.
Nevertheless, in case of collisions, the delay added to the signal (7.5 ps) is much smaller
than other sources of noise, such as the TDC quantization noise and SPAD timing jitter.

The arrangement of the decision makers is shown in Figure 5.9 (a). The disposition
of the quenching circuit (connected directly under each SPAD) and the decision makers
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are shown, where all pixels connections are symmetric to each other. Figure 5.9 (b) shows
the numbering of pixels within the group, which is directly provided by the decision tree,
through the address. The multiplexers and addresses connections are done through auto-
matic place and route tools, in the digital domain, which speeds up the design, and it is not
shown here.

(?) (2) (4)

(1)

(3)

10 11 14 15 26 27 | 30 | 31
(5) \ 4
32 33 36 37 | 48 | 49 52 53

34 | 35 | 38 (39 | 50 | 51 [ 54 | 55

40 | 41 | 44 | 45 | 56 | 57 [ 60 | 61

42 | 43 | 46 | 47 | 58 | 59 [ 62 | 63

(a) (b)

Figure 5.9: Decision flow performed in a group of 8x8 pixels: (a) quenching and decision maker placement; (b)
pixel number with respect to digital address.

The design is done in 65 nm CMOS technology, where the delay of each decision maker
is a combination of a DFF and a OR gate. Post-layout extraction provides a delay (also
given by Figure 5.9 (b)) of about 150 ps, with minimum and maximum ranging from 100
to 250 ps, in different corners, confirmed by measurements results. Since the decision tree
requires 6 levels of decision maker, a reset process takes about 150 ps, thus the decision tree
dead time is in the order of 0.8 — 1.8 ns. Due to reason described in Section 6.3, the process
has been delayed to about 2.4 ns, so other parts of the circuit (synchronized with the event)
could meet timing constraints.

The total dead time of 2.4 ns indicates that the maximum conversion rate of about 420
Mevents/s (1/7), or 6.5 Mevents/pixel/s on average. Although the conversion rate is rela-
tively high, limitation of timing information storage sets the maximum number of events
each group can convert, or can store, for that matter. The dead time is also important to
estimate the average activity rate (f) compression, as calculated in Section 5.2. There are
situations of high background noise that would require even higher conversion rate, which
might not be feasible. Thus, it would require some background noise filtering, through spa-
tial/temporal, for instance, as seen in Section 3.3, and introduced in [15, 18]. Nevertheless,
the decision tree is capable of accomplish the edge-sensitive detection as required, while
preserving the source of the event.
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5.4. CONCLUSION

Generating a uniform timing reference, used for capturing telemetry and depth maps of
large arrays of dTOF detector, is very challenging. Constraints on power consumption, area
and technology (e.g. limited number of metal layers for proper power distribution) are some
of the key limiting factors. Traditional approaches, such as PLL/DLL, are not typically
applicable (due to area limitation and complexity), whereas column-wise arrangements [0,
19] and per-pixel TDCs[5, 7, 20] are limited to small arrays and photon-starved mode,
respectively.

In this chapter, two approaches of dTOF operation, event-driven to an always-on, shared
TDC topology, is analyzed, with respect to power consumption and area. From this investi-
gation, supported by a systematic theoretical analysis and by a solid-state implementation, it
is possible to conclude that, for most LiDAR applications, with moderate/high activity, the
shared and sampled approach has a better power efficiency, with slightly lower saturation
of the sensor, especially for short illumination bursts.

Thus, looking forward to sharing a single TDC with 64 pixels, an edge-sensitive com-
bination circuit is proposed, called decision tree, whilst also preserving the source of the
event, for camera-mode. Different approaches are implemented and used on the construc-
tion of two dTOF image sensors, discussed in details in Chapter 6.
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MODULAR TOF SENSORS FOR
LIDAR APPLICATIONS

If everyone is moving forward together,
then success takes care of itself.

Henry Ford

In this chapter, the design of two different direct time-of-flight image sensors is described.
In both cases, the sensors are designed in a modular fashion, with self-containing structures
for an autonomous operation. Their difference lies in the design technique, where the first
attempt uses a typical analogue approach, where every portion of the sensor is custom-
designed and assembled manually in the analog environment, and the second, a proposed
digital flow is introduced.

Parts of this chapter have been published in [1].

141
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6.1. INTRODUCTION

IN previous chapters, several building blocks required for the design of a dTOF image
sensor have been introduced. Here, these building blocks are used in the implementation
of two sensor versions, following a similar approach, however, fundamentally different
in their implementation. The goal of this thesis, and throughout this chapter, is to offer a
modular array to serve as a self-containing element, so different future sensor sizes could be
implemented without any major change in the design, just by plugging the blocks together.

The first design is done in a typical analogue approach, where each element in the
dTOF signal path is custom designed, as well as the assembly on the top level. The data
management and readout circuitry are digitally synthesized, but combined in the analog
environment. The module contains a 64 x64 effective pixel array, connected to TDCs and a
readout integrated circuit. This module is relatively large and can be used as standalone.

In the second design, however, a completely different approach is proposed. Imple-
mented mostly in the digital environment, only the very basic elements, that do not exist
as standard cells, were custom-designed and characterized as a regular standard cell, so the
digital tools could be used. The main advantages of such approach are the design time re-
duction, thorough verification, and the possibility of implementing more complicated func-
tions, through RTL description. The unit module contains a 8§x16 effective pixel array
connected to a shared TDC, featuring in-pixel memory and in-locus signal processing.

In the following sections, both approaches will be described and characterization results
will be provided for validation.

6.2. ANALOG APPROACH

The first design is part of a European project, entitled “pilot optical line for imaging and
sensing (POLIS)” [2], with the goal, among many others, to develop and commercialize
SPAD-based TOF sensors, for various applications, including biomedical imaging (PET
and FLIM) and consumer/industrial LiDAR. The main project contributor was ST Micro-
electronics [3], and its relation with the work reported in this chapter, with regards the chip
fabrication, including the first backside illumination SPAD detector in 65 nm CIS, the read-
out circuit in 40 nm CMOS, and the 3D-stacking, face-to-face bonding technologies.

As part of the initial target of the POLIS project, the goal was to develop a sensor ca-
pable to provide ranging information (depth measurements), and, at the same time, photon-
counting (intensity), while maintaining the sensor granularity as unit, for the camera-mode
operation. The main application is for mid-range LiDAR (5 — 30 m), although it was de-
signed to support long-range (up to 200 m) measurements, for industrial robotics, consumer
virtual/augmented reality (VR/AR), and potentially self-driving cars.

6.2.1. BLOCK DIAGRAM
The sensor is designed in a modular fashion, i.e. all the necessary components for an
autonomous operation is contained within the module. The module is relatively large, as
displayed in Figure 6.1. It contains 64 x64 pixels, whose SPADs are designed in 65 nm CIS
technology, introduced in Section 2.4.1, connected to a 40 nm readout integrated circuit on
the bottom tier.

There are two types of pixels. One composed by a single large SPAD and another com-
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Figure 6.1: Block diagram of 64x64 depth sensing pixels, with shared TDC arrangement.

posed by 2x2 smaller SPADs, to form a similar pixel. The arrangement is shown in Fig-
ure 6.2. The two pixels have similar performance, as presented in Section 2.4.1, however,
due to lower noise, the 2x2 smaller SPADs arrangement is preferred in future implementa-
tions. To maintain identical connection and operation in the bottom tier, the SPADs were
connected with a metal wire at the top tier, and a single hybrid bonding connection is made.
Since the bias voltage is the same for the whole array, some variation is expected in the fi-
nal result, with respect to DCR and PDP, however, it is not enough to impact on the normal
operation of the whole array.

The sensor is separated in quadrants, numbered from Qp_ 3. Each quadrant contains 16
independent decision trees, where each collects events from 2 columns of pixels (2x32),
generating a dTOF signal and an address. The dTOF signal is used to sample a TDC,
located in the middle of the array and the ID is used to associate the timing information
with the source of the event, keeping the granularity of the sensor as a single SPAD. Each
TDC is shared among 4 different decision trees, by connecting a continuously running TDC
to 4 different samplers. In total, there are 16 TDCs for TOF acquisition and an auxiliary
TDC for calibration and range extension. A more detailed arrangement can be seen in
Figure 6.3. The dTOF signal lines are equalized to reduce the skew between the pixels,
where the residual offset can be easily calibrated out.

Apart from the timing information, an intensity measurement can also be performed
through a series of bit adders, so the energy hitting the sensor can be acquired. This feature
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Figure 6.3: Shared TDC and sampler arrangement in one quadrant of the sensor.

is very useful for PET applications, where the total energy from an event is important to
classify its quality, but can also be useful for a simultaneous LiDAR application, with dTOF
+ intensity sensor. These two modes are operated independently and can be simultaneously
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accessed at any time.

The timing information from the TDC array is than managed and organized by a digital
core, responsible to stream out the desirable information. The system operated under two
clock domains, one slow for configuration and energy readout, and another fast, for data
serialization. The maximum readout rate is in the order of 10 kfps, but it is often not
necessary and operated in a slower rate to reduce power consumption.

6.2.2. TIME-TO-DIGITAL CONVERTER

The timing information is acquired using a time-to-digital converter. In this topology, a
single TDC is shared among 4 groups of decision trees, each combining 64 SPADs. Each
TDC is composed by a ring oscillator (RO) connected to a modified 10-bit gray counter.
The RO is based on a 4-stage, pseudo-differential topology, shown in Figure 6.4. It contains
“set” transistors that reset the RO phases when the TDC is eventually turned off, in a regular
START/STOP operation. However, the proposed topology typically operates the TDCs
continuously. The RO frequency and, consecutively the TDC resolution, is controlled by
a current source and sink, which are controlled externally and heavily low-pass filtered by
a local RC network. By controlling the frequency with both, current source and sink, the
common-mode of the oscillation is kept almost constant, maintaining the sampler operation
constant.
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Figure 6.4: 4-stage, multi-path pseudo-differential ring oscillator.

In order reduce the overall frequency variation among the TDCs and to reduce the to-
tal integrated RMS jitter, the different TDC’s RO are mutually coupled, being pushed to
locking state, oscillating synchronously. The RO’s can be connected to a common coupling
line through a transmission gate. The RO coupling and monitoring structure can be seen in
Figure 6.5. As seen in [4], by mutually coupling the TDCs, a much more robust reference
generation can be obtained, while keeping the skew between the TDCs to a minimum, with
lower phase noise and jitter.

The RO operates up to 4 GHz, thus providing a maximum resolution of 31.25 ps. Its
phases can be directly connected to a sampler, typically a sense-amplifier flip-flop (SAFF)
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[5]. A modified version of such SAFF is proposed and displayed in Figure 6.6 (b), where
a passive interpolation can be obtained at the inputs of the SAFF (Figure 6.6 (a)), by ac-
cessing multiple phases of the RO with different strengths, effectively increasing the TDC
resolution. The maximum interpolation is 2x, improving the resolution down to 15.625 ps.
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Figure 6.6: TDC phase sampling; (a) Passive interpolation; (b) Modified sense-amplifier flip-flop (SAFF) for
passive interpolation.

The RO is then connected to a gray counter. In order to avoid excessive load at one
specific RO phase, which would contribute to large non-linearity, a buffer interfaces the RO
and counter. Its topology is based on a double push-pull structure, shown in Figure 6.7. It
allows a current-reuse, reducing the power consumption on the buffer and the use of smaller
devices, reducing its input load.

The buffered RO is then fed to a divider-by-2 structure, which phases are equalized and
fed to the counter. It allows the counter to operate with lower input frequency, reducing its
power consumption and increasing the operating margins. Nevertheless, the highest input
frequency that is fed to the counter (about 2 GHz) sets very strict requirements to its archi-
tecture. Thus, the counter was developed minimizing the maximum path to a minimum. Its
topolody is shown in Figure 6.8 (a).

The counter is split in 3 groups of 3-bit gray counter, which controls determine the
operation of a specific group at each clock edge. In order to utilize all codes of the gray
counter, every 8 counts (23 — 3 bits), two bits change, instead of a pure gray counter. An
alternative is to reduce the usable codes, however, it would be only 70% of the codes, also
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Figure 6.8: High-speed almost-gray counter; (a) Groups of 3-bit gray counters; (b) 3-bit gray counter schematic;
(c) Connection logic between groups.

complicating the decoder (gray-to-binary). Each 3-bit counter is shown in Figure 6.8 (b),
which control elements are shown in Figure 6.8 (c). This counter was coordinated by this
thesis author and developed by a master’s student, where more details can be found at [6].

The overall TDC array layout can be seen in Figure 6.9. It shows the 16+1 TDCs,
samplers distribution and low-pass filter for the frequency control.

6.2.3. OPERATION

In each quadrant, two pixel columns, offset by 16 columns, are connected to a single deci-
sion tree, which is responsible to select and generate an dTOF signal, along with the address
information, corresponding to the source of the event, as explained in the Chapter 5. In each
frame, a single event per decision tree is obtained, to a total of 64 events in the whole sensor,
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Figure 6.9: 16+1 TDC array layout.

which is then used to sample a particular TDC to generate a TOF information. A readout
process is managed by the digital block, controlled by an external FPGA firmware, capable
of selecting and arranged the data, which is then serialized out from the chip.

The TOF information is 14-bit long which is combined with a 6-bit address to for a
20-bit word, which totals to 1.28 kbits in a single readout. An auxiliary TDC is used to
measure the instantaneous RO frequency (and resolution) of the TDC array, for a correct
depth calculation. As mentioned before, all TDCs are mutually coupled and oscillate in the
same frequency, reducing uncertainties due to PVT variations and eventual disturbances
provokes by the sampling process.

The chip has two distinct clock domains: a slow clock, used during configuration, mask-
ing, calibration, and energy readout, and a fast clock, used only for fast data readout. In this
way, the power consumption is minimized while the readout frame rate optimized. At the
maximum speed, the chip can be read at 100kfps, using a 120 MHz clock, already taking
into account start/stop words transmitted

6.2.4. CHARACTERIZATION

Figure 6.10 (a) shows the transfer function of the TDC array, along with its integral nonlin-
earity (INL). The worst-case INL was measured at -3.5 LSB, the differential nonlinearity
(DNL) was measured +0.6 LSB, where Argp is 15.6 ps. Figure 6.10 (b) shows the mutually
coupling effect on the phase noise of the oscillators, which after coupling, compose a sig-
nal with integrated RMS jitter of 7.5 ps, at maximum frequency of 4 GHz, where the output
frequency is divided by 4, for measurement purposes. The improvement on phase noise
and jitter after mutual coupling follows the development in Section 4.3, which correspond
to 10-log(M), where M is the number of oscillators coupled (17, in this case), to a total of
about 12.3 dB improvement.

6.3. DIGITAL APPROACH

The second design is part of a Dutch project, entitled “L3SPAD: A Single-Photon, Time-
Resolved Image Sensor for Low-Light-Level Vision” [7], with the goal of developing a low-
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Figure 6.10: TDC characterization: (a) transfer function and INL; (b) coupling effect on phase noise.

light image system for night-vision, mainly for automotive LiDAR applications. The design
has been fabricated by Taiwan Semiconductor Manufacturing Company (TSMC) [8], which
includes a backside illumination SPAD detector array in 45 nm CIS, and a readout circuit
in 65 nm CMOS, using a 3D-stacking technology. The readout circuit is done completely
in the digital flow, speeding up the design time and enabling a higher level of functionality.

The most elementary blocks were designed to match the placement grid of the technol-
ogy standard cells, which were characterized and used in the digital flow. Cadence® and
Synopsys® tools are capable to generate power and timing libraries for the digital flow op-
timization. This procedure minimizes the design time, which typically requires high levels
of analog verification that slows the design process, allowing a more efficient implementa-
tion, while increasing reliability. The only cells that were custom-designed are the passive
quenching, presented in Section 2.3.2, the decision maker, presented in Section 5.3, and a
1-bit SRAM memory used in the memory banks. The TDC is the largest and most compli-
cated block in the system and is also custom-designed and placed as a MACRO. Its design
is presented in this Section. Everything else, including in-locus signal processing, has been
done using the digital flow, by means of RTL description.

In the next sections, the basic architecture and arrangements will be discussed in more
details, with experimental results in the end.

6.3.1. BLOCK DIAGRAM

As discussed in Chapter 5, there are advantages and disadvantages between event-driven
and sampled approaches. Since in the target application the activity is relatively high, a
continuously running TDC is favored. Thus, at the core of the proposed architecture lies a
continuously running TDC. In order to reduce the overall power consumption, each TDC
is shared among several pixels, through a series of edge-sensitive decision makers, as dis-
cussed in Chapter 5. By arranging the decision tree in a symmetric way, the sampling
signal is generated by the pixels with virtually zero skew between them. At the same time,
the source of the event is tracked, maintaining the sensor granularity to a single SPAD. The
block diagram of the system is displayed in Figure 6.11 (c).
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Figure 6.11: Proposed digital module implementation: (a) 3D-stacking cross-section; (b) perspective view; (c)
block diagram — 2 subgroups of 8 x 8 pixels (SPADs), shared TDC, in-locus processing (DPCU), and memory.

The trade-offs of sharing structures, such as the proposed one, regards two parameters:
the power consumption, per pixel, and total dead time, which implicates on the saturation of
the sensor, specially for short bursts of events, typical of the returning light from the target,
originated by a short, pulsed laser source. The more pixels a single TDC is shared with, the
lower the power consumption, but longer the dead time and, consecutively, lower saturation
level. Thus, this choice will depend on the application, external conditions (such as target
distance and reflectivity, laser pulse width, etc.) and sensor technology, since monolithic
implementations might impose more restrictions on the maximum number of sharing pixels
if compared to recently available 3D-stacked technology.

According to the developments in Chapter 5, for the expected activity and power con-
sumption, each TDC is shared among 128 pixels, divided into two independent subgroups
of 64 pixels (8x8 pixels). The subgroup size was chosen in order to maintain a good com-
promise between conversion rate and power consumption [4]. Figure 6.11 shows the block
diagram of each subgroup. They are composed by a decision tree, responsible to manage
multiple events across the pixels, generating a sampling signal, dTOF, and an ID. dTOF ac-
quires the TDC timestamps, while the ID is used as a pointer for the in-pixel memory. This
arrangement constitutes a module; it is digitally synthesized and it is capable of operating
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autonomously, only being accessed during readout.

1 Quenching Il Decision maker

Figure 6.12: Passive quenching, decision makers and TDC location, in the digital flow.

Although the design has been done using the digital flow, some elements and signals are
more sensitive to skew and were treated separately. The passive quenching, which must be
located right underneath each pixel, and the decision tree that requires symmetric position
for matched paths were instantiated in with the use of a script. Their placement within
the module can be seen in Figure 6.12. Moreover, the arrangement of the two independent
subgroups sharing a single TDC can also be seen in Figure 6.12, with the SUBGROUP #2
being flipped using the horizontal reference with respect to SUBGROUP #1.

The module size and number of pixels was designed based on two parameters; first,
since it was the first design cycle of the SPADs, a more conservative approach was adopted,
including a relatively large pitch; second, the overall sensor activity was taking into account
to design the decision tree, as described in Chapter 5. The readout circuit and SPADs are
perfectly matched, where some of the components, such as the TDC, the passive quenching,
and the decision makers were placed using a script, the rest of the circuitry was automati-
cally placed and routed.

In the next sections, the details of each sub-block will be discussed.

6.3.2. TIME-TO-DIGITAL CONVERTER

With the goal of performing digital data processing within the module, it is essential to
provide a readily available, binary timing information straight from the TDC, which also
imposes area restriction with respect to on-chip calibration and decoding. For these reasons,
the TDC was designed using a current-starved 8 pseudo-differential stages RO, capable of
providing 4-bit fractional resolution, through a set of sense-amplifier flip-flops (SAFF) [5].
Moreover, since the TDC is shared among two independent subgroups, it must contain
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Figure 6.13: Time-to-digital converter: (a) pseudo-differential stages and SAFF arrangement, for the two indepen-
dent subgroups; (b) counter schematic; (c) layout.

separated sampling structures, as shown by the RO schematic in Figure 6.13. The frequency
is controlled by a simple pMOS current source, not shown in the diagram.

Due to a relatively fast speed of the RO (about 1 GHz — Aysg = 62.5ps), an asyn-
chronous binary counter was favored instead of a synchronous topology. However, since
each bit of the counter is clocked by its predecessor, the delay accumulation through mul-
tiple stages can cause sampling errors. This is compensated by re-sampling the counter
outputs with the same input clock and a chain of buffers. The block diagram is shown in
Figure 6.13 (b). It is not mandatory to match the DFF delay with the re-sampling buffer,
as long as the clock period is not extremely high. Hypothetically, if these delays were
matched, the maximum counter operating frequency would be the inverse of a single DFF
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delay, pushing its limits to about 8 GHz (in 65nm). Since the input clock is only about
1 GHz, by guaranteeing that the buffer delays is shorter than the DFF (which is most cer-
tainly the case, for library standard cells), and it is large enough to compensate partially
the DFF delay, the counter operates with a reasonable margin. The sampling lines, coming
from the dTOF signals, are then matched through exactly same structure of buffer+DFF, as
shown in Figure 6.13 (b).

The TDC occupies a very small area of 550um?, where about 40% of the area is ded-
icated to decoupling capacitors, while providing an equalized and calibration-free binary
output. The layout is shown in Figure 6.13 (c).

6.3.3. OPERATION
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Figure 6.14: Digital processing and communication unit (DPCU) block diagram.

The decision tree generates the timing signal dTOF, and the event source, ID, which are
fed to the digital processing and communication unit (DPCU). The DPCU is a synchronous
circuit, capable to perform different functions, depending on its configuration. The signal
dTOF is used as a clock, whereas the ID is used to access the corresponding pixel memory,
reading its previous information stored, and combining it with the new timing information,
also sampled at the TDC by dTOF. The result of the current processing information is then
stored back into the memory, during the next new, unrelated event. The speed is maximized
by keeping the memory bus contained in a small area, which loading time is relatively short.
A block diagram of the DPCU is shown in Figure 6.14.

In the current sensor version, the core of the processing unit is an arithmetic logic unit
(ALU). One of the advantages of the digital synthesis is that its function can be more easily
described and implemented in RTL. In our implementation, it was designed to perform a
low-pass filter, through a digital infinite impulse response (IIR) filter, and/or photon count-
ing, for intensity measurement, depending on the external configuration.
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According to the specifications, the TOF information is 14-bit and is stored into the
memory. In order to host the fraction part of the IIR filter and/or to operate as intensity
counter, an extra 7-bit memory was included, as shown at the bottom of Figure 6.14. The 6-
bit ID is already used as a pointer for the memory, not requiring it to be stored, thus totaling
21-bit memory per pixel.
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Figure 6.15: IIR filter Verilog simulation: (a) different A = 20"~7 and the effects on the standard deviation,
O total> in meters; (b) 3D rendering image for A =274,

The core of the processing unit is an arithmetic logic unit (ALU). Due to digital synthe-
sis, its function can be more easily described and implemented. In our implementation, it
can be configured to operate as a low-pass filter, through a digital infinite impulse response
(IIR) filter, and/or photon counting, for intensity measurement. The low-pass filter is re-
sponsible to accommodate multiple events between readouts, providing an averaging of the
signal, in order to reduce its uncertainty. The frequency characteristics of the IIR filter and,
consequently, the pole location, are controlled by the attenuation factor A, which is realized
as a right-bit-shift operator. The time-domain equation is expressed as

ylkl =1 =A)- ylk—1] + A - x[k]. 6.1)

An example of the IIR filtering can be seen in Fig.6.15. Assuming a combination
of several timing uncertainties to the system, such as the laser pulse width, SPAD jitter,
and TDC integrated jitter and quantization noise, to a total of 0.8 ns, which corresponds
to a depth uncertainty of 0 = 12cm. By changing the pole factor (1), the uncertainty
progressively reduces to a minimum of ¢ =1 cm, for A =277, The averaging effect of the
filter produces an uncertainty reduction given by

o
Ofiltered = t;ﬁwx (6.2)

The drawbacks of such signal processing is that, smaller the A, the slower the system,
which could cause image blur. Moreover, in the presence of noise, this filtering approach is
less effective, thus being suitable mostly for low noise applications intrinsically, including
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scanning system, with short integration time, small FOV per point and strong laser, and/or
via noise suppression [9, 10].

In order to avoid unexpected addressing and mapping issues, a more qualitative simula-
tion of the whole system is performed. By generating a 3D image function in MATLAB®
that correspond to the distance information each pixel should have, and applying it to the
sensor inputs, the whole system can be simulation, from the photon event, TDC information
acquisition and storage, to readout and post-processing. Since the amount of pixels can be
very large, a straight forward verification is not trivial, thus by applying a visual identifiable
image, the system can be validated. In the example of Figure 6.15 (b), a 3D Sync function,
located around 105ns (15.75 m) and expanding up to 10ns (1.5m) is used. The TDC
integrated RMS jitter (15 ps) and quantization noise (64 ps Arsg), and SPAD timing jitter
(100 ps FWHM) was used, but without background noise, whilst utilizing an [IR A = 274,
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Figure 6.16: Custom-designed pixel memory: (a) single-ended, tri-state SRAM; (b) 21-bit block memory per
pixel.

Since the memory takes the largest portion of the available area, it is important to mini-
mize its size. The custom-designed 1-bit SRAM is shown in Figure 6.16 (a). The read time
was minimized by using tri-state buffers, capable of driving the whole bank, with rail volt-
age, without the need of sense amplifiers or comparators. The organization and access of
21-bit pixel memory is shown in Figure 6.16 (b). Read and write times are 1.6 ns and 100 ps,
respectively. A typical SRAM bank could also be implemented, but the read/write time is
typically much larger and it requires access circuits that can take a large area, being more
suitable for large memory banks. For our proposed architecture, the provided approach is
more suitable. The total dead time between detections is less than 2.4 ns, which is related
to the maximum activity the sensor can process. In the implemented case, it can provide
over 830x10° conversions per second, per module of 128 pixels, split into two parallel
subgroups.

LASER SIGNATURE

In a real scenario, multiple LiDAR systems might be working simultaneously, from the
same user or not. In any case, they all appear to each other as interferences and should
be dealt with accordingly. Predicting such conditions, a code-based solution has been pro-
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posed [1 1], treating the problem mostly via firmware/software, which might increase post-
processing power and latency onto the system.
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Figure 6.17: Laser signature concept. Implementation via encrypted key, divided according to modulation index
and directly combined with digital TDC output.

Alternatively, we propose a simple laser signature, applied directly to the laser trigger,
through a digitally-controlled delay line (DCDL), as well as to the acquired timestamp, by
digital arithmetic calculation. The concept is shown in Figure 6.17. Due to the discrete
nature of the system, by controlling the modulation index (K) and delay gain (S), the signal
can be recovered without any loss of information, while the interferences are scrambled,
appearing as noise in the later accumulated histogram. Because the laser is shifted in phase,
we associate the polar modulation with phase-shift keying (PSK).

A generic histogram of such a scheme can be inspected in Figure 6.18 (a). In this illus-
tration, the outgoing laser is spread over 16 equidistant chunks, uniformly, while the inter-
ference is unaware of the modulation and, consecutively, contained within a single chunk.
The transmitted histogram is a representation of the scene, although it is not necessarily
ever constructed. In the receiver, by applying the modulation to the TOF information, the
detected signal is reconstructed, while the interference is then spread over the histogram.
Since the interference energy is scattered, its peak is reduced, easing a successful signal
peak detection.

For maximum spectrum efficiency (interference suppression over spread in histogram),
the delay offset, produced by the modulation, should correspond to the system uncertainty
(FWHM), as qualitatively demonstrated in an illustration shown in Figure 6.18 (b). If the
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Figure 6.18: Laser signature histogram: (a) signal modulation/recovery and interference scrambling; (b) spectrum
utilization for different delay gain (S), for 4-PSK modulation.

delay gain is too low, the compounded histogram peak will have a peak higher than the
individual chunks; if the delay gain is too high, the spectrum is overly utilized, putting con-
straints on the laser triggering capability; pulsed lasers typically require a stable, periodic
trigger for maximum efficiency. Moreover, to ease TDC correction, the modulation should
be a multiple of the TDC LSB (A sp), unless extra fractional bits can be afforded.

In general, the delay gain S, see Figure 6.17, which is effectively part of the DCDL,
should be chosen as the next integer of Ay sp, either in number of histogram bins or seconds,
as:

and

{FWHM-I
Arsp
At=S8-K,

6.3)

where At is the time delay, in picoseconds, applied to the laser trigger. The index K, is
chosen by simply selecting which bits to use, up to 8 bits in our case (256-PSK). A unique
128-bit encrypted key can be added to the system, and subdivided in words of 8 or less
bits, depending on K, to increase security. If optimized, the system provides interference
suppression of about 20-log; (0.89- K).

DUAL-AXIS LASER SCANNER
Flexible lateral resolution was obtained through a dual-axis laser scanning. It was imple-
mented using a Thorlabs Large Beam Diameter Galvo Scanner GVS212, with broadband
mirrors, controlled by a waveform generator Keysight 33500b, via MATLAB. By synchro-
nizing laser, readout and scanner, efficient illumination and image reconstruction could be
performed. The apparatus is shown in Figure 6.19.

The current setup, due to the small module size, the dual-axis is necessary to create the
3D image. However, since the modules can be arranged in any desirable shape, multiple
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Figure 6.19: Conceptual dual-axis galvo scanning LiDAR system, featuring laser polar modulation for interference
suppression.

modules can be allocated in a line, so a single axis scanning can be performed. More-
over, a 2D sensor array can be implemented, avoiding the scanning altogether, however,
with an impact on the SNR and maximum detectable range, as discussed in the Chapter 3.
Nevertheless, the scanner is a useful apparatus to obtain 3D images as it will be shown next.

6.3.4. CHARACTERIZATION
The proposed architecture was implemented using TSMC 3D-stacked technology, featur-
ing a 4-metals, 45 nm CIS backside illumination (BSI) SPAD array, and a 5-metals, 65 nm
low-power CMOS readout integrated circuit (ROIC), packaged in a ceramic QFP-120L.
Throughout the system operation and characterization, two lasers were used: for all depth
measurements, a 532 nm PicoQuant VisUV, and for SPAD characterization and laser signa-
ture, a 637 nm ALDS PiL063X.

Depth measurement precision, in dTOF systems, is directly related to timing error, as an
independent combination of SPAD response jitter, TDC variation (accumulated RMS jitter
and quantization noise), and laser pulse width, as:

AZ
]2 LSB , 2 2
Ototal = \/UTDCRMS t 5 T9%pap t Tlaser: (6.4)

By approximating these sources to Gaussian-shape, FW HM = 2.355-¢ can be used, which
is a widely adopted term in the SPAD sensor community.

The SPAD utilized in this implementation is presented in Section 2.4.2. Its performance
of less than 108 ps FWHM timing jitter, 32% peak photon detection probability (PDP),
and 55 cps/um? dark-count rate (DCR) when operating under excess bias voltage (above
breakdown) of 2.5 V is more than sufficient for LiIDAR application.
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Figure 6.20: Irradiation measurement: (a) setup; (b) DCR increase with accumulated dose.

Moreover, since space applications are among the possible targets of this work, the sen-
sor was exposed to a ®®Co gamma source, seen in Figure 6.20 (a), so the effects of radiation
on the device performance could be evaluated. At a dose rate of 73 krad/h, the DCR in-
creases from 2.8 kcps to 5.8 keps over a 90-minute exposure, as plotted in Figure 6.20 (b),
and returned to the original value after annealing. The applied dose is much higher than
required for space, thus validating the circuits for such environments.

For real ranging measurements, the sensor was characterized by single-point measure-
ments, using targets with 50% reflectivity, perpendicular to the sensor optical axes. In
this configuration, the sensor was operated in two modes: high and low-resolution. In the
former, the TDCs were tuned to provide Arsg = 61 ps and maximum range of about 1us
(14-bit), equivalent to 150 m range. In the latter mode, Ay sp was tuned to 204 ps, covering
about 3.34us, which is equivalent to 500 m range. The characterization of the TDC leads
to less than 2 LSB and 3 LSB differential and integral nonlinearities (DNL and INL), re-
spectively, for Arsp = 61 ps. The relatively high and periodic nonlinearity [1] arises from
mismatches between the sampling signal and RO + counter phases (Fig. 6.13 (b)). Calibra-
tion can be performed to account for some of these issues, but since our solution requires
internal binary TDC result, and the power and area budget for the module is scarce, no
calibration was performed and reported here.

The laser parameters used here are 4 mW at 1 MHz frequency, and 1.4 mW at 300 kHz,
for high- and low-resolution modes, respectively. Since the energy per pulse is roughly
constant, in both modes the optical energy per pulse is about 4 nJ, with pulse width of 80 ps
FWHM, and 47 W peak power. In both modes, each measurement point was obtained by
accumulating 100 chip readouts, and combining the dTOF information of all pixels of a
single module, as a digital SiPM, into a histogram in Matlab®, without any other filter. The
maximum chip readout is 2000 fps, totaling 20 fps depth measurement. All measurements
were physically performed, without any emulation.

In high-resolution mode, the measurements were performed indoor. An aerial view of
the location is shown in Figure 6.21 (a). The measured distance and accuracy are shown in
Figure 6.21 (b), which was obtained by accumulating 100 readout frames, per point, under
indoor ambient light. The maximum accuracy error was below 7 cm (0.3% non-linearity)
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Figure 6.21: High-resolution single-point measurement: (a) aerial view of measurement location; (b) measured
distance and accuracy.

and worst-case standard deviation of 15 cm (0.1% uncertainty).
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Figure 6.22: Low-resolution single-point measurement: (a) aerial view of measurement location; (b) measured
distance and accuracy.

In low-resolution mode, the measurements were performed outdoor. Similarly, an aerial
view of the location and the measured distance and accuracy are shown in Figure 6.21, (a)
and (b) respectively. The maximum accuracy error was below 80 cm (0.4% non-linearity)
and worst-case standard deviation of 47 cm (0.11% uncertainty). The SNR towards the end
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of the range (>300 m) was too low to determine the precision accurately.
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Figure 6.23: Laser signature measurement. (a) no background illumination; (b) 3 klux background illumination.

The laser signature was measured and it is shown in Figure 6.23, for 8-, 16-, and 32-PSK
(index K of 23, 2%, and 25, respectively, and gain S = 16-Arsp). Two lasers were used in the
measurements: a 637 nm, serving as interference, and a 532 nm as signal. Figure 6.23 (a)
shows the effects of the modulation without any background illumination, where the inter-
ference suppression was measured very close to the expected value (about 1 dB off). Under
background illumination, the suppression effectiveness is reduced (see Figure 6.23 (b)), due
to two effects: first, the noise adds a bias level for the histogram counts, for both signal
and interference, reducing their ratio (suppression); second, our architecture is based on
a sharing decision tree, and collisions between noise and signal are reflected on the max-
imum signal acquisition, thus the overall peaks (unmodulated and signal) are reduced in
Figure 6.23 (b), if compared to Figure 6.23 (a).

A dual-axis scanner was used to obtain higher spatial resolution images. In this mea-
surements, a 532 nm wavelength laser was used, with average optical power of 4 mW at
1 MHz frequency, and very small lens aperture. In case of an optimized optical setup and
availability of a higher power laser, the integration time per point can substantially reduce,
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increasing the frame-rate.

Figure 6.24 shows a 32x32 image, featuring targets with different reflectivity (from 8
to 60%), with targets ranging from 4 to 10 meters and about 30° of AFOV. The integration
time in this case was set to 5 ms per point. As can be seen from the depth map and a cross-
section (at row 30), the absolute ranging measurement is successfully acquired, without
compromise.

Depth view
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Cross-section row 30
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Figure 6.24: Coarse spatial resolution of 32x32 image, featuring multiple targets with different reflectivity.

Another 3D image was obtained through scanning, featuring a finer spatial resolution of
256x256 and 7° AFOV. For this measurement, the same laser was used, but only 500us per
point integration time was used, due to higher reflectivity index. The result can be seen in
Figure 6.25, where millimeter resolution was obtained. A special feature about this image
is that, the internal DPCU was configured to obtain simultaneously the dTOF and intensity,
where this 3D reconstruction is an effective overlap of both measurements.

Table 6.1 shows a performance comparison of this work to recently published state-
of-the-art LIDAR systems. To the best of our knowledge, the proposed sensor provides
the longest single-point measurement, the best accuracy and precision, ever reported in a
CMOS system. The laser power, wavelength, and the speed of the measurement impact
considerably the sensor sensitivity to noise. Ref. [10] uses a 870nm, 40 mW laser, to
operate far away from the maximum of the sun irradiance and, in addition, it uses an narrow
band-pass filter. Ref. [9] uses the same wavelength as used in this work and, although
capable of handling noise with the use of smart triggering, the results were emulated with a
high-power laser and a fiber.

A chip micrograph is shown in Figure 6.26. Since in this work a 3D-stacked technology
was used, the ROIC on the bottom tier is not visible, and only the circular shape SPAD
array is visible.
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Letters:
15mm tall

Figure 6.25: Fine spatial resolution, 256x256 image: intensity and depth measurement simultaneously.

Figure 6.26: Chip micrograph: only top tier (SPAD array) is visible.




Table 6.1: Comparison performance of state-of-the-art CMOS LiDAR

Parameter Unit This Work [9] [10] [12] [13]
45/65 nm
Technology - CMOS 150 nm CMOS 180 nm CMOS 130 nm CIS 0.35um CMOS
Architecture B Always-on, Event-driven, Column-wise Histogramming | Event-driven,
shared TDC per-pixel TDC shared TDC shared TDC per-pixel TDC
Sensor characteristics
Resolution - 256x2564 64 x64 340%x96 32x32 32x32
Pixel pitch pm 19.8 60 25 21 150
Pixel fill factor % 31.3 26.5 70 43 3.14
SPAD DCR@ Vg cps/ymZb 554 @25V 57 @3V 6@33V N/A 120@ 6V
TDC depth bit 14 16/15 12 8 10
TDC resolution ps 60 — 320 250 — 20000 208 71.4 312
TDC power mW 0.5-0.1 N/A N/A 14.1 0.35/pixel/
TDC area um?b 550 N/A 31,0004 30,000 5,600%
. . DNL [LSB] | +0.9/-1 +1.2/-1° +0/-0.52 +0.75/-0.61 +0.06/-0.06

TDC linearity

INL [LSB] +3/0 +4.8/-3.2b +0.73/-0.49 +0.65/-0.2 +0.22/-0.22

Measured distance performance
Distance range m 150 — 430 367 — 5862¢ 128 2.82-3.375 48
. m 0.15-0.47 0.2-0.5¢ 0.1¢ N/A 0.048

Precision

% 0.1 -0.11 0.13 -0.14¢ 0.1¢ N/A 0.88

m 0.07-0.8 1.5 - 35¢ 0.37¢ N/A N/A
Accuracy

% 03-04 0.37 -1.9¢ 0.37¢ N/A N/A

@ Flexible resolution depending on scanner and available laser optical power.
¢ Emulated results with optical fiber.

4 Estimated by layout.

¢ Measured at 100 m.

f DLL and TDC power.

b Measured over 5% of the total range.

& Measured at 5m

Y91
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6.4. CONCLUSIONS

In this chapter, two modular dTOF sensors were described. The core philosophy in the
design of such sensors was to produce a self-containing module, which could be used in the
design of a much larger sensor array, without major modifications.

In the first version, a typical analog approach was used, where all components of the
dTOF system were custom-designed and implemented in the analog flow, with an excep-
tion of the readout and configuration, which was done in the digital domain. The design
was performed in ST Microelectronics 3D-stacking technology, featuring 65 nm BSI SPAD
array on the top tier, connected to a 40 nm CMOS readout on the bottom tier.

In the second version of the sensor, the complete flow was done in the digital domain
instead, shortening the design time and increasing the verification. Each module is digitally
synthesized and completely autonomous, which enables scaling to a desirable sensor size,
without affecting its operation.

The design was performed in a TSMC 3D-stacking technology, featuring a BST SPAD
array on the top tier, connected to a readout and processing circuit on the bottom tier. A
PPM-based laser signature recovery technique is proposed, achieving up to 28 dB interfer-
ence reduction under no background noise conditions. Single-point measurements up to
150 and 300 m were achieved in two different resolution modes, with accuracy error lower
than 0.4%. By using one module as a digital SiPM, 3D images were obtained by a 2-axis
galvo scanning system, for up to 10 m range and 30° AFOV. With the future expansion of
the single module into multiple modules on chip, different types of illuminator, including
fixed laser arrays, will be used in both scanning and flash modes of operation.

This work has been evaluated using lasers in the visible spectrum (532 nm and 637 nm).
Although the sensitivity of the SPADs is the highest, the strong solar irradiance spectrum
limits the system’s maximum range and frame rate. Therefore, under strong ambient light,
it is desirable to operate the system using a wavelengths in which the solar irradiance is
considerably absorbed in the atmosphere, for instance at 850 nm or 940 nm. In this case, a
narrow bandpass filter can greatly improve the overall system performance. Other consid-
eration must be taken into account, such as eye-safety and laser efficiency when designing
a LiDAR system, which is out of the scope of this work.
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CONCLUSION

In this concluding chapter, an overview of the main findings during the development of
this thesis will be performed. The initial problem statement and questions posed at the

introductory chapter will then be discussed and addressed, with the solutions, provided in
each chapter, summarized.
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7.1. INTRODUCTION

N this concluding chapter, the main findings in the development of this thesis are offered.
Also, the contributions of this work for the depth sensing community will be performed,
with specific points.

7.2. MAIN FINDINGS

Since its conceptualization, dTOF systems have been instigating the community on the
development of a flash LiDAR, capable of handling high background noise, while achieving
long distance depth measurements, at high speed and accuracy. With the introduction of
CMOS single-photon detectors, another step towards the popularization of such technology
has been made. However, system limitations, specially on the illuminator, still present
important bottlenecks.

Nevertheless, dTOF imaging has a great potential in various depth sensing applications.
There are already several products using such technology. However, in most cases, the
sensors operate under a very small field-of-view, either for a single point mode or as sensing
device in a mechanical scanner setup. In both types, for the signal point of view, they are
the same. The reason is obtained by the modeling done in the Chapter 3, which can be
summarized intuitively by evaluating the SNR of the system.

At the beginning of this thesis, the ultimate stated goal was the implementation of an
automotive LiDAR. Its performance, however, is still below those required for the long
distance LiDAR, at least for a flash mode under high background noise. In one of the
implementations in Chapter 6, it was shown a maximum of 430 m range obtained, but still
in single point measurement.

In the system point of view, the main component that determines its performance is the
illuminator, including the flexibility to which it can be driven, including peak and average
power, frequency, pulse width, etc. However, the illuminator has other restrictions extrinsic
to the system, such as maximum optical power, due to eye safety restrictions, as well as
maximum power consumption, due to thermal dissipation restrictions. Thus, precise un-
derstanding of the environmental conditions to which the system will operate is essential.
Yet, for outdoor operations, the background illumination noise must be filtered out in the
interest of avoiding the system saturation.

The most common ways to reduce the background noise is to reduce the exposure to
the sensor, as well as applying a spatial-temporal correlated sampling. The former can be
done by reducing the laser frequency and concentrating the laser power in stronger pulses,
thus to reduce the noise, but not the signal. In the latter, neighboring pixels can be used
to evaluate origin of the event, filtering the uncorrelated noise out, as described in Chapter
3. In both ways, it is essential to perform such operations on-chip, as close to the pixels as
possible, so as to avoid the sensor saturation.

Typically, for an image sensor, it is desirable to increase the number of pixels per area,
so a finer spatial resolution can be obtained. Conversely, for dTOF systems, increasing the
number of pixels for the same FOV and illumination power can be detrimental. The over-
all number of events among the whole sensor will always increase with a larger number o
pixels, since the detector dead time is alleviated through parallel sensing. Apart from lim-
itations on data throughput, when performing smarter detections, such as coincidence, the
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probability of a valid event drops drastically. On one hand, a larger number of pixels allow
a more dense target sensing, which improves image quality and coincidence detection. One
the other hand, the photon detection probability reduces. Thus, a very good understand-
ing of the system must be done when designing such systems, including a robust system
modeling. Although it is essential to have a well-functioning sensor, with precise timing
measurement and robust to PVT, its impact on the overall performance is small if com-
pared to the rest of the system. The laser, optics, and how the sensor operates determine the
majority of parameters.

7.3. MAIN CONTRIBUTIONS

At the beginning of this thesis, the goal was to implement a novel sensor topology, capable
of solving some of the issues in the previous sensor topologies, while reducing power con-
sumption and increasing flexibility. The main focus have been the timing generation and
acquisition, which typically are responsible for most of the sensor power consumption. It
is intrinsically difficult to be achieve precision and low variability, especially in large ar-
rays. Normally, forward calibration is required, which increases power consumption and
complexity.

The first contribution refers to the generation of a timing reference in a very small form
factor, for communication and other applications. The proposed novel clocking reference
can be also used for large arrays of image sensors, through the use of mutually coupled
ring oscillators. Timing reference is one of the most important elements in any communi-
cation, localization and positioning system. It is by using a global timing reference, those
systems can relate and be correlated to, providing an absolute measurement. From wire-
less and wireline transceivers to GPS receivers, timing is the base reference to coherent
synchronization.

From the timing reference implemented with the mutually coupled TDC array, which
has the capability of synchronous operation, a sampling structured capable of handling a
large number of events is necessary. Moreover, an in-pixel storage was necessary, so as to
handle such large number of events. Thus, the second contribution of this work refers to
the design of a modular dTOF structure, based on a novel binary arbiter, called decision
maker, where the event source is preserved. It allows a camera-mode operation, where each
pixel is addressable, while being able to handle excessive activity through an edge-sensitive
structure.

The third contribution is an extension of the implemented module, which takes advan-
tage of the readily available digital information after timing acquisition, to perform in-locus
data processing and laser signature. Due to a synchronous operation, linked to a photon
event and through the decision tree (series of decision makers), and the presence of a mem-
ory per pixel, an intensity counter and low-pass filtering is implemented. Moreover, phase
modulation for laser signature is proposed, to accommodate multiple systems at the same
time, while being robust to interference.

As discussed previously, modeling is essential for an optimum operation. For this rea-
son, the last contribution was performed in Chapter 3, which provides a benchmark for the
minimum system SNR for single-point/scanning operation, as well as flash dTOF, through
a more coherent system modeling.
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7.4. RECOMMENDATIONS FOR FUTURE WORK

The successful design of a dTOF sensor, at least for outdoor LiDAR applications, is directly
related to the system design. Since the dTOF is an active system, which requires active
illumination, it does not suffice to only improve the sensor’s power consumption, sensitivity,
etc., which are most likely not the system’s bottlenecks.

The ultimate goal of dTOF image sensors is to operate them under flash mode, which
would eliminate most of the expensive and wearable components of the system, namely, the
scanner. Moreover, laser scanners are bulky and slow and are most likely not suitable for
consumer applications, such as the potential AR/VR. Although optical phase arrays (OPA)
are recently emerging, the typical optical power level and efficiency are too low.

Some of the recommendations for future work are:

* Background suppression: ambient noise is the main issue for LIDAR operating out-
doors. The right combination of wavelength and sensor sensitivity can greatly benefit
the overall system performance. Thus, providing background suppression is highly
desirable. It can be done with a combination of several solutions. First, by optimiz-
ing the laser operation for very low duty-cycle, which means very short pulses with
high peak power, while maintaining low average power for eye-safety restrictions.
Second, smart triggering based on coincidence detection and target aware gating;

* Improved modeling: inclusion of environmental conditions of humid air, fog, rain,
etc., as well as target uncertainties. Also, multi-path reflections, via ray tracing mod-
eling, is essential for readout optimum design;

* Neural networks: Machine learning solutions capable of data fusion and optimiza-
tion training in order to classify and group pixels, for a target aware detection, reduc-
ing the required amount to signal photons and being able to operate in even lower
SNR conditions, typical of flash-mode LiDAR;

* Detector improvement: development of improved detectors for longer wavelengths,
where the sun spectrum is lower, as well as novel architecture and technologies that
can include more computational power as close to the detector as possible, in order
to reduce power consumption over excessive data readout.



LLASER OPERATION REGARDING
EYE SAFETY

CTIVE imaging systems, such as LIDAR, require a light source capable of illuminating

the scene of interest with enough energy for the returning photons to generate a confi-
dent detection at the sensor, while remaining under eye and skin safety levels. Background
noise (uncorrelated to the system, such as the sun and other light sources) can potentially
degrade the depth accuracy, so different technologies have been proposed to deal with it.
TCSPC is a commonly used technique in dTOF systems, which relies on the accumulation
and detection of short pulses of light, against an uniformly distributed background noise,
through histogramming and peak detection.

Ideally, we would like to operate the system at the maximum optical power possible,
speeding up detection and increasing measurement confidence. This maximum power will
be defined by eye safety limits, which are also influenced by other parameters as well,
such as field of view, minimum operation distance, etc. However, light sources (in special
nanosecond pulsed lasers) are not 100% efficient, impacting on multiple constraints, espe-
cially on thermal dissipation, thus a minimum optical power would be a key parameter for
the system.

By knowing the maximum and minimum optical power required, a system designer can
define the optimum optical solution. In the following sections, some aspects related to the
illumination system will be examined.

A.1. MAXIMUM AVAILABLE OPTICAL POWER

Except in few cases (unmanned spacecraft navigation, for instance) where Human Beings
are not around LiDAR systems, typically eye safety is the main limitation on the optical
power a system can operate. Skin injuries can also be an issue, although they may affect
only the external dead layer of the skin cells; and even more penetrating damage usually
will heal eventually. Large-area exposures that can lead to serious skin infections and other
complications are not commonly associated with laser use because the beam is relatively
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small. Nevertheless, when the light source wavelength is in the UV spectrum, more care
should be taken, since it can cause DNA mutation and higher risk of cancer for long expo-
sures. Since LiDAR does not typically use the UV spectrum, it will not be analyzed.

Laser and LED will be treated equally, where the only difference is the size and col-
limation of the beam. LEDs can operate under CW and pulsed (although typically with
wider pulses than lasers) , but since they exit angle is wide (5 — 120°), they will be treated
as diffused lasers. Lasers, on the other hand, have higher restrictions due to their typical
collimated and small beam, with concentrated energy, and will be considered from this
point.

The maximum optical power density depends largely on the photon wavelength and
exposure time. For continuous wave (CW) lasers, the average optical power and maximum
exposure time define the laser class. For pulsed lasers, though, few other parameters need
to be considered, namely the pulse energy (in joules), the pulse width, repetition rate and
emerging beam radiant exposure.

The wavelength is another important parameter, where the visible and near-infrared
(NIR) range (400 — 1400 nm) imposes the highest constrictions, since the human eye has
evolved to focus these wavelengths, and it is very efficient. For a far-away object (almost
collimated light), the eye will optimally focus the beam into the retina, as sketched in Fig-
ure A.1 (a). The light irradiance of the image formed on the retina is 100,000 times greater
than the light irradiance at the front of the eye. It is this considerable optical gain that
creates an eye hazard when stray laser beams enter the eye, that can potentially damage
permanently the retina, provoking irreversible vision degradation.

Lens

Retina

Near-infrared (1400
nm -3 um) and
middle-ultraviolet
(180 nm — 315 nm)
radiation (absorbed
mainly in the
cornea)

Visible and near- M%cula lutea

infrared (400 nm —
1400 nm) radiation
tted through

the eye to the retina)

Aqueous

Comea

() (b)

Figure A.1: Light interaction with the eye, for different wavelengths: (a) Visible and NIR; (b) Mid-UV and NIR
[1].

For wavelengths in the NIR range (> 1400 nm) and middle UV (180-315 nm), the light
do not penetrate the eye (see Figure A.1 (b)), being absorbed mainly in the cornea, thus
intrinsically less harmful than in the visible [1]. It allows higher optical power and it is
preferred for LIDAR systems.

Sensitivity to a given wavelength varies significantly from person to person. Maximum
permissible exposure (MPE) limits indicate the greatest exposure that most individuals can
tolerate without sustaining injury. An MPE is usually expressed in terms of the allowable
exposure time (in seconds) for a given irradiance (in watts/cm?) at a particular wavelength.
According to the primary laser safety standard in use today, the ANSI (American National
Standards Institute) Z-136.1[2], the maximum exposure depending on the wavelength is
given in Table A. 1.
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Table A.1: MPE for Selected Lasers and Exposure Times (Reference: ANSI Z136.1-1993)

Wavelength MPE

Laser . 2
(um) (average power density—watts/cm~)
Exposure time in seconds
0.25s 10's 600 s 3x10%s

Cco2 10.6 - 0.1 - 0.1
Nd:YAG (cw)® | 1.33 - 5.1%x103 - 1.6 x 1073
Nd:YAG (cw) 1.064 - 5.1x1073 - 1.6 x 1073
gdsvtﬁie " 1.064 - 17 x 107 - 2.3x10°
GaAs (diode) 0.840 - 1.9% 1073 - 610 x 10©
InGdAIP (diode) | 0.670 2.5% 1073 - - -
HeNe 0.633 2.5% 1073 - 293 x10°  17.6x 10
Krypton 0.647 2.5x% 1073 - 364 x 100 28.5x 10

0.568 2.5% 107 - 31x10°  18.6x10°

0.530 2.5x%1073 - 16.7x10°%  1.0x 10
Argon 0.514 2.5% 103 - 16.7x10°%  1.0x 10
XeFI° 0.351 - - - 333 x 10
XeCl¢ 0.308 - - - 1.3 %10

@ Operating at less common 1.33 um
b pylsed operation at 11 Hz, 12 ns pulse, 20 mJ/pulse.
¢ When repeated exposure levels are anticipated the MPE level must be reduced by a factor of 2.5.

Another quantity of interest in laser safety is called the nominal hazard zone (NHZ).
This zone describes the region within which the level of direct, reflected, or scattered (dif-
fuse) laser radiation is above the allowable MPE. Depending on the configuration of the
laser system, different NHZ can be calculated. The typical arrangements are a direct laser
beam, a laser with a focusing lens attached, and diffusely scattered laser light, as sketch in
Figure A 2.

For a direct beam and when using a diffuser, the laser power can be calculated over the
distance NHZ for a uniform illumination over the sphere surface cap area, given by:

p
NHZ = laser (A1)
MPE-2m-(1—-cos(AFOV/2))
where for a direct beam, the AFOV will be given by the exit angle of the laser (not perfectly
collimated), and for the diffused light, the desirable AFOV can be assumed. For systems

using lens on laser, the NHZ is given by:

4P
Nuz=1. [ APlaser (A2)
b \ n-MPE
The minimum working distance and/or a combination of different requirements can be
used to obtain the safe distance and optimum optical power for the system. For instance, us-

ing a diffuser with AFOV = 60° (7/3 rad), where it is desirable to operate as close as 10 cm
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Figure A.2: Illumination arrangement for a direct laser beam, a laser with a focusing lens attached, and diffusely
scattered laser light.

(NHZ), the MPE for 10's exposure is 1.9 mW/cm? for a 840 nm wavelength (see GaAs laser
at Table A.1), which sets the maximum allowable laser power to Pj,ser = 16 mW. For a
collimated output beam (1 mrad), on the other hand, the NHZ is the range of 300 m, and the
laser would be considered a Class 3B [2], which must be handle with care, as well as eye
and skin protections.

Another consideration regards the operation of LiDAR systems, which can be done in
scanning or flash modes. In scanning mode, the laser is directly exposed to the scene, with
a collimated beam, through the use of one or multiple moving mirrors, in order to cover
a desirable AFOV. Since the scanning is performed constantly and it is relatively fast, the
average power density equals the laser energy spread over the AFOV, although, for very
short exposures, the peak power of the laser should be considered. In flash mode, however,
the laser is diffused and the scene is uniformly illuminated. In this mode, the average is the
same as the scanning, but without short exposures drawbacks.

Based on the required wavelength (also related to the detector quantum efficiency, com-
ponent costs, etc.) and the AFOV, the maximum optical laser power can be defined. In the
next section, the minimum optical power will be calculated, giving the ranges of average
optical power that can be used for an optimized system.
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POWER CONSUMPTION FOR
TIMING GENERATION

T HE total power consumption to generate a timing reference, on chip, can be generically
given by a composition by the PLL power consumption (Ppy1), including all necessary
reference buffers, etc., and the dynamic power used on the distribution of multiple PLL
phases, thus to be used as fine resolution for interpolative TDC. The number of phases
and the frequency will depend on the system architecture. Normally, multiple phases are
distributed and used as reference for the local TDCs, in both, column-wise [ 1] and per-pixel
TDC approaches [2]. The power consumption associated with the reference is given by:

Pr=Ppri+#p-Ciine- V*-EF (B.1)

An event-driven TDC starts to operate upon the arrival of a photon and it is stopped by the
end of the time frame. Instead of providing a time-frame value, that can be the inverse of
the laser frequency (Fj4ser) Or shorter, we prefer to define the power consumed by a certain
TDC based on its duty cycle. In order to do that, two parameters were create, @ and f.
The former, provides an average time a particular TDC stays on, whenever it operated. The
latter, defines the activity rate, normalized to the laser frequency (Fj4s.r). For instance, in
the absence of noise, @ will carry a value that positions the target within the time frame,
while in a noisy environment, @ tends to 0.5 (which is the mean value of a uniformly
variation, such as the uncorrelated noise). B, on the other hand, is defined depending on
how many events occurred, per laser time frame (which can be larger than 1). If a TDC is
shared among M pixels, the compounded activity (8- M) should be used, limited to 1 (the
TDC can only be activated once per time frame). Thus, the total power consumption over
N TDCs within the sensor is given by:

Prpc=@-Prpc-N-min(B-M,1). (B.2)

Finally, in case a single TDC is shared, the power consumption necessary to process such
events will depend on the absolute compounded activity of M pixels (8- M- Fj4ser), limited
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by the dead time of the combination circuit (7), and the energy consumed for each event
propagation, such as:

Pcoms = Ecomp* N-min(B- M- Fiaser, 7). (B.3)

The total power consumption is given then by the combination of (B.1), (B.2), and
(B.3), as:
Pr=Ppr1+#p-Ciine- V2 -F+@-Prpc-N-min(B-M,1)

o , (B.4)
+Ecomp - N-min(f-M- Fgser, T ),

Based on the assumptions and conditions described on Section 5.2, and comparing the
power consumption of per-pixel and shared, sampled TDC from (5.5) and (5.7),

PT.per—pixel = PT,shared?sampled
— .= . = -1
a-Prpc-M-min(B,1) = Prpc + Ecomp - min(M - Figger - 5,77 )

a-Prpc-M- min(E, 1) = Prpc+ M- Ecomp - min(Figser 'B; (M‘T)_l) (B.5)

1
M=

_ . = E, min(Figserf,(M-1)1)
Oé'mln(ﬁ,l)— comb P;a;zrﬁ
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