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Abstract

We present a novel nonlinear formulation for modeling reactive-compositional flow and trans-
port in presence of complex phase behavior due to combination of thermodynamic and chem-
ical equilibrium in multi-phase systems. We apply this formulation to model precipita-
tion/dissolution of minerals in reactive flow in subsurface reservoirs. The proposed formula-
tion is based on the consistent element balance reduction of the molar (overall composition)
formulation. To predict the complex phase behavior in such systems, we include the chem-
ical equilibrium constraints to the multiphase multi-component negative flash calculations
and solve the thermodynamic and chemical phase equilibrium simultaneously. In this solu-
tion, the phase equilibrium is represented by the partition coefficients whereas the chemical
equilibrium reaction is represented by the activity coefficients model. This provides a generic
treatment of chemical and thermodynamic equilibrium within the successive substitution
loop of multiphase flash to accommodate chemical equilibrium reactions (precipitation and
dissolution reactions). Equilibrium Rate Annihilation matrix allows us to reduce the govern-
ing component conservation equations to element conservation equations, while the coupling
between chemical and thermodynamic equilibrium is captured by a simultaneous solution
of modified multiphase flash equations. The element balance equation written in terms of
overall component mole fractions is modified and defined in terms of element mole fractions.
Therefore, the primary set of governing equations are the element balance equations and the
kinetic equations. This element composition of the mixture serves as an input to the mod-
ified multiphase flash computations whereas the output is fractions of components in each
phase, including solids. The nonlinear element based governing equations are solved with
the modified version of the Operator-Based Linearization (OBL) approach where the governing
equations are formulated in terms of space and state-dependent parameters constrained by
the solution of the extended multiphase flash. The element balance molar formulation along
with the modified multiphase flash has been tested in a simple transport model with disso-
lution and precipitation reactions. The simulation of multidimensional problems of practical
interest has been performed using the Adaptive OBL technique. The same approach can be
used later to model systems involving kinetic reactions and simulate the near wellbore min-
eral precipitation prevalent in North Sea gas reservoirs. This is the first time when a robust
multiphase multicomponent flash based on element fractions is coupled with an element bal-
ance based compositional formulation and tested for multidimensional problems of practical
interest. In addition, an efficient parametrization based Adaptive OBL approach has been
performed for a fully implicit solution of reactive-compositional flow and transport using el-
ement mole fractions. This proposed technique improves both robustness and performance
of these complex chemical models.

Keshav Kala
Delft, August 2018
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Chapter 1:
Introduction

Reservoir engineering has nowadays become an integral part of effective reservoir manage-
ment, with reservoir simulation being the main tool in this process. Therefore, there are
continuous efforts to improve the performance of the reservoir simulators and also to im-
plement higher degree of physics into the models in order to capture detailed subsurface
processes with higher accuracy and without loss of computational efficiency. Reservoir sim-
ulation coupled with good static and dynamic geologic models can provide greater insights
into the reservoir and can help in effective management of oil fields by testing various pro-
duction scenarios and integrating available information into the simulator to make better
production forecast.

Fluids in the pores of a reservoir are a complex mixture of different types of hydrocarbons
which can be present as either gas, liquid or even solid phase (asphaltenes, coke), depending
on the pressure, temperature and composition of the reservoir fluids. Along with the hy-
drocarbon vapor and liquid phases, there is always a presence of an aqueous phase which
contains mainly water but can also have dissolved hydrocarbon components and minerals.
In addition to the in-situ reservoir components, other components are also introduced into
the reservoir mixture during injection operations to enhance the production and recovery
from the reservoir. Some examples include low salinity brine, surfactants, polymers, and
CO2. The distribution of components in different phases is controlled by thermodynamic
equilibrium, chemical equilibrium, and chemical kinetics. Therefore, for accurate modeling
of such systems, we need to couple these effects with flow and transport which requires
solving multiple nonlinear governing equations simultaneously. Numerical modeling thus
provides us a great way to understand these complex subsurface phenomenon and allows
us to integrate different physics occurring in multiple time scales within the reservoir. As a
result, it gives us a better picture of the subsurface processes and helps us to make accurate
production forecasting and reservoir property evaluation over time.

The modeling of flow and transport in the subsurface is divided into two different research
categories. The first direction is being supported by the reservoir engineering community
which focuses on complex Equation of State (EOS) models to resolve the multiphase multi-
component flow and transport. They put more emphasis on effective coupling between ther-
modynamic phase equilibrium with flow and transport. Research is mainly focused towards
effective phase resolution Iranshahr et al. (2010),Voskov and Tchelepi (2009), Zaydullin et al.
(2016) and faster, efficient convergence of linearized nonlinear transport equations coupled
with phase behavior Voskov (2017). A general overview of few of the methods used in this
domain are summarized in Zaydullin et al. (2014). The second category of models are being
developed by the hydrological community which almost ignores multiphase phenomena due
to the limited presence of other phases, but incorporate a wide range of chemical equilib-
rium and kinetic reactions. The first efforts to couple chemical reactions with flow have been
done by Lichtner (1985). He reduced the species into primary and secondary components
and decoupled the local chemical equilibrium reactions from the solution of single-phase
flow Lichtner et al. (1996). Later Steefel and Lasaga (1994) modeled kinetic reactions which
govern mineral precipitation/dissolution. There are different techniques which were used to
solve the chemical reaction systems and are discussed later in this chapter.

1



1.1. Governing Equation 2

With the improvement of modern production technologies there has been an increase in
chemical interactions in the reservoir for example enhanced oil recovery, well acidization,
CO2 sequestration, dissolution/precipitation reactions, near well precipitation, production
tube scaling etc. Therefore, there is a need to effectively model these chemical interactions
coupled to multiphase flow and transport using reactive compositional simulation. Efforts to
capture chemical interactions in petroleum reservoirs dates back to early years of numerical
modeling which led to the development of UTCHEM by Pope and Nelson (1978). The first
attempt to introduce chemical reactions using element balance formulation into traditional
reservoir compositional simulators was done by Fan (2010) to model multiphase reactive-
compositional flow and transport in specific real case scenarios. Later, Farshidi et al. (2013)
extended the model to multiple equilibrium and kinetic reactions using both natural and mo-
lar based formulations. Sriyanong (2013) later modified the molar element balance formula-
tions written in terms of components to element balance formulations written in terms of el-
ements. Nghiem et al. (2011) also demonstrated element and species balance formulation for
chemical reactions in aqueous phase. Voskov et al. (2017) incorporated the Gibbs-Helmholtz
constrained (GHC) equation of state solver for simultaneous solution of thermodynamic and
chemical equilibrium, developed by Lucia et al. (2015), using the Automatic Differentiation
General Purpose Research Simulation (ADGPRS) framework to model multiple salt precip-
itation/dissolution reactions. There are few other works which model chemical reactions
in hydrocarbon reservoirs like Jun et al. (2012) which tries to capture surfactant flooding.
However, most of these solvers used various versions of sequential coupling between thermo-
dynamic and chemical equilibrium which affects the robustness and efficiency of simulation.

With the increase in computing power and development of efficient linear solving techniques
we can take into account chemical interactions coupled with compositional transport. In this
work we develop a novel nonlinear element based reactive compositional transport formula-
tion with coupled thermodynamic and chemical equilibrium, which utilizes computationally
efficient linearization techniques to solve the resultant nonlinear governing equations in a
fully implicit and coupled manner.

1.1. Governing Equation
To numerically represent the physics of reactive flow we represents the system in form of
grid blocks and write the governing equation for each grid block in the reservoir. The gov-
erning equation for coupled flow, transport and chemical reactions is the combination of
accumulation, flux and source/sink of mass within an individual grid with respect to time
and space. In this section, we present the conventional governing equations which define the
mass balance of species in reactive flow and transport along with a set of closing relations
which define thermodynamic and chemical equilibrium.

Conservation of species

We start with the basic mass balance equations including the effect of chemical reactions as
source/sink term Lake (1989)

𝜕𝑛
𝜕𝑡 + 𝑙 + 𝑞 =

ፊ

∑
፤=ኻ

𝑣፤𝑟፤ +
ፐ

∑
፪=ኻ

𝑣፪𝑟፪ , 𝑐 = 1,… , 𝐶, (1.1)

where 𝑛 is the overall mass of component, 𝑙 is the total flux associated with that component,
𝑣፤ is the stoichiometric coefficient associated with kinetic reaction k for the component c,
𝑣፪ is the stoichiometric coefficient associated with equilibrium reaction q for component c,
𝑟፤ is the rate for kinetic reaction and 𝑟፪ is the equilibrium reaction rate. In this study, we
only consider equilibrium reactions and kinetic implementation is left for later works. The



1.1. Governing Equation 3

overall mass of components is defined as

𝑛 =
ፏ

∑
፩=ኻ
(𝜙𝜌፩𝑠፩𝑥፩) + 𝜌፬(1 − 𝜙)𝑥፬ , 𝑐 = 1,… , 𝐶. (1.2)

Here 𝑃 stands for the total number of fluid phases and the first term indicates total mass of
component c in all the fluid phases whereas the second term is the mass of component c in
the solid phase. The term 𝑙 defines the flux of component c and is given as

𝑙 = ∇
ፏ

∑
፩=ኻ
(𝜌፩𝑥፩u፩ + 𝜌፩𝜙𝑠፩𝑑፩∇𝑥፩, ) 𝑐 = 1,… , 𝐶, (1.3)

where the term 𝑑፩ corresponds to the dispersion of component c in phase p. For simplicity,
this term is neglected in our study. The term up is the velocity of the phase p and is defined
by Darcy’s law:

up = −K
𝑘፫፩
𝜇፩
(∇𝑝 − 𝜌፩𝑔∇𝑑) (𝑝 = 1,… , 𝑃). (1.4)

The rest of the properties are split into the state dependent (𝜔) and space dependent (𝜉)
relations which are explained in section 1.4. In our work, we assume that the solid phase is
not moving, therefore, we take the velocity of solid phase as zero and it is not considered in
the flux term. Equation (1.1) can be written in a simplified vector form as given below:

𝜕n
𝜕𝑡 + l + q = Vr, (1.5)

where n = (𝑛ኻ,…,𝑛ፂ)T, l = (𝑙ኻ,…,𝑙ፂ)T, V is the stoichiometric matrix in a reaction and r =
(𝑟ኻ,…,𝑟ፐ)T.

Thermodynamic phase behavior

Compositional reservoir simulators put major emphasis on phase resolution due to presence
of multicomponent fluid. Traditional reservoir simulators determine the phase state of the
fluid using the Gibbs Energy minimization technique proposed in Michelsen (1982a), which
is based on the equality of chemical potentials of species in different phases at equilibrium.
Using this to determine the stability of the fluid system, flash calculations can be run if the
system is in the multiphase region as suggested in Michelsen (1982b) to determine the phase
fractions and compositions. The phase split problem at equilibrium assumptions was first
studied by Rachford and Rice (1952). They formulated the Rachford-Rice equation which
solves for vapor fractions assuming constant K values. Li and Nghiem (1982) later allowed
the phase fractions to become negative which indicates single-phase mixture. Next, Whit-
son and Michelsen (1989) bounded the range of vapor fraction values. Since any point in
sub-critical single-phase region can be parameterized by the tie-line, the negative flash pro-
cedure can be used as an effective phase-state identification method and does not require
phase stability test. Thermodynamic equilibrium is defined by the following set of equations
which include 𝐶 ∗ (𝑃 − 1) fugacity constraints, 𝐶 overall mole fraction constraint, 𝑃-1 phase
composition constraint and one overall phase fraction constraint. A component is at thermo-
dynamic equilibrium if the chemical potentials of the component in both phases are equal.
Numerically, it can be written as

𝑓።ኻ − 𝑓።፣ = 0, 𝑖 = 1,… , 𝐶, 𝑗 = 2,… , 𝑃. (1.6)

The fugacity of a component in a particular phase is given by

𝑓።፣ = 𝜙።፣𝑥።፣𝑃, 𝑖 = 1,… , 𝐶, 𝑗 = 1,… , 𝑃, (1.7)
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where 𝜙።፣ is fugacity coefficient of ideal mixture. These fugacity relation can also be written
in terms of partition coefficients (K)

𝐾𝑥።ኻ − 𝑥።፣ = 0, 𝑖 = 1,… , 𝐶, 𝑗 = 2,… , 𝑃. (1.8)

The final set of thermodynamic closing relations are given below

𝑧። −
ፏ

∑
፣=ኻ

𝑥።፣𝑣፣ = 0, 𝑖 = 1,… , 𝐶, (1.9)

ፂ

∑
።=ኻ

𝑥።ኻ −
ፂ

∑
።=ኻ

𝑥።፣ = 0, 𝑗 = 2,… , 𝑃, (1.10)

ፏ

∑
፣=ኻ

𝑣፣ − 1 = 0, (1.11)

where 𝑣፣ is defined as

𝑣፣ =
𝜌፣𝑠፣
∑𝜌፤𝑠፤

. (1.12)

Equations (1.9) are local mass balances, equations (1.10) are phase composition constrains,
and equation (1.11) is the overall phase fraction constraint. The equations above can be
used to derive the Rachford Rice formulation given below which is solved using numerical
techniques to resolve the phase fractions and compositions

𝐹(𝑣፣) =
ፂ

∑
።=ኻ

𝑧።(1 −𝐾።፣)
𝑚።(𝑣)

= 0 𝑗 = 1, 2, … , (𝑃 − 1), (1.13)

𝑚።(𝑣) = 1 +
ፏ−ኻ

∑
፣=ኻ

𝑣፣(𝐾።፣ − 1) 𝑖 = 1, 2, … , 𝐶. (1.14)

There are two methods to resolve the thermodynamic phase behavior: EOS-based
methods and constant K methods, see Orr (2007) for details. The EOS based method starts
with an initial guess of K values and it is updated in every iteration using the cubic EOS
e.g.Peng and Robinson (1976), until the fugacity constraint is satisfied. In the second ap-
proach, K-values are considered only a function of pressure and temperature and not the
composition. A short description of both the methods are given below.

• Constant K: In constant K method it is assumed that the K values are not functions of
compositions but only depend on pressure and temperature values. It is applicable to
cases where we do not reach close to critical pressures and temperatures throughout
the life of the reservoir. This is generally true for most of the reservoirs which allows
us to use much simpler fugacity relations at equilibrium. For constant K value system
the bubble point line and the dew point line are straight as described in Orr (2007).
The constant K values at different pressures and temperatures are stored in form of K
value tables, which are later used to interpolate during the course of simulation. These
K values are used in the RR equation (1.13) for solving the thermodynamic equilibrium.
For simplicity we are using the constant K-value assumption in this work which can be
changed to EOS based K values later on.

• EOS method: In this method complex equation of state models are used to determine
the phase state. EOS solutions are functions of temperature, pressure and composi-
tions. Therefore, the complete system becomes highly nonlinear and it requires a lot
of computational effort to resolve. But the results of the systems have higher degree of
accuracy. The steps involved are given below.



1.1. Governing Equation 5

1. Estimate the K values of the components considering the maximum number of
phases which can co-exist under the given condition. A good estimate of K values
can be obtained using the Wilson equation at the current pressure and temperature
values

𝐾። =
𝑥።ኻ
𝑥።ኼ
=
𝑃።
𝑃 exp(5.37(1 + 𝜔።)(1 −

𝑇።
𝑇 )). (1.15)

2. Using the initial guess of K values the Rachford Rice equation (1.13) can be solved
using the bisection method to determine the phase fractions and phase composi-
tions as given below

𝑥።ኺ = 𝑧።
𝑚።(𝑣)

, (1.16)

𝑦።፣ = 𝑥።ኺ ∗ 𝐾።፣ . (1.17)

3. Once the composition in different phases is determined the chemical potential or
fugacity of the species in different phases can be calculated using the Peng Robin-
son fugacity relationship given below

log
𝑓፤፥
𝑥፤𝑝

=
𝑏፤
𝑏 (𝑍 − 𝐵) −

𝐴
√
2𝐵
⎛
⎝
2∑፣ 𝑥፣𝑎፣፤

𝑎 −
𝑏፤
𝑏
⎞
⎠
log
⎛
⎝
𝑍 + (

√
2 + 1)𝐵

𝑍 − (
√
2 − 1)𝐵

⎞
⎠
.

4. If the fugacity of the component is equal in all the phases then the flash calculation
is complete. Otherwise we update the K values using

𝐾፤+ኻ
። = 𝐾፤

።
𝑓።፣
𝑓።ኺ

𝑖 = 1, 2, … , 𝐶 𝑗 = 1, 2, … , (𝑃 − 1), (1.18)

and start again with step 2. Since the K value of a component is equal to ratio of
fugacity coefficients.

Chemical reactions

We have presented till now the governing equations to solve thermodynamic equilibrium along
with flow and transport but, when there are chemical reactions involved the phase resolution
is not straightforward. Adding chemical reactions to an already nonlinear system increases
the complexity as they are more often nonlinear function of compositions. In order to model
chemical interactions we have to first understand the different types of reaction classification.
Reactions are classified in different manner such as fast/slow, homogeneous/heterogeneous
reactions. We can also classify the reactions as either equilibrium or kinetic reactions which
are explained below.

Chemical Equilibrium

Thermodynamic equilibrium gives us the relation of how individual components distribute
themselves in different phases whereas, chemical equilibrium describes the relationship be-
tween different components distributed in different phases. Equilibrium reactions are re-
versible reactions with the forward reaction rate similar to the rate of backward reaction. At
equilibrium when all the parameters are kept constant, there is no observable change in the
properties of the system with time but, the system is considered to be in dynamic equilib-
rium as the reactants are being consumed at the same rate as they are being formed. Since
equilibrium reaction proceeds very fast and is reversible in nature, the instantaneous local
equilibrium assumption can be made. The equilibrium relation is defined by the law of mass
action and is given as

𝑄፪ − 𝐾፪ = Πፂ
=ኻ𝛼

፯ᑔᑢ
 − 𝐾፪ = 0. (1.19)



1.2. Nonlinear Formulations 6

Here 𝑄፪ is the activity product or reaction quotient away from equilibrium, 𝐾፪ is the equi-
librium reaction quotient or equilibrium solubility limit in case of dissolution/precipitation
of minerals, 𝑣፪ is the stoichiometric coefficient for component c in equation q and 𝛼 is the
activity of component c. Therefore from equation (1.19) we can see the extent of equilibrium
reactions only depends on the amount of reactants or products present and equilibrium re-
action constant value.

Chemical Kinetics

Kinetic reactions proceeds in only 1 direction and have varying timescales of reaction rates
ranging from very slow reactions to very fast ones. There are many factors affecting the rate
of chemical reactions like catalyst, phase of reactants, temperature, pressure, nature of re-
actants etc. For mineral precipitation reactions kinetic rate is functions of mineral surface
area, kinetic rate constant and reactant concentrations. If the rate of reaction is very fast we
consider them as instantaneous reactions and can be modeled as equilibrium reactions. In
this work we only consider the chemical equilibrium reactions and leave the kinetic imple-
mentation for later development. We assume the mineral precipitation/deposition reactions
as equilibrium reactions and model them using law of mass action.

1.2. Nonlinear Formulations
There are different nonlinear formulations which can be used for the solution of the compo-
sitional flow problem. These formulations depend on the type of primary equations and un-
knowns selected for a fully implicit system. There are two major types of formulations which
are being used in reservoir simulation community: (1) natural formulation K.H. (1980) and
(2) molar formulation Acs et al. (1985), Collins et al. (1992), Chien et al. (1985). An extended
analysis of the different types of formulations has been covered in Voskov and Tchelepi (2012)
which is based on the AD-GPRS framework developed by Cao (2002). The two major types of
formulations are briefly discussed below:

• Natural formulation The natural formulation is most widely used formulation in the
reservoir simulation and hydrological community. This formulation was first introduced
by Coats K.H. (1980) and it considers pressure, saturation and phase composition as
the primary unknowns. Natural formulation requires variable substitution if a phase
appears or disappears during a time step. The advantage of this method is that phase
behavior computation is not done at each Newton iterations and are confined only to
the points where Newton converges. One disadvantage of this formulation is that the
number of unknowns in the grid block changes along with the number of governing
equations based on phase appearance or disappearance.

• Molar formulation There are also various molar formulations developed and are widely
used in the reservoir simulation community. The primary variables here are the pres-
sure and molar masses of the components. In this method, the residual of all the sec-
ondary equations are driven to zero for every individual Newton iteration in solution of
the conservation equation. Therefore, it is computationally expensive but can be more
efficient in some cases. Variable substitution is also not required in this method as the
governing equations are formulated in terms of molar masses.

In this work, we will be using the molar formulation. The governing equations (1.1) in molar
formulation are solved for pressure (𝑝) and overall composition (𝑧) where the overall molar
mass of component in (1.1) can be written as

𝑛 = 𝜙𝜌፭𝑧 + 𝜌፬(1 − 𝜙)𝑥፬ , 𝑐 = 1,… , 𝐶, (1.20)
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where 𝜌፭ is the total density of the fluid. In a fully implicit system, when more that one phase
exists, we need to determine the secondary variables using the given primary variable (𝑦 = 𝑝,z).
The set of secondary equations (1.8) to (1.11) are solved using multiphase flash procedure.
The governing equations are linearized using the Newton-Raphson approach given as

J(yk)(yk+1 − yk) = −r(yk). (1.21)

Here, 𝐽 stands for the Jacobian matrix with respect to primary unknowns, 𝑘 stands for the
nonlinear iteration, 𝑦 stands for a vector of nonlinear unknownwhich are pressure and overall
compositions. Finally 𝑟 is the residual of the mass balance equation (1.5) at 𝑘፭፡ iteration. The
linear equation (1.21) is solved on every nonlinear iteration to obtain an update of primary
unknowns. If the residual is below the pre-defined tolerance, then the system is converged,
and the Newton loop is terminated. In this approach, the derivatives of secondary variables
with respect to the primary nonlinear unknowns are calculated using the inverse theorem
Voskov and Tchelepi (2012).

1.3. Solution Techniques
The purpose of compositional reservoir simulators is to predict the flow and transport of
components throughout the reservoir in the most computationally effective manner without
compromising on accuracy. For a multicomponent system in a large scale reservoir, there are
large number of unknown variables which makes compositional simulation computationally
expensive. Therefore, we require efficient solution techniques for these coupled nonlinear
governing equations. There are different techniques which are used to couple compositional
transport with the phase behaviors. Fan (2010) and Farshidi et al. (2013) solved the system
using fully implicit formalism also known as the global implicit technique in the hydrological
community, where the transport and the reactions are solved simultaneously. The fully
implicit technique gives the liberty to perform large time steps without stability issues. But
still there are few other methods which are being used and are described below.

• IMPEC: In this technique the pressure is solved implicitly and concentration is solved
explicitly. Initially to test the robustness of the elemental balance formulation and the
coupled thermodynamic and chemical solver we solve the system using IMPEC. The
governing equation has to be solved by making few assumptions but it serves as an
indication of effectiveness of the coupling.

• Sequential Implicit: Yeh and Tripathi (1989) studied different types of approaches and
then suggested the Sequential Iterative approach (SIA) to model the reactive transport
which is faster, has lower numerical dispersion and can handle multiple components,
but requires smaller time steps for stability of the system. Due to smaller time steps, it
is difficult to model systems which consists of reactions which have a very slow reaction
rate and whose effects are seen after years of simulation run times therefore, in such
situations fully implicit solvers are preferred due larger time steps. One more difficulty
with SIA is frequent convergence failures which requires further time step cuts. An-
other way to solve the system is using the sequential non-iterative technique where first
the flow and transport is solved and later, using the transported concentration values,
the reaction terms are solved. This method assumes that the transport is fast and the
reactions can be applied after the transport solution is complete, which is not an accu-
rate assumption for e.g. in kinetic reactions where Damkohler number is low. A more
detailed description is given in Lichtner et al. (1996) and Steefel and MacQuarrie (1996).

• Fully Implicit: Most conventional compositional solvers use fully implicit technique
to solve the governing equation. We discuss in this section the procedure to solve a
Fully coupled flow, transport and reaction using backward Euler method for element
based formulation as described by Sriyanong (2013). The elemental formulation would
follow a similar procedure as for the overall mole fractions method but would require
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recalculation of the derivatives as the primary unknown in element formulation is 𝑧፞
instead of 𝑧. The governing equation for the element balance formulation in a vector
form is given below:

𝜕𝜙𝜌ፄፓzፄ
𝜕𝑡 + El = 0. (1.22)

These are 𝐸 element mass balance equations in which the equilibrium reaction rates do
not appear in the RHS. Along with this are 𝐾 kinetic reaction equations given as

𝜕(Eፊ×ፂnፂ×ኻ)
𝜕𝑡 + Eፊ×ፂlፂ×ኻ = r፤ . (1.23)

The kinetic reaction rates depends on the type of system and requires reaction constant
from experimental studies. The reduction of equation 1.5 to above formulation will be
discussed in much detail in chapter 2. The chemical equilibrium relation is defined
by equation (1.19) and the thermodynamic phase behavior is given by equation (1.8) to
(1.11). The variable set for the molar formulation is given as:

𝛾 = (𝑃, 𝑧፞ , 𝑧 , 𝑣፩, 𝑥፩) (𝑒 = 1,… ,𝐸) (𝑐 = 1,… , 𝐶) (𝑝 = 1,… ,𝑃)

The variable set can be divided into primary and secondary variables and so can the
governing equations. Those reactions which are local to a grid can be decoupled using
a Schur complement as in traditional compositional simulators. When we take into
account chemical reactions then there are two solving techniques as described in Fan
(2010). First, is the reaction coupled method where along with 𝐸 element conservation
equation we have 𝑅 reaction relations as the primary equations and the thermodynamic
phase relations are considered as secondary equations. In this method the reactions are
coupled with conservation equation at the linear solver level hence the name reaction
coupled. Second, is the local reaction decoupled method where the local kinetic and
equilibrium reactions are decoupled from the conservation equation and are considered
as secondary equations as shown in Table (1.1). Figure 1.1 shows the block diagram

Type Equation Variables
Primary Element conservation equation P

Kinetic reaction relation 𝑧፞ for e = 1,…,𝐸-1
𝑧 for c =1,…,𝐾

Secondary Equilibrium reaction relation 𝑧 for c = 𝐾 + 1,…,𝐶
Local kinetic relations 𝑣፩,𝑥፩

Phase-equilibrium relations
component to element transformation

Table 1.1: Element Formulation complete equation set

of the solution procedure as described in Sriyanong (2013) for fully implicit solution of
element balance formulation. Below, we describe the general procedure followed in fully
implicit solution of molar formulation for element based framework.

– Using the known primary variables, solve the secondary equations by driving the
residual of the equations to 𝑅፬ = 0. This means we have

𝑑𝑅፬(𝛾ፏ፞ , 𝛾ፒ፞ ) = 0,

𝜕𝑅፬
𝜕𝛾ፒ፞

𝜕𝛾ፒ፞
𝜕𝛾ፏ፞ +

𝜕𝑅፬
𝜕𝛾ፏ፞ = 0,

𝜕𝛾ፒ፞
𝜕𝛾ፏ፞ = (

𝜕𝑅፬
𝜕𝛾ፒ፞ )

−ኻ 𝜕𝑅፬
𝜕𝛾ፏ፞ .
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Given P,zፄ, z where c=1,2..K. Solve for
for 𝛾ፒ፞ using secondary equation set.
● Phase relations and constraints.
● chemical equilibrium and local kinetic.
● component to element transformation.

Update the other variables
such as porosity and density.

Calculate the residual of primary equations 𝑅፩ = 0

compute the Jacobian of primary equation set Ꭷፑᑡ
Ꭷ᎐ᑇᑖ

Solve for primary variables
P,zፄ and z where c =1,…,𝐾

time t = t+Δ𝑡

yes

No

linear solver

Figure 1.1: Flow diagram for Fully implicit element based formulation for reactive compositional transport

– Using the secondary variables determine the residual of primary equations 𝑅፩. If
𝑅፩ = 0 then the system is converged and we move to next time step otherwise we
continue with Newton iteration.

– Since, primary equations are function of both primary and secondary variables we
apply the chain rule to calculate derivatives of primary equation for the Jacobian

𝜕𝑅፩
𝜕𝛾ፏ፞ =

𝜕𝑅፩
𝜕𝛾ፒ፞

𝜕𝛾ፒ፞
𝜕𝛾ፏ፞ +

𝜕𝑅፩
𝜕𝛾ፏ፞ .

We can get the value of Ꭷ᎐ᑊᑖ
Ꭷ᎐ᑇᑖ

from step 1.

– Calculate the Jacobian for the primary equations.
– Solve for primary unknowns zE,p and 𝑧 where 𝑐 = 1,… , 𝐾 + 1
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1.4. Operator Based Linearization
In this work, we utilize a recently developed fully implicit Operator-Based Linearization (OBL)
technique proposed in Voskov (2017). The OBL method controls the nonlinearity of the prob-
lem with the multi-linear representation of state-dependent operators in governing equations.
During the course of the simulation, these operator values are linearly interpolated on the
mesh with a predefined accuracy. The values of the state operators are calculated adaptively
using conventional property estimators based on correlations or solution of Equation of State
Khait and Voskov (2017). Thus, this method additionally improves simulation time by skip-
ping routine evaluation of computationally expensive phase behavior calculations performed
by the conventional technique. The OBL approach has been implemented and successfully
tested for the solution of complex geothermal Khait and Voskov (2018a) and multiphase
multicomponent flow and transport problems with buoyancy Khait and Voskov (2018b). A
detailed description of the method is given below.

To solve the system using backward euler formulation requires very small time steps
which is not practical to model reservoir flow behaviors. Therefore, we couple the phase
behavior for reactive transport in a fully implicit manner using OBL. OBL framework has
been used before to solve compositional and geothermal problems with buoyancy (Khait and
Voskov, 2018a,b), but has never been tested for flow with chemical reactions. The robustness
of the technique allows us to extend this technique to model reactive compositional simula-
tion. The OBL approach provides a flexible solution for nonlinear formulations with complex
derivatives in a fully implicit manner. In element balance formulation, all derivatives need
to be evaluated with respect to element concentration zፄ which is a non-trivial procedure.
A finite volume fully implicit discretization of the non reactive compositional mass balance
equation is given below

𝑉((𝜙
ፍᑡ

∑
፣=ኻ

𝑥፣𝜌፣𝑆፣)፧+ኻ − (𝜙
ፍᑡ

∑
፣=ኻ

𝑥፣𝜌፣𝑆፣)፧) − Δ𝑡∑
፥Ꭸፋ
(∑

፣
𝑥፥፣𝜌፥፣𝑇፥፣Δ𝑝፥) = 0. (1.24)

The phase behavior calculations are computationally very expensive and has to be performed
for each grid block at every time step during the course of simulation. To perform these
phase calculations even in single phase grid blocks makes the conventional reservoir simu-
lators computationally very expensive. Therefore to avoid these phase behavior calculations
at every point Operator based linearization technique was developed. In this technique the
governing equation is written in terms of parameters which are either space or state depen-
dent. Equation (1.24) written in terms of operators is shown below

𝑎(𝜉)(𝛼(𝜔) − 𝛼(𝜔፧)) −∑
፥
𝛽፥(𝜔)𝑏፥(𝜔, 𝜉) = 0, (1.25)

where 𝜔 is a state dependent parameter and 𝜉 is a space dependent parameter.

• State based. 𝜔 (physical properties of fluid and rock)

– 𝑘፫፣(𝜔) - Relative permeability,
– 𝜌፣(𝜔) - Density,
– 𝑆፣(𝜔) - saturation,
– 𝑥፣(𝜔) - mole-fraction of component c in j,
– 𝜇፣(𝜔) - Phase viscosity.

• Space based, 𝜉 ( Properties altered in space)

– K(𝜔, 𝜉) - Permeability tensor,
– 𝜙(𝜔, 𝜉) - Porosity,
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– uj(𝜔, 𝜉) - phase velocity.

Using the following operators equation (1.24) is translated into equation (1.25).

• 𝛼(𝜔) = (1 + 𝑐፫(𝑝 − 𝑝፫፞፟)∑
፣
𝑥፣𝜌፣𝑠፣

• 𝑎(𝜉) = 𝑉(𝜉)𝜙፨(𝜉)

• 𝛽(𝜔) =∑
፩
𝑥፣𝜌፣

፤ᑣᑛ
᎙ᑛ

• 𝑏(𝜉,𝜔) = 𝛿𝑡𝑇ፚ(𝜉)(𝑝 − 𝑝ፚ)

𝛼 and 𝛽 here are state-dependent operators hence are only functions of pressure and overall
composition in the grid block. The value of these operators can be determined for parametrized
set of p and z points, which are know as base nodes or nodal values, by evaluating the differ-
ent properties used to determine the operators at these nodes. During the course of simula-
tion, the operators are interpolated using multi-linear interpolation in parameter space. As
a result, the expensive phase behavior calculations are done once and are limited to the pre-
processing stage and the calculated operator values at these points are stored in the form of
tables, which are used for interpolation during the course of simulation. Larger the number
of base node points higher is the accuracy of the interpolation of the operators and lower is
the error in pressure and overall composition. This makes the computational efficiency of
the simulation very good with minor loss in accuracy.

To improve the performance of OBL approach for a case with large number of species,
an adaptive extension has been proposed in Khait and Voskov (2018b). This is a minor ex-
tension of OBL in which the tables are generated during the course of the simulation. The
grids are uniform but the values of the operators at the nodes are not pre-processed but are
calculated during the course of simulation as and if it they are required. Adaptive OBL is
useful for simulating a multicomponent system where only a few composition values of the
compositional space define the complete transport. Therefore, the phase behavior is resolved
only at those nodes which are used for interpolation sparing the calculations at the unphysi-
cal nodal values. The chemical reaction system was simulated using both the fixed OBL and
the adaptive OBL strategy both of which produced equivalent results.

Delft Advanced Research Terra Simulator (DARTS) is a extension of the advanced simulation
techniques discussed above into python and C++ implementation by Mark Khait using OBL
technique. It in-cooperates all the advanced computational techniques used in traditional
reservoir simulators into OBL based framework. The wells and the reservoir are modeled
based on the operator values generated at the base node points.

1.5. Scope of Work
In this work, we develop an algebraic framework for the simultaneous solution of thermody-
namic and chemical equilibrium and apply it to reactive multiphase multicomponent flow and
transport problem. We first show the reduction of governing equation and solution of mul-
tiphase flash using extended negative flash methodology. Once the robustness of the flash
solver is establish we couple it with the transport solver in order to resolve the transport and
phase behavior in a fully coupled manner. In order to do that we formulate new chemical
based alpha and Beta operators. Initially one and then two mineral precipitation reactions
are considered and modeled which is later extended to capture more realistic scenarios with
some of the assumptions relaxed.
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1.6. Dissertation Outline
In chapter 1, a general introduction about the aspects of compositional reservoir simulation
are discussed along with basic mass balance governing equation. Different types of transport
and reaction couplings are shown along with the different nonlinear methods used to solve
them. We also cover the OBL technique which is used later in this work to model reactive
transport.

In chapter 2, we describe the reduction of component based governing equations to ele-
ment based equations, which are written in terms of element mole fractions. We formulate
the matrices required for reduction of the governing equations. Porosity and permeability
treatment in reactive system is also discussed.

In chapter 3, we describe the simultaneous solution of thermodynamic and chemical equilib-
rium using an extended negative flash technique and include an illustrative example. Also,
a robust multiphase multicomponent thermodynamic flash solver developed by Iranshahr
Iranshahr et al. (2010) is further optimized to improve its computational performance.

In chapter 4, the reduced element based governing equations for transport is developed
and coupled with thermodynamic and chemical equilibrium calculations. The coupling of
flow, transport and phase behavior is first tested by formulating a simple 1D explicit system.
Later, the operators are developed which are used to linearize the nonlinear element based
governing equation. The approach is applied in OBL framework to adaptively parameterize
the governing equations using element mole fractions and pressure as variables.

Chapter 5 presents several numerical simulation results generated to show the robustness of
the proposed framework. We start with a simple 1D implementation with no wells and latter
extending to multi-dimensional reservoir with multiple wells and realistic physical cases.

Chapter 6 provides a short summary of the main topics along with some key conclusions
derived from this work. Also the future research avenues are discussed which can be further
pursued.



2

Chapter 2:
Reduction to Element Balance

formulation

In this chapter we formulate the governing mass balance equations based on element mole
fractions by reducing the overall component mass balance equation given by equation (1.1).
In reactive transport since there are varying time scales for transport, thermodynamic equi-
librium and chemical reactions the resulting system becomes very stiff. Therefore, we try
to decouple the transport solver and the phase behavior calculations. Chemical equilibrium
reactions which are instantaneous and kinetic reactions which are local in nature both can
also be decoupled from the transport equation, as they are depend only on the current grid
properties. In this chapter, we describe the procedure to decouple the phase behavior and
equilibrium calculations from the transport equation.

2.1. Stoichiometry matrix
The stoichiometric matrix takes into account the mass balance of components in chemical
reactions. Stoichiometric matrix S, when written in canonical form, consists of component
(primary species) and non-components (secondary species). Secondary species are compo-
nents which are uniquely defined by a chemical reaction and can be written in terms of
primary species. The general form of the stoichiometric matrix as suggested in Farshidi et al.
(2013) is given below

Sፂ ×ፑ =
⎡⎢⎢⎢⎢⎢⎣

0ፐ×ፊ −Iኻ,ፐ×ፐ
−Iኼ,ፊ×ፊ Sኽ,ፊ×ፐ

Sኻ,(ፂ−ፑ)×ፊ Sኼ,(ፂ−ፑ)×ፐ

⎤⎥⎥⎥⎥⎥⎦
.

Here 𝑅 stands for the total number of reactions, 𝑄 is the number of equilibrium reactions, 𝐾 is
the number of kinetic reactions, 𝐶 is the total number of components. The rows represent the
components involved in the chemical reaction, whereas the columns represent the chemical
reactions itself. For our work, we are just using the equilibrium reactions, therefore, 𝑅 is
equal to 𝑄 and 𝐾 is zero. The vertical dashed line separates the kinetic reactions from the
equilibrium reactions, whereas the horizontal dashed line separates the secondary species
in the top from the primary species in the bottom

2.2. Equilibrium Rate Annihilation matrix
Equilibrium Rate Annihilation matrix E as the name suggests removes the equilibrium re-
action rates from the governing equations, when it is pre-multiplied to the component mass
balance equations. In addition, this multiplication reduces the 𝐶 component mass balance
equations to 𝐸 element mass balance equations. The E matrix can be visualized as the dis-

13
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tribution of elements in different components and can be written in the matrix form as

Eፄ × ፂ =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

𝑒ኻኻ 𝑒ኻኼ . . . 𝑒ኻፂ
𝑒ኼኻ 𝑒ኼኼ . . . 𝑒ኼፂ
. . . . . .
. . . . . .

𝑒ፄኻ 𝑒ፄኼ . . . 𝑒ፄፂ

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

The pre-multiplication by E matrix also linearly combines the kinetic reaction components
so that they appear only once in the governing equation. Therefore, 𝐶 component balance
equations are reduced to 𝐸 element mass balance equations, 𝐾 differential kinetic reaction
relations, and 𝑄 algebraic chemical-equilibrium relations, which all sum to C (𝐶 = 𝐸 +𝐾 +𝑄).
The formulation of E matrix is dependent on the stoichiometric matrix S. The general form
of E is given in Farshidi et al. (2013) as

E(ፄ+ፊ)×ፂ = [
Eኻ(ፄ×ፂ)
Eኼ(ፊ×ፂ)

] , (2.1)

Eኼ = [−Sኻ,ፊ×ፐ − Iኼ,ፊ×ፊ 0ፊ×(ፂ−ፑ)]

The rows of the E matrix are chemical elements which combine to form the components.
These elements are the smallest chemical species which do not disassociate into the smaller
entities throughout the course of transport. The column of matrix E represents the compo-
nents involved in the system. To illustrate this approach, we consider a simple system con-
sisting of 𝐻ኼ𝑂, 𝐶𝑂ኼ and one dissolution precipitation reaction of 𝐶𝑎𝐶𝑂ኽ. Since 𝐻ኼ𝑂 and 𝐶𝑂ኼ
does not disintegrate into smaller species they can be treated as elements for this example.
Whereas, 𝐶𝑎𝐶𝑂ኽ disassociates into 𝐶𝑎ኼ+ and 𝐶𝑂ኼ−ኽ ions therefore, these ions are considered
as elements.

CaCO3 (s) ⟷ Ca2+(aq) + CO3
2-(aq)

The equilibrium rate annihilation matrix for this system is given as

E =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

𝐻ኼ𝑂 𝐶𝑂ኼ 𝐶𝑎ኼ+ 𝐶𝑂ኼ−ኽ 𝐶𝑎𝐶𝑂ኽ
𝐻ኼ𝑂 1 0 0 0 0
𝐶𝑂ኼ 0 1 0 0 0
𝐶𝑎ኼ+ 0 0 1 0 1
𝐶𝑂ኼ−ኽ 0 0 0 1 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

The stoichiometric matrix for this system is given as

S = [0 0 1 1 −1]ፓ .

2.3. Element Formulation
The addition of chemical reactions to compositional transport posses serious challenges.
Firstly, the instantaneous chemical equilibrium reaction rates make the transport problem
very stiff, which requires very small time steps to resolve. Therefore, we use the local equi-
librium assumption and decouple the chemical equilibrium reactions. Secondly, equilibrium
reactions and kinetic reactions are both functions of concentrations of reactants and prod-
ucts, which are in turn functions of transport. As a result, we need a robust mechanism to
capture this coupling. To resolve all this we formulate the element balance governing equa-
tions as suggested in Sriyanong (2013) and write the element-based governing equations in
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terms of mole fractions of elements. To do this we pre-multiply the vector equation (1.5) with
E which yields the element balance equation

𝜕(En)
𝜕𝑡 + El = ESr = [ E1SrE2Sr

] = [ 0
rk
]
(ፄ+ፊ)×ኻ

.

The above equation is now reduced to 𝐸 element balance equations written as

𝜕(En)
𝜕𝑡 + El = 0, (2.2)

and K kinetic reaction relations

𝜕(Eፊ×ፂnፂ×ኻ)
𝜕𝑡 + Eፊ×ፂlፂ×ኻ = r፤ . (2.3)

The above relations are still in terms of overall mole fractions and need to be converted
to element mole fractions (zፄ) using the relations described below. Element to component
transformation shows how the elements combine to form the components and is written as

𝑧ፄ = (𝜌ፓ𝜌ፄፓ
E)z =

ፂ
∑
=ኻ

𝑒፞𝑧
ፂ
∑
=ኻ

ፄ
∑
፞=ኻ

𝑒፞𝑧
. (2.4)

Total molar component density is given by

𝜌ፓ =
ፏ

∑
፩=ኻ

𝜌፩𝑠፩ = 1
ፏ
∑
፩=ኻ

፯ᑡ
ᑡ

,

and total molar element density is given as total moles of the element to the total grid volume

𝜌ፄፓ =
ፏ

∑
፩=ኻ
(𝜌፩𝑠፩

ፂ

∑
=ኻ

ፄ

∑
፞=ኻ

𝑒፞𝑥፩) =

ፂ
∑
=ኻ

ፄ
∑
፞=ኻ

𝑒፞𝑧
ፏ
∑
፩=ኻ

፯ᑡ
ᑡ

. (2.5)

Dividing equation (2.2) by 𝜌ፄፓ transforms the mass balance equation in terms of zፄ and is
written as

𝜕𝜙𝜌ፄፓzፄ
𝜕𝑡 + El = 0. (2.6)

Using the above relations we have additional 𝐸 unknowns apart from the 𝐶 already present.
This 𝐸 unknowns are supplemented by the 𝐸 element to component transformation equations
(2.4) which can also be written as

zፄ
ፂ

∑
=ኻ

ፄ

∑
፞=ኻ

𝑒፞𝑧 − Ez = 0. (2.7)

The flux terms are still written in terms of component in each phase, which is determined
from the multiphase flash coupled with the chemical solver. As there are fewer number of
elements compared to the total number of components, the above system becomes under-
defined. Therefore, we also include the chemical equilibrium relations as closing relations
along with the phase equilibrium and element to component transformation relations (2.7) in
a Newton loop. The solution procedure will be discussed in detail in the next chapter. The
unknown variable set for the element formulation is given below

𝛾 = (𝑃,zፄ ,z, 𝑣፩, 𝑥፩) 𝑒 = 1,… , 𝐸 𝑐 = 1,… , 𝐶 𝑝 = 1,… , 𝑃.
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There are in total 𝐸 + 𝐶 + 𝑃 + 𝐶𝑃 + 1 unknowns in this formulation which has additional
𝐸 equations in comparison to the overall formulation. The system is closed by 𝐸 element
conservation equation, 𝐾 kinetic reaction relations, 𝑄 equilibrium relations which together
adds up to 𝐶. Then there are 𝐸 element to component transformation relations (2.7), 𝐶(𝑃 −1)
fugacity relations, 𝐶 overall mole-fraction relation, 𝑃 − 1 phase composition relations, one
phase constraint and overall mole-fraction relations. So adding all of them up, the total
number of equations becomes 𝐶+𝐸+𝐶𝑃+𝑃+1 which is equal to the total number of unknowns.

2.4. Porosity Treatment
In reactions where the pore space is not affected the total porosity in a grid block remains
constant throughout the course of the transport. But in mineral precipitation/dissolution
reactions where minerals can either deposit or dissolves will lead to change in pore volume
i:e the porosity of the system. This change in porosity will also effect the permeability of
the reservoir. Therefore, we need an efficient method to capture the porosity variations with
chemical reactions. This section describes the concept of fluid and reactive porosity which
combine to give the total porosity of the system. We treat the volume occupied by the mineral
component as a part of the pore-volume. The classic porosity, which represents the volume
occupied by fluids we call it fluid porosity. For a system without chemical reactions, the
porosity only varies with changes in pressure due to the compressibility of the rock. But,
in the case of chemical reactions when mineral precipitation and dissolution are present,
we have continuous changes in the pore space depending on the concentration of minerals.
Therefore, the reactive porosity varies with mineral mole fraction. The bulk volume of the
grid is defined here by three parameters: non reactive volume (𝑉፧፫), reactive volume (𝑉፫) and,
volume of pore (𝑉Ꭻ). The non reactive volume is the part of the rock which is not involved
in any of the chemical reaction hence its volume is always constant. The reactive volume
is the mineral part of the rock, and the pore volume is the volume occupied by the fluids
in the rock, both the reactive and fluid volume change depending on the amount of mineral
present. As a result we can define the total volume as the sum of all the three components
as shown below

𝑉 = 𝑉፧፫ + 𝑉፫ + 𝑉Ꭻ ,

𝜙ፓ =
𝑉፫
𝑉
+
𝑉Ꭻ
𝑉
,

𝜙ፓ = 𝜙፫ + 𝜙፩. (2.8)

From the above equations, it can be seen that the total porosity of the system is always con-
stant irrespective of the concentration of mineral. If there is less mineral deposited, the pore
volume will be higher otherwise, the reactive volume will be higher. The mineral saturation
is defined as

𝑠፦። =
𝑉፫።

𝑉፫ + 𝑉Ꭻ
.

Using the definition of total porosity the above equation can be written as

𝑠፦። =
𝑉፫።
𝜙ፓ𝑉

.

The relation for fluid porosity can be derived using the above relations and is given as

𝜙 = 𝜙ፓ(1 −
፧ᑞ
∑
።=ኻ

𝑠።), (2.9)

where 𝑛፦ stands for the number of mineral species. Therefore, knowing the initial total
porosity in a control-volume, we can calculate the porosity based on the saturation value of
the mineral. As the reaction progresses, the dissolution/precipitation process occurs which
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alters the fluid porosity 𝜙፩. This porosity value can be used to determine the permeability
values using empirical relations and be used to update the total velocities in the governing
equations. The advantage and necessity of treating the porosity as total porosity will be
evident in subsequent chapters where we formulate the chemical operators.

2.5. Permeability treatment
Due to change in porosity we also have variation in permeability of the reservoir. This change
is determined using empirical relations which relate to the change in fluid porosity of the
reservoir. Once such relation is given in chapter 1 of Lichtner (1985) and is given below

𝑘 = 𝑘፨(
𝜙
𝜙፨
)
፧
[
1.001 − 𝜙ኼ

፨
1.001 − 𝜙ኼ ] , (2.10)

where 𝜙፨ and 𝑘፨ are initial porosity and permeability respectively. 𝜙 is the current fluid
porosity after the reaction has taken place and n is a constant whose value is taken as 3.
Using this we can get the change in the original permeability based on the change in porosity
of the system. There are many other porosity-permeability variation relationships which can
be considered.

Since, 𝜙 is a function of pressure and mineral composition the change in fluid porosity be-
comes a sate dependent parameter, therefore change in permeability also becomes a state
dependent parameter. We have not added permeability variation in this work and further
study is required to model effects of permeability variation on flow. Another permeability
and porosity variation relation is given by using the Carmen-Koezeny equation

𝑘 = 𝑘፨(
𝜙ኽ
፧

(1 −𝜙፧)ኼ
(1 −𝜙፨)ኼ

𝜙ኽ፨
). (2.11)

Here 𝜙፨ is the original fluid porosity at time T = 0 and 𝜙፧ is the fluid porosity at the following
time value.
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Chapter 3:
Thermodynamic and Chemical

equilibrium

In this chapter we show how to resolve thermodynamic and chemical equilibrium flash and
determined the phase fraction and compositions. We first solve multiphase thermodynamic
flash using the method suggested by A. Iranshahr Iranshahr et al. (2010) to determine 2,3
and 4 phase systems. This method uses nested bisection stratergy to solve the Rachford Rice
objective function by driving it to 0 within the physical bound region. We make slight modi-
fication in the original technique by merging the bisection method with the Newton method
for faster convergence as the function is monotonically increasing within the bound. We had
shown in the previous chapter how the thermodynamic and chemical equilibrium treatments
are decoupled from the mass balance equation, as they are instantaneous phenomenon and
we consider local equilibrium assumptions. The purely fluid based kinetic reactions are
solved along with primary governing equations whereas the chemical equilibrium reactions
and local kinetic reactions are treated as secondary relations and are decoupled from the
primary mass balance equation.

3.1. Thermodynamics Equilibrium
Here, we briefly describe the type of thermodynamic equilibrium used in our study.

3.1.1. Two Phase Negative Flash

We begin by solving the two phase negative flash problem. Using equation (1.13) and a set of
z and K values we solve the two phase three component system. The nature of Rachford Rice
function and ternary digram for a system is given in Figure (3.1). As we can see from figure
the RR function has asymptotes at certain values and between the asymptotes the function
is monotonically increasing or decreasing. Therefore, to solve the function using gradient
based method we need to define the bound of the problem which was given by Whitson and
Michelsen (1989) as

𝑉፦።፧(𝑏) =
1

1 − 𝐾፦ፚ፱
,

𝑉፦ፚ፱(𝑎) =
1

1 − 𝐾፦።፧
.

Within these bounds the function is monotonically increasing with respect to phase fractions,
therefore gradient based methods can be used to determine a unique solution.

3.1.2. Three Phase Negative Flash:

We now extend the method to solve for three unknown phases as was done by Iranshahr
et al. (2010). For a three phase three component system there are two unknown phases and
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Figure 3.1: a) Plot of the Rachford Rice function b) Ternary plot showing the solution of that function for K = [1.2 1.8 .2] and z =
[.4 .4 .2]

we have two RR equations to solve to arrive at the solution as shown below

𝑓ኻ(𝑣) =
𝑧ኻ ∗ (1 −𝐾ኻኻ)

𝑚ኻ(𝑣)
+ 𝑧ኼ ∗ (1 −𝐾ኼኻ)𝑚ኼ(𝑣)

+ 𝑧ኽ ∗ (1 −𝐾ኽኻ)𝑚ኽ(𝑣)
= 0, (3.1)

𝑓ኼ(𝑣) =
𝑧ኻ ∗ (1 −𝐾ኻኼ)

𝑚ኻ(𝑣)
+ 𝑧ኼ ∗ (1 −𝐾ኼኼ)𝑚ኼ(𝑣)

+ 𝑧ኽ ∗ (1 −𝐾ኽኼ)𝑚ኽ(𝑣)
= 0, (3.2)

𝑚ኻ(𝑣) = 1 + 𝑣ኻ(𝐾ኻኻ − 1) + 𝑣ኼ(𝐾ኻኼ − 1), (3.3)
𝑚ኼ(𝑣) = 1 + 𝑣ኻ(𝐾ኼኻ − 1) + 𝑣ኼ(𝐾ኼኼ − 1), (3.4)
𝑚ኽ(𝑣) = 1 + 𝑣ኻ(𝐾ኽኻ − 1) + 𝑣ኼ(𝐾ኽኼ − 1). (3.5)

As there are two unknowns the solution space is 2D unlike in two phase where the solution
is in 1D space. In our work we use multiphase phase solution technique suggested by Iran-
shahr et al. (2010) to resolve thermodynamic equilibrium. For details regarding the solution
procedure refer Iranshahr et al. (2010). The solution of RR equation can lead to multiple
scenarios for a three phase system which are described below.

• Three phase: If all the phase fraction values are within the range of 0 to 1 the system
is in three phase region. A three phase region has a shape of tie-triangle as given by
the yellow region in figure (3.2). The three vertices’s of the tie triangle represent pure
single phase compositions. Since, the three phase three component system at constant
pressure and temperature has zero degrees of freedom all compositions within the tie
triangle separate to compositions given by the vertices’s of the tie triangle

• Two phase: If two of the three vapor fractions are positive and one is negative then
we have a two phase region which is represented by the green color in Figure (3.2).
From the figure we can see that there can be three different two phase regions based
on where the set of composition lies. Once we have identified the two phase region we
can calculate the phase compositions either by normalization or by running another
two phase flash.

– Normalization: Using the tie lines and Lever rule we recalculate the two phase
vapor fractions using results of the three phase negative flash and the formulation
is given below.

𝑉ኼኻ
𝑉ኼኼ
=
𝑉ኽኻ
𝑉ኽኼ

,

where 𝑉ኽኻ and 𝑉ኽኼ are positive phase fractions from the three phase solution. The
result are shown below in figure 3.2 a)
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– Multistage flash: Using the result of 3 phase flash as an indication of the missing
phase a two phase flash is run to determine the phase distribution. Hence, multi-
stage flash calculations are done in order to determine the thermodynamic phase
state accurately. The result are shown below in figure 3.2 b).

Figure 3.2: Phase distribution of 3 component system with K=[0.18 0.25;7.0 2.0;1.50 6.0] a) normalization 2) Multistage
negative flash

• Single phase: If only one of the three vapor fractions is positive after the three phase
flash solution then the fluid is in that single phase state. It was observed that near
single phase critical regions the three phase negative flash showed a two phase region
but, when a two phase flash was run the results showed single phase region.

As can be seen from the figure (3.2) a) and b) there is a slight difference between the results
generated by re-normalization and multistage flash. Figure (3.2) b) shows slight deviations
near the two phase boundary region. A single phase mixture as indicated by the three phase
flash can split into stabler two phase regions. Since, the the tie lines rules are valid only
when there is no intersection between tie lines which is not the case for a three phase system
due to the formation of tie triangles, we cannot use the renormalization technique to resolve
lower phase states. Therefore, we require a multiphase multistage flash strategy to get a
robust phase distribution of the components in different phases.

Figure (3.3) shows the solution of a 3 phase RR equation using the bisection method. The
blue solid line is the locus of the function 𝑓ኻ(𝑣) = 0 and the green dots on its locus are the
values of function 𝑓ኼ(𝑣) for the given set of v values on the locus of 𝑓ኻ(𝑣) = 0. Similarly, we
can describe the yellow line which is the locus of function 𝑓ኼ(𝑣) = 0. As, seen in the figure
both 𝑓ኻ(𝑣) and 𝑓ኼ(𝑣) are monotonically increasing in the bounded physical solution domain.
The point where both the function 𝑓ኻ(𝑣) = 0 and 𝑓ኼ(𝑣) = 0 intersect is our solution. For this
case they intersect inside the right triangle therefore the system is in the three phase region.
Any intersection outside the 0 to 1 domain indicate absence of 3 phase region and, require a
multistage flash to determine the actual state.

Addition of Newton loop

Iranshahr et al. (2010) performed the multi-stage flash using only the bisection method to
solve the Rachford-Rice equation. Since bisection method is robust, it is guaranteed to con-
verge to a solution for a monotone function, but the convergence can be slow. To perform
the convergence studies we include a Newton loop along with the bisection loop to check for
improvements in convergence rate. This allows for three different approaches one with pure
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Figure 3.3: Plot of the Rachford Rice equation solution for phase ፯Ꮃ and ፯Ꮄ at ፳ = [.ኽ, .ኾ, .ኽ] and ፊ = [.ኼ, ኼ.ኽኽ, ኻ.; .ኽኽ, .ዀ, ዀ].

bisection strategy, one with a pure Newton strategy and finally one with a combination of
both. The iteration details for the above mentioned solution is given in the table below.

Bisection Bisection+Newton Newton
𝑓ኻ(𝑣) = 0

𝑣ኼ፦።፧ 46 9 -
𝑣ኼ፦።፝ 46 10 5
Total 92 19 5

𝑓ኼ(𝑣) = 0
𝑣ኼ 45 19 18

Total 137 38 23

Table 3.1: Iteration Details for different solution methods

• Pure Bisection: For pure bisection the convergence is slower but it is guaranteed. The
number of iterations required to solve is the highest in this case. Here 𝑣ኼ፦።፧ and 𝑣ኼ፦።፝
indicate the number of iterations required to solve eq. 𝑓ኻ(𝑣) = 0 for 𝑣ኻ determination. As
a result the bisection loop runs twice (once for 𝑣ኼ፦።፧ and then for 𝑣ኼ፦።፝ ) in this method
which contributes to higher number of iterations.

• Pure Newton: The number of iterations in a purely Newton method is least as a result
we achieve the fastest convergence. Since, Newton only relies on the derivatives of the
function at a particular point, we do not need to drive the function 𝑓ኻ(𝑣) = 0 at two 𝑣ኼ
values as it is required in bisection method. This causes the number of iterations to di-
rectly become half for 𝑣ኻ calculations. Also we see faster convergence for 𝑣ኼ calculations
But, since Newton is not robust we cannot be guaranteed of a solution for all the set of
z and K values as it highly dependent on the shape of the RR function. This motivated
us to look for combining the bisection and Newton strategies to get robust and faster
convergence.

• Bisection + Newton: Since, Newton fails to converge in some cases but is much faster
than bisection method, we need some modification to incorporate the positive aspects
of both strategies into one. The result for the combined strategy is shown in the middle
column, which indicate a substantial decrease in number of iterations. The solution
enters Newton loop when the difference between the two extremes is reduced. Suppose
we have 𝑣ኻ፦ፚ፱ = 1 and 𝑣ኻ፦።፧ = 0 we start with bisection and when the difference between
them reduces to less than .5 we switch to Newton. For these results we have kept the
difference at .5 for solution of both 𝑓ኻ(𝑣) = 0 and 𝑓ኼ(𝑣) = 0 equations. If at any Newton
iteration the solution moves outside of the reduced bound of Newton entry then the
Newton loop takes a step back and switches into bisection strategy. The new Newton
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entry point now is further reduced to a even smaller value. This continues till the
tolerance of the RR equation solution is reached. Also in some case the nature of RR
solution is such that the derivatives of the function do not vary a lot therefore, Newton
convergence become very slow. In such scenarios also we switch back to the bisection
method. These are the two reasons why we see some Newtons being wasted ie: those
iterations which failed to converge to a solution and the solution procedure switched
over to bisection. The algorithm to this method is given in Appendix A.

The compositional diagram generated using flash calculations is shown in figure (3.2) a. The
comparison between the original bisection method and the combination between bisection
and Newton is given in Table (3.2). We cover the complete compositional space for a three-
phase three-component system. The first column shows the total number of iterations re-
quired for 18997 flash computations with pure bisection strategy. The second column uses
Newton and bisection approach combined for only one of the two RR equation. The last col-
umn shows the result when applying combined strategy for both the RR equations. Here, the
residual tolerance is set to 𝜀 = 10−ኻኼ. From the table, we can see that there are some waste

Bisection Bisection + Newton (𝑣ኻ) Bisection + Newton (𝑣ኻ&𝑣ኼ)
Flash calculations 18,997
Total # of iterations 79,995,320 15,731,518 7,807,353
Newton wasted (𝑣ኻ) 0 165,146 106,742
Newton wasted (𝑣ኼ) 0 0 45,879

Table 3.2: Iteration details for different solution methods

Newton iterations in the case when Newton solver fails to converge and, the system switches
to bisection. Even though some of the Newton iterations were wasted, the total number of
iterations for the system with combined Newton and bisection is almost an order of magni-
tude less than the total iterations for the pure bisection method. This shows that including
Newton method along with bisection for phase computations can significantly improve the
computational efficiency of the thermodynamic flash solver and can be extended further to
find more robust and effective methods to speed up the RR solution procedure.

3.1.3. Four Phase Negative Flash:

For a four phase four component system the whole procedure is similar to one discussed
previously, only difference being that the solution now is in 3D space, as there are three
unknowns and we have three RR equations which are solved simultaneously. The 𝑚።(𝑣) in
4 phase systems are planes instead of lines as can be seen from the equation below

𝑚ኻ(𝑣) = 1 + 𝑣ኻ(𝐾ኻኻ − 1) + 𝑣ኼ(𝐾ኻኼ − 1) + +𝑣ኽ(𝐾ኻኽ − 1).

Therefore, we need to find the intersection of three planes which will serve as corners of the
physical bound. Once we have the corners we can get the 𝑣ኽ፦ፚ፱ and 𝑣ኽ፦።፧ values to start
the computations. First, we pick the value of 𝑣ኽ and solve 𝑓ኻ(𝑣) = 0 and 𝑓ኼ(𝑣) = 0 to find 𝑣ኻ
and 𝑣ኼ. We repeat the bisection procedure until 𝑓ኽ(𝑣) = 0 to get the value of 𝑣ኽ. Figure (3.4)
shows the solution path for the four phase problem, where the four colored planes are the
respective four component 𝑚።(𝑣) equations. The black dots are the corners where the three
planes intersect and the red dots indicate the locus of function 𝑓ኻ(𝑣) = 0 and 𝑓ኼ(𝑣) = 0.

3.2. Chemical equilibrium
Till now we looked at the thermodynamic phase distribution of the species ie: thermodynamic
equilibrium, which is a function of pressure, temperature and overall concentration. But the
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phase distribution and composition is also affected by chemical equilibrium and kinetic re-
actions. Thermodynamic equilibrium gives the relationship between the same component in
different phases, whereas a chemical equilibrium or kinetic rates gives a relationship between
different components within the same phase (homogeneous reactions) or between different
phases (heterogeneous reaction). Traditional reservoir simulators do not take into account

Figure 3.4: 4 phase solution path

the chemical reactions which might occur in the reservoir with flow. But for simulating EOR
and 𝐶𝑂ኼ sequestration problems, which involve chemical interactions, we require chemical
kinetics modeling. Therefore, the phase equilibrium along with chemical reactions has to
be coupled with transport of components. Chemical equilibrium is defined algebraically by
the law of mass action unlike the kinetic relations which are differential equations and are
functions of time.

According to law of mass action equilibrium reactions can be written as given by equation
(1.19). If the value of 𝑄፪ > 𝐾፪ then the reactants (minerals) will form instantaneously in order
to reduce 𝑄፪ and the opposite occurs when 𝑄፪ < 𝐾፪. Any change in the system at equilibrium
will cause the composition to move in the direction which neglects the change according to
Le Chatelier’s principle. Therefore, if 𝑄፪ is greater than 𝐾፪, precipitation occurs in cases of
mineral reactions as more reactants are formed to reduce 𝑄፪. As shown in Fan (2010), the
equilibrium relations can be written in terms of mole fractions instead of the activities. Ac-
tivities of pure mineral phases and water is considered as one. Activity of components can
be written in terms of molality as given below:

𝛼፰ = 𝛾፰
𝑚፰
𝑚ኺ .

Here standard molality of solute species is taken as one 𝑚𝑜𝑙/𝑘𝑔, 𝑚፰ stands for molality of
component c and 𝛾፰ is the activity coefficient of component c in water. Activity coefficient
for very dilute solutions can be taken as one. The molality of a component is related to its
mole fraction as

𝑚፰ = 55.508 ∗ (
𝑥፰
𝑥፰፰
),

where 55.508 is the moles of 𝐻ኼ𝑂 per kg of the aqueous phase, 𝑥፰ stands for mole fraction of
component c in the aqueous phase and 𝑥፰፰ stands for mole fraction of water in the aqueous
phase.
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3.3. Combined thermodynamic and chemical Equilibrium
The phase constraint relations, when solved with chemical equilibrium relations and element-
to-component transformation, suggests how elements partition in different phases, and how
these elements combine to form components. The chemistry of precipitation and dissolution
reactions are simplified by several adjustments which can be later relaxed. In this section,
we see an example of a mineral precipitation reaction considered as a chemical equilibrium
reaction coupled with thermodynamic phase behavior. We later describe the results obtained
by solving the coupled phase behavior for this case.

3.3.1. Description of simple calcite system

We consider a simple system of water flowing in the reservoir with 𝐶𝑎𝐶𝑂ኽ as the mineral
present in solid phase and dissolved ions present in aqueous phase at equilibrium. 𝐶𝑎𝐶𝑂ኽ
system can dissolve to 𝐶𝑎ኼ+ and 𝐶𝑂ኼ−ኽ in the aqueous phase and can precipitate back to
solid 𝐶𝑎𝐶𝑂ኽ depending on the amount of aqueous phase present. Now we inject 𝐶𝑂ኼ in the
reservoir which can be present either in gaseous or aqueous phase depending on the pressure
and temperature conditions. The three phase three component system can be described as
shown below. The ↔ arrow indicates phase equilibrium whereas the ↕ arrow indicates
chemical equilibrium. 𝐶𝑎𝐶𝑂ኽ is not present in the gas phase and 𝐶𝑂ኼ, 𝐻ኼ𝑂 is absent from
the solid phase. Three phase scenarios can occur in the current condition 1) three phase 2)
Gas-solid phase or 3) aqueous-solid phase. The thermodynamic equilibrium can be described
using the constant partition coefficient K whereas, the chemical equilibrium can be described
by equilibrium reaction coefficient value 𝐾፬፩ considering aqueous phase as the base phase.
𝐶𝑎𝐶𝑂ኽ disassociation into ions is a heterogeneous equilibrium reaction and is given as

CaCO3 (s) ⟷ Ca2+(aq) + CO3
2-(aq).

• Three phase: When all the three allowable phases vapor, aqueous and solid are present
we have a three phase system. Each mineral here can be considered as one solid phase
and the number of phases may increase as the number of minerals increase. Another
way is to have one solid phase with each solid mineral considered as a separate com-
ponent (𝑤ኻ, 𝑤ኼ… ,𝑤፧) in the solid phase, both techniques offer similar results.

Components Gas aqueous Solid

CO2 3 ⟸⟹ 3 -

H2O 3 ⟸⟹ 3 -

↕
CaCO3 - 3 ⟸⟹ 3

Table 3.3: Three phase behavior of the system

• Two phase If the solution of the three phase flash system provides a negative phase
fraction then the system of equations have to be reduced depending on the type of two
phase region present. The various combinations of two phase region for our system is
shown below.

– Gas-aqueous For a gas aqueous two phase system the chemical equilibrium rela-
tion is not present as there is no solid phase present for the reaction to occur. If the
ion concentration in the aqueous phase becomes greater then the solubility limit of
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𝐶𝑎𝐶𝑂ኽ in water, solid deposition will occur and the equilibrium reaction is included
which causes the system to move to the three phase region. Equation (1.8) to (1.11)
along with the element to component transformation equation are used to resolve
the phase behavior.

Components Gas aqueous

CO2 3 ⟸⟹ 3

H2O 3 ⟸⟹ 3

CaCO3 - 3

Table 3.4: Two phase region gas-aqueous

– Gas-solid For a gas solid two phase region only the phase fraction constraint and
the composition constraint is enough to completely define the system along with
the three component to element transformation equation as there are no thermo-
dynamic and chemical interaction between these two phases.

Components Gas Solid

CO2 3 -

H2O 3 -

CaCO3 - 3

Table 3.5: Two phase region gas-solid

– Aqueous-solid For this two phase region the system is closed only by using the
chemical equilibrium relation as there is no thermodynamic equilibrium between
solid and aqueous phases. Therefore, the system is defined by equation (1.19),
equation (1.9) to (1.11) and element to component relations (2.7).

Components Aqueous Solid

CO2 3 -

H2O 3 -

↕
CaCO3 3 ⟸⟹ 3

Table 3.6: Two phase region aqueous-solid

• Single phase If the three phase chemical flash solution gives two phase fractions as
negative then we are in single phase region. Therefore, we just need the component to
element transformation equation to completely define the system.
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Now we can define the complete set of phase behavior equations depending on the type of
phase present. Using the law of mass action, we can algebraically write the above reaction
in terms of activities of present components as shown in (1.19). The molality relations can
be used to convert the relations in terms of component mole fractions

𝐾፪ =
55.508ኼ ∗ 𝛾ፂፚᎴ+ ∗ 𝛾ፂፎᎴ−Ꮅ ∗ 𝑥ፂፚᎴ+ ∗ 𝑥ፂፎᎴ−Ꮅ

𝑥ኼ፰ፚ
. (3.6)

For very dilute solution, we can assume activity coefficient to be one and reduce the above
equation to

𝐾፪ ∗ 𝑥ኼ፰ፚ − 55.508ኼ𝑥ፂፚᎴ+𝑥ፂፎ3Ꮄ− = 0. (3.7)

For less dilute solutions activity coefficients models can be used to determine the correct
activity coefficient values.

To resolve the combined thermodynamic and chemical equilibrium simultaneously we solve
the set of thermodynamic relations starting from fugacity relations (1.8) to phase fraction
relations (1.11)

𝐾𝑥።ኻ − 𝑥።፣ = 0, 𝑖 = 1,… , 𝐶, 𝑗 = 2,… , 𝑃.

𝑧። −
ፏ

∑
፣=ኻ

𝑥።፣𝑣፣ = 0, 𝑖 = 1,… , 𝐶,

ፂ

∑
።=ኻ

𝑥።ኻ −
ፂ

∑
።=ኻ

𝑥።፣ = 0, 𝑗 = 2,… , 𝑃,

ፏ

∑
፣=ኻ

𝑣፣ − 1 = 0,

along with the chemical equilibrium reaction relations (3.7)

𝐾፪ ∗ 𝑥ኼ፰ፚ − 55.508ኼ𝑥ፂፚᎴ+𝑥ፂፎ3Ꮄ− = 0,

and element to component transformation equation (2.7)

zፄ
ፂ

∑
=ኻ

ፄ

∑
፞=ኻ

𝑒፞𝑧 − Ez = 0,

using Newton method. As, we write the governing equation in terms of elements the input to
the extended flash solver includes element mole fractions instead of component mole frac-
tions. Before beginning the combined chemical + thermodynamic flash, the initial fluid phase
component mole fraction guess values are determined by solving the RR equation. Solving
the flash using the element mole-fractions is not straightforward as the element to compo-
nent transformation is highly nonlinear in nature. This nonlinearity arises from the fact that
a same element can be present in different components which can be distributed across dif-
ferent phases. Also the number of elements in a system is always less than the number of
components that is why a direct conversion is not possible as the system is underdefined.
Solving the element balance equations along with the thermodynamic and chemical equi-
librium relations closes the whole system and provides how these elements distribute into
different phases and how they combine to form different components. The solution to these
equations provide us the phase fraction and the mole fractions of components in different
phases.

If the solution gives all the three phase fraction values as positive, then the system is in
a three phase region. If anyone of the phase fractions is negative then that phase is missing,
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and we reduce the system of equations to the two phase case. If both the phase fractions
are negative, then there is only one phase present. Figure (3.5) shows the phase distribution
generated using the element flash + chemical equilibrium solver for different values of 𝐾፬፩
ranging from 10−ዂ to 5800. A range of 𝐾፬፩ values are taken to check the robustness of the
coupled thermodynamic and chemical equilibrium solver and to understand how the phase
regions change with changing 𝐾፬፩ values at constant pressure, temperature and partition
coefficient values. Therefore, starting with the element mole fractions, partition coefficients,
and equilibrium reaction constant values, we can resolve the phase behavior of chemical and
thermodynamic equilibrium system in a coupled manner. The yellow region in figure (3.5) is
the three phase region, dark blue is the single aqueous phase region and the rest of the colors
represent different two phase regions. We know that as the value of 𝐾፬፩ increases more ions
can dissolve in aqueous phase hence the solid phase region should decreases. This can be
seen clearly in the figure below as we increase the 𝐾፬፩ values the three phase yellow region
starts to shrink and the single phase aqueous region starts increasing. Higher 𝐾፬፩ values
allows the aqueous phase to have much higher tendency to hold dissolved ions.

We now summarize the steps which are required to resolve the chemical and thermodynamic
equilibrium simultaneously using element fractions. These steps can be used to resolve mul-
tiple chemical equilibrium reactions in a coupled manner.

• Create equilibrium rate annihilation matrix using equation (2.1) and pre-multiply it
with the component based mass balance equation.

• Using the thermodynamic partition coefficient values for the components determine
initial guesses of the phase compositions by solving the thermodynamic RR equation
(1.13).

• Beginning with just element mole fractions and partition coefficients solve the set of
chemical equilibrium relations, element to component transformation relations and
thermodynamic relations together in one nonlinear Newton loop.

• The solution provides the mole fraction of each component in each phase along with
the phase fractions. This can be used to determine the overall mole fraction of the
components at any time.

• Using the phase fractions, mole fraction, and the density values we can determine the
alpha and Beta operators for the OBL approach which are discussed in the following
chapters.

We summarize some of the key finding of this chapter before moving to transport solver.
Farshidi et al. (2013) first solved element balance governing equation using molar for-
mulations in a fully implicit loop. In her method, the governing equations are written
in terms of components with solid components described in terms of concentration.
Sriyanong (2013) showed how to convert these component based element balance gov-
erning equation into element based governing equations. This allowed for a general
treatment of solid phase and solid composition. But, the phase resolution in his work
was highly specific to the system and it relied on a particular formulation of element
matrix. His work relied on the matrix inversion of an element mole fraction to determine
the mole fractions of components which are used as inputs to flash calculations. This
method works only till the number of elements are equal to number of components and
the resulting matrix was square and invertible. In this section we showed how we can
resolve the phase behavior with lesser number of primary equations when compared to
components, by using the chemical equilibrium reactions as the closing relations. This
provides a general treatment of solid phase and gives us the flexibility to generate ele-
ment matrices which are not invertible but still can be used to determine the component
mole fractions.
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Figure 3.5: Phase distribution of 3 phase CaCO3 system with increasing values of Ksp



4

Chapter 4:
Reactive compositional Transport

In the chapter 2, we showed how to reduce 𝐶 overall mass balance equations to 𝐸 element
mass balance equations and 𝐾 kinetic equations and, then showed the procedure to simulta-
neously resolve thermodynamic and chemical equilibrium in a coupled manner in chapter 3
along with an example of caclite mineral precipitation/dissolution reaction. The samemethod
is later extended for multiple homogeneous and heterogeneous equilibrium reactions. In this
chapter we show how to couple the phase behavior calculations with the transport equation
and solve the coupled nonlinear system in a full implicit manner using OBL method. We first
test the robustness of the coupling by solving the system using a standard IMPEC approxi-
mation and then solving the system using OBL for fully implicit approximation. We modify
the compositional OBL operators to include the effects of chemical reaction into them. We
plot the modified alpha and Beta operators and describe the procedure to solve the govern-
ing equation using these operators. We consider here just one mineral precipitation and
dissolution reaction which is assumed to be at equilibrium.

4.1. IMPEC
As discussed in chapter 2 the reduced set of 𝐸 governing equations is given by equation (2.6)

𝜕𝜙𝜌ፄፓzፄ
𝜕𝑡 + El = 0. (4.1)

where zE = [𝑧ኻ, 𝑧ኼ, … 𝑧ፄ]ፓ, l = [𝑙ኻ, 𝑙ኼ, … , 𝑙፧ᑔ]ፓ. l is still written in terms of components but pre-
multiplying it with the E matrix reduces El into a 𝐸×1 vector. Since the reaction is purely an
equilibrium reaction we do not have reaction rate 𝑟፪ in the governing equation. K is 0 as there
are no kinetic reactions involved in this case. The pressure solver for this incompressible case
determines the pressure distribution in the reservoir from which velocity is determined. For
an incompressible system the governing equation for flow solver reduces to

𝜕𝑢ፓ
𝜕𝑥 =

𝜕
𝜕𝑥

𝐾𝑘፫
𝜇

𝑑𝑝
𝑑𝑥 = 0. (4.2)

Here the rock permeability is determined at the interface by harmonic averaging of the per-
meability of neighboring grid blocks. The mobility (፤ᑣ᎙ ) of the fluid is determined using the
upwind approximation. The total velocity calculated from equation (4.2) is used in the trans-
port solver. The discretized form of the governing equation for explicit transport is given
below

(𝜌ፄፓ𝜙zE)፧+ኻ − (𝜌ፄፓ𝜙zE)፧
𝑑𝑡 + 𝑢፭

fፄ፣ − fፄ፣−ኻ
𝑑𝑥 ,

where the j is the grid index and fE is the fractional flow of the elements gives as

fፄ = Eፄ×ፂ ∗ fፂ×ኻ.

Here f is the overall fractional flow of a component present in different phases and it is a
function of phase composition and phase fractions. There are 3 governing equations as the

29
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last element fraction can be determined using

ፄ

∑
፞=ኻ

zፄ = 1.

Few assumptions are made in order to solve the current system explicitly just to check the
robustness of the extended thermodynamic + chemical flash solver. The results of the 1D
IMPEC solution with one solid dissolution/precipitation equation of 𝐶𝑎𝐶𝑂ኽ mineral is shown
below. The left figure gives the elemental mole fraction distribution whereas the right figure
shows the overall mole fraction of components, which are derived from the element mole
fraction values. We can see that the amount of mineral present is only dependent on the

Figure 4.1: Plot of the element and component composition profile using IMPEC solver

amount of water in the grid. These results are not discussed in much detail here cause the
mass balance equation is solved explicitly by making multiple assumptions. But the results
above show the nature of solution we can expect from the fully implicit OBL technique which
is described in the next section and the simulation results are shown in chapter 5. These
results just indicate the robust coupling between the extended flash + chemical solver and
the transport solver.

4.2. Operator Based Linearization
After testing the coupling between phase behavior and transport equation in the IMPEC ap-
poroximation, we now solve the system using OBL which is a fully implicit scheme. We
have discussed in chapter 1 how OBL approach resolves the nonlinearity in flow and trans-
port equation. In this section we generate operators which are used in the OBL technique
to model reactive flow and transport. We will modify the traditional accumulation and flux
based operators to account for the chemical reactions and show the nature of these operators
for a simple 4 element case with one calcite reaction as described in Chapter 3.

4.2.1. Adding Chemical reaction in OBL

We discussed the OBL approach for compositional transport i:e where the operators do not
take chemical reactions into account. Here we modify the operators to include equilibrium
reactions into it. We start with a simple 𝐶𝑎𝐶𝑂ኽ dissolution precipitation reaction example
where the reaction is considered as an equilibrium one. The phase behavior in this system
can be defined using the approach described in Chapter 3. Since the governing equations in
reactive transport are written in terms of elements, the operators have slightly different form
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as compared to the compositional OBL formulation. The element based governing equation
is described as

𝜕𝜙ፓ𝜌ፄፓzፄ
𝜕𝑡 + El = 0.

Here 𝜙ፓ is the total porosity of the rock which includes the reactive and the fluid part. It
always remain constant throughout the course of the simulation as the non-reactive part of
the rock does not take part in any reaction or flow. The fluid porosity keeps on changing
with the change in reactive porosity hence affecting the permeability of the system. This has
been briefly discussed in chapter 2. Since the elements are also part of solid phase, the total
mole fractions of elements should also include the solid component. Therefore, we take the
total porosity of the rock in the accumulation terms which remains constant throughout the
course of transport. The alpha operator for the chemical reaction system is given as

𝛼።(𝜔) = (1 + 𝑐፫(𝑝 − 𝑝፫፞፟))𝜌ፄፓ 𝑧ፄ። , 𝑖 = 1,… , 𝐸. (4.3)

Using the definition of 𝜌ፄፓ from (2.5), 𝛼። operator can be can written as

𝛼።(𝜔) = (1 + 𝑐፫(𝑝 − 𝑝፫፞፟))

፧ᑔ
∑
=ኻ

ፄ
∑
፞=ኻ

𝑒፞𝑧
፧ᑡ
∑
፩=ኻ

፯ᑡ
ᑡ

∗ 𝑧ፄ። , 𝑖 = 1,… , 𝐸.

Here zፄ is a 𝐸 sized element vector whereas 𝜌ፄፓ and compressibility 𝑐(𝑝) are scalar quantities.

Figure 4.2: alpha operators for the four element CaCOᎵ system

In addition, 𝜌ፄፓ depends on the overall mole-fraction distribution of the components in a grid
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block. For the current system, we assume the density of all phases to be equal to one so we
can reduce the alpha operator to

𝛼።(𝜔) = 𝑐(𝑝) ∗
፧ᑔ
∑
=ኻ

ፄ

∑
፞=ኻ

𝑒፞𝑧 ∗ 𝑧ፄ። , 𝑖 = 1,… , 𝐸. (4.4)

Space dependent parameter 𝑎 is modified to include the total porosity instead of fluid poros-
ity. The total porosity is constant throughout the course of the simulation, unlike the fluid
porosity which changes as the reaction proceeds. Due to considering total porosity in the
accumulation term 𝜙ፓ

፨ becomes a space dependent parameter instead of state dependent
parameter reducing the nonlinearity in the alpha operator

𝑎(𝜉) = 𝑣(𝜉)𝜙ፓ
፨(𝜉). (4.5)

Here, 𝜙ፓ
፨ is the total initial porosity which does not vary with time but only in space. The con-

cept of total porosity and how it depends on the mineral mole fraction was described in detail
in Chapter 2. The alpha operators generated for the current system are shown in figure (4.2).
The last operator for the current system represents the combined accumulation of both the
ion species 𝐶𝑎ኼ+ and 𝐶𝑂ኼ−ኽ since they behave exactly the same when there is no new source
for these ions (electrical neutrality principal). Hence, we are able to represent a four-element
system with just three elements. This is not the case when there are multiple reactions or
there is some source of individual ions present. Generally, the number of operators will be
equal to the number of elements present in the reservoir.

Figure 4.3: Beta operators for the four element CaCOᎵ system

The 𝛽 operators are similar to the conventional compositional case with the difference only
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in the fact that it is pre-multiplied by the Equilibrium Rate Annihilation matrix in the flux
terms. The E matrix takes into account the flux of all components formed by a particular
element. Therefore, it is a sum of overall fractional flow of all the components which contain
the individual elements. The 𝛽 operators for the current system is given below.

𝛽።(𝜔) = Eፄ×ፂ × lፂ×ኻ, (4.6)

where E is the equilibrium rate annihilation matrix and l is the flux term. The above equation
can be written in terms of phase compositions as

𝛽።(𝜔) =
ፂ

∑
=ኻ
(𝑒ic ×

ፏ

∑
፣=ኻ

𝑥፣𝜌፣
𝑘፫፣
𝜇፣
), 𝑖 = 1,… , 𝐸. (4.7)

where 𝑒። is the amount of element i in component c. In total, there should be 𝐸 number of 𝛽።
operators but for this example, we just need three similar to 𝛼። operators. These operators ei-
ther can be created in the pre-processing stage and stored in the form of tables parametrized
using p and 𝑧ፄ as variables or can be generated during the course of simulation as and when
they are required (Adaptive OBL). These operators are used to linearize equation (2.6) and
write in operator form as shown in equation (1.25) see Voskov (2017) for details. Based
on the values of p and 𝑧ፄ the location in the parameter space is identified and the value of
these operators and their derivatives are calculated using linear interpolation of the neigh-
boring base node points. Depending on the difficulty in convergence and the error in the
simulation results, the uniform parameterized grid can be further refined. The algorithm for
parametrized reactive compositional transport is given in figure (4.4).

4.2.2. Challenges

Reducing the governing equation from component based to element based have the following
advantages:

• Reduced number of governing equations as elements are in general lesser in number
than components. Therefore, the linear system which has to be resolved is smaller in
size hence more computationally efficient. This is more evident when a large number of
components are written using fewer elements.

• Since the elements are always conserved we can decouple equilibrium reaction rates
from the transport equation allowing us to effectively resolve phase behavior in a fully
coupled manner and take larger time steps during simulation.

Though the element based representation allows us to resolve the system faster, but it still
posses few challenges which have to be resolved first.

• As described in the previous chapter, the element to component transformation is not
so straightforward, since it is a nonlinear function. We described how we managed to
resolve this issue in the previous chapter but we had to reduced the nonlinearity of
activity coefficient model by assuming activity coefficients of the ions as 1.

• To solve the coupled reactive system implicitly will require calculation of complex deriva-
tives of the governing equations with respect to the unknown variables(pressure and el-
ement mole fraction). Thus to avoid this we take use of the operator based linearization
technique. Using OBL we can easily determine these derivatives, we need derivatives of
a linear interpolating function with respect to the unknown variables which are easier
to calculate.
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• Even though we are using OBL to model the system we also face some issues with it. In
cases with a large component system, there are only a few elements which can be used
to solve the system. However, to parameterize the space with elements, we should have
the mole fraction of elements in exact ratio for the flash solver to work. For example if we
have 𝐶𝑂ኼ as a component and we write it using C and O elements, then we need exactly
twice the amount of moles of O with respect to C so as to parametrize the system for
COኼ. This can be resolved by using non-uniform adaptive mesh, which is left for future
research works.

Given primary variables P,zፄ, z where
𝑐 = 1,… , 𝐾. Determine the opera-
tor values for these primary variables.

Find the location of the
grid in parameter space

Adaptive OBL or OBL

OBL

All base node values stored in tables

Run extended flash.
Calculate the missing operator values.
Add the operators values in the table.

Interpolate alpha and beta
operators using the tables

and calculate the derivatives.

Compute the Residual of the gov-
erning equation. If 𝑅፩ = 0

time 𝑡 = 𝑡 + Δ𝑡

Solve for the primary variables using matrix in-
version of the linear system of R and J matrix

No

yes

No

linear solver

Yes

Figure 4.4: Flow diagram for parameterization of element based formulation of reactive compositional transport
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Chapter 5:
Results

In this section, we present the results generated using the newly developed element based
formulation and Adaptive OBL for different cases with single and multiple reactions. The
𝐾፬፩ values calcite equilibrium reactions are highly scaled up to make the reaction more pro-
nounced in the simulation. The partition coefficients used here are pressure based functions
which are stored in the form of tables and are interpolated based on pressure values during
simulation.

5.1. Incompressible flow and transport
In this section we neglect the compressibility of the fluid and perform 1D andmulti-dimension
simulations.

5.1.1. Reactive flow and transport in 1D

The results in this section are generated using adaptive OBL framework for 1D test case with
one calcite dissolution and precipitation reaction given below,

CaCO3 (s) ⟷ Ca2+(aq) + CO3
2-(aq),

MgCO3 (s) ⟷ Mg2+(aq) + CO3
2-(aq).

The simulation was performed for 2000 days. In the first simulation run, we model just one
mineral reaction therefore, only the first reaction affects the porosity. Figure (5.1) shows the
element mole fraction profile on the left and overall component mole fraction profile along
with porosity profile on the right. The details of the reservoir, fluid properties and simulation
parameters for this section is shown in Appendix C. Since we assume that there is no addi-

Figure 5.1: Element and Component profile

tional source of ions apart from the amount already present, the mole fraction of ions in water

35
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is only a function of the reaction coefficient value. We can see the mole fraction of ions varying
based on the water amount present, which moves along the 𝐶𝑂ኼ shock front. The simulator
solves for the primary element balance equations which produces the element transport pro-
file. Using the element composition, component mole fractions are determined for the whole
domain by running the flash calculation using the end time pressure and element mole frac-
tion values. The right part of figure (5.1) shows the overall composition in which the green line
represents the calcite mole fraction. From the figure we can see that near the injection grid,
there is sudden vaporization of water which leads to calcite deposition. As a result, the fluid
porosity of the system decreases and the reactive porosity increases. Due to the variation
in fluid porosity, the permeability of the reservoir will also be affected which in turn will af-
fect the transport however, permeability variation effects have not been modeled in this work.

Next, we consider two dissolution/precipitation reactions in the system by activating the
rate of the MgCO3 equilibrium reaction. The simulation results are shown in figure (5.2).
Here, the element and component mole fractions at the end of the simulation are shown.
In the composition plot, we can also see the fluid porosity variation which now depends on
the amount of both minerals present in grid. The addition of one more mineral chemical

Figure 5.2: Element and component mole fraction profile

equilibrium reactions shows that the framework is capable of handling multiple equilibrium
reactions. More rigorous reaction cases will be validated later.

5.1.2. Four reaction system using explicit solver

In practical scenarios calcite dissolution/precipitation reaction is a set of chemical equilib-
rium reactions when 𝐶𝑂ኼ is present. In the previous case we only considered the water mole
fraction as the sole criterion to determine the amount of ions present in the system. Whereas
in real case, multiple factors such as 𝐶𝑂ኼ mole fraction, water mole fraction, water pH etc.
govern the dissolution/ precipitation of calcite. The set of four reactions below define the
complete carbonate dissolution/precipitation system. Here the calcite reaction is considered
as an equilibrium reaction for simplicity and its kinetic nature is relaxed.

CaCO3 (s) ⟷ Ca2+(aq) + CO3
2-(aq)

H2O (aq) ⟷ H+(aq) + OH-(aq)

CO2 (aq) + OH-(aq) ⟷ HCO3
-(aq)

HCO3(aq) ⟷ H+(aq) + CO3
2-(aq)

The above system of equations can be represented only with 4 elements as there are 4 chem-
ical equilibrium reactions to close the system. The equilibrium rate annihilation matrix E for
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this case is given as:

E =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

𝐻ኼ𝑂 𝐶𝑂ኼ 𝐶𝑎ኼ+ 𝐻+ 𝐶𝑂ኼ−ኽ 𝐻𝐶𝑂−ኽ 𝑂𝐻− 𝐶𝑎𝐶𝑂ኽ
𝐶𝑎ኼ+ 0 0 1 0 0 0 0 1
𝐻 2 0 0 1 0 1 1 0
𝑂 1 2 0 0 3 3 1 3
𝐶 0 1 0 0 1 1 0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

The stoichiometric matrix for the current system is given as:

S =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

𝐻ኼ𝑂 0 −1 0 0
𝐶𝑂ኼ 0 0 −1 0
𝐶𝑎ኼ+ 1 0 0 0
𝐻+ 0 1 0 1
𝐶𝑂ኼ−ኽ 1 0 0 1
𝐻𝐶𝑂−ኽ 0 0 1 −1
𝑂𝐻− 0 1 −1 0
𝐶𝑎𝐶𝑂ኽ −1 0 0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

Here we can see that using just 4 elements we can represent the eight reaction system. Pre-
multiplying S with E gives a null matrix, hence we can decouple the equilibrium reaction
rates from the element based mass balance governing equations.

Figure 5.3: a) Element profile, b) Overall composition mole fraction profile for 4 reaction case

The solution for the coupled system is given in figure (5.3). The left figure shows the 4 element
mole fractions profile and the right one the reconstructed component profile. The solution
procedure satisfies the charge balance of ions present in the system. The phase behavior
calculations for the above system was done as described in Chapter 3, but for solving flow
and transport we used IMPEC framework. As we described in chapter 4 implementation of
this system using uniform parameterized mesh in OBL is not feasible and is left for future
work. Non uniform mesh generation in the parametrized space is one solution which looks
possible to resolve this issue. However, this example shows the robustness of the extended
flash solver to handle multiple inter-dependent chemical equilibrium reactions.

5.1.3. Reactive flow and transport in 3D

Next, we use the developed framework for a modification of the 3-D Brugge field model (Peters
et al., 2010). In our models, we study the COኼ sequestration in the a saline aquifer with only
one COኼ injection wells and two production wells. We start with the one-layer 2D model and
then extend it to the full 3D model. Figure (5.4) shows the porosity and the rock permeability
for layer 5 at T = 0. The fluid porosity of the system will vary with transport based on the water
fraction present but the permeability is considered to be constant throughout the simulation.
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Figure 5.4: a) Fluid porosity profile, b) Permeability profile for ᑥᑙ layer of the Brugge model at initial conditions

Initially, the 2D simulation was performed for only one layer (layer 5) of the Brugge field and
later extended to all the nine layers. Figure (5.5) shows the dynamics at various times. The
element based governing equations are solved using the fully implicit adaptive OBL method
in the AD-GPRS framework. We can see that as the water mole fraction decreases, the CaCOኽ
deposition occurs based on the equilibrium quotient of the reaction. Since the 𝐾፬፩ for the
reaction is taken unrealistically high for calcite reactions, the initial mole fraction of calcite
is zero at initial conditions of the reservoir. As the 𝐶𝑂ኼ front proceeds water is vaporized and
𝐶𝑎𝐶𝑂ኽ precipitates. If we have lower 𝐾፬፩ values in the order of 10−ዂ we will have more calcite
present in solid form rather than in form of dissolved ions in aqueous phase.

Figure 5.5: a) ፇᎴፎ mole fraction, b) ፂፎᎴ mole fraction, c) ፂፚፂፎᎵ mole fraction for fifth layer of the Brugge model at T =
900,2020 and 5400 days

Next, we switch to the 3D model and include all the nine layers of the Brugge reservoir which
has the shape as shown in figure (B.3) see Appendix B. Figure (B.3) has been developed
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using MRST plotter developed by Sintef to realize the 3D reservoir in Matlab. The green well
is the injector and the 2 red wells are producers. The initial porosity and permeability of the
reservoir is shown in figure (B.1) see Appendix B. Figure (B.2) shows the pressure profile
and the porosity profile in the reservoir at time = 5500 days.

To have a clear visualization of transport within the individual layers below we show results
of three layers are various times. Pressure profile along with mole fraction of 𝐶𝑂ኼ and calcite
are shown for three layers 3, 5 and 8 in figure (5.6). From figure (5.6), it is clear that the
𝐶𝑂ኼ front has progressed maximum in the layer with the highest permeability. In appendix
B, the permeability and porosity distributions for all the layers are shown in the 3D view of
the reservoir. Depending on the permeability value of the layers the pressure drop varies in
each layer, and as a result we have more calcite deposition in layers which are already less
permeable which would further contribute to more pressure drop in that layer. The fluid
properties are shown in Appendix B.

Figure 5.6: a) Pressure profile b) ፂፎᎴ mole fraction c) ፂፚፂፎᎵ mole fraction for layer 3,5 and 8 of the Brugge model

5.2. Compressible flow and transport
In this section we show results generated using the DARTS framework as it provides robust
simulation results for reactive transport framework. We include fluid compressibility into
the system and study its effects on mineral precipitation and dissolution reaction for NaCl.
We first show the result generated considering compressibility for the fluid phase and the
rock phase. The result shown in Figure (5.7) are generated using pressure based constant K
values at T = 1100 days. There is one injection and one production well in this 1D reservoir
see Appendix C for reservoir properties and initial conditions. Darts implementation allows
us to model wells in our 1D case which were missing in the earlier 1D implementation.
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Figure 5.7: a) Element profile, b) Overall composition mole fraction profile for near well precipitation case

5.2.1. Near well mineral precipitation
In this section, we model near well mineral precipitation of halite using the framework de-
scribed earlier. Near well mineral precipitation is prevalent in many gas producing wells in
the North sea. It is also encountered in gas injection wells, where 𝐶𝑂ኼ is injected into saline
aquifers for sequestration. We use a simple 2D heterogeneous model with either production
or injector wells in the center. We use unstructured griding with radial coordinates as we are
interested in only the near well regions. Figure (5.7) shows the grid structure with 1 well at
the center. We model only one halite dissolution/ precipitation reaction which can be later

Figure 5.8: Unstructured grid layout

extended for cases with multiple mineral deposition reactions for other applications. The re-
action has a 𝐾፬፩ value of 36. We neglect capillary and gravitational forces for now but it can
be later included for accurate mineral deposition modeling results which are more effective

NaCl (s) ⟷ Na+(aq) + Cl-(aq),

in capturing real world scenarios. Since, DARTS uses advanced linear solving techniques
solving this system with DARTS using the proposed framework shows the robustness and
the ease with which this method can be extended to model chemical interactions without any
modification to the original simulator framework.

Production Well Scenario
Due to large pressure drop near production wells, the pressure in the near well region reaches
close to vaporization pressure of water. As the brine in the reservoir contains dissolved
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sodium chloride ions, vaporization of the water cause precipitation of these ions. With con-
tinuous production overtime, all the water in the pore is evaporated due to the low pressure
conditions. These dry near well regions start attracting water from within the reservoir due
to capillary forces. As a result, there is fresh charge of brine into these areas, which overtime
causes blockage of the pores and leads to decline in production rates from the well. In some
cases where the pressure in the near well region is high enough to keep the brine in liquid
state, mineral deposits occur in the production tubing as pressure drops. This eventually
leads to build up of scales in the tubing wall and leads to reduction of tubing diameter. Below
figure (5.9) shows the plot for NaCl precipitation with time.

Figure 5.9: NaCl deposition near producer well with time a) T=0 b) T=100 days c) T = 2000 days

As we can see from the figure above the halite deposition is maximum little bit away from
production well. This is because as soon as fresh brine reaches the deposition zone, due the
low pressure conditions water vaporizes and all the halite is deposited in that zone. There-
fore, we see maximum deposit occurring in this zone which continues until the pore space is
completely blocked for fluid flow. When the pores are completely blocked, well treatment is
required to maintain production from the well, which generally involves water washing using
acid or only fresh water to dissolve the deposits. As a further extension, we can simulate the
cycle of well production and well treatment by converting the gas producer into water injector
and optimizing the complete cycle for all the wells in a field in order to maintain optimum
field production rates. For simulation parameters refer to Appendix C and for mole fraction
profile of other components refer Appendix D.

Injector Well Scenario

A similar kind of effect is also seen near injection wells, when 𝐶𝑂ኼ is injected into saline
aquifer. We see NaCl deposit near the well due to vaporization of the water nearby. Below
the figure shows NaCl deposits at time T=0, T=100 and T=200 days in the near well regions
of the reservoir. With this simulation we tried to capture roughly the injectivity decline seen
in some wells due to mineral deposits. But more rigorous implementation would be required
for accurate modeling. In Appendix C the initial condition and the reservoir details are given.

Figure 5.10: NaCl deposition near injector well with time a) T=0 b) T=100 days c) T = 200 days

In Appendix D simulation result of other components at time T = 100 days is also given for
this injection well scenario.
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Chapter 6:
Summary,Conclusion and Future work

6.1. Conclusion
We present a novel simulation framework which includes chemical equilibrium reactions
fully coupled with flow and compositional transport. The new nonlinear formulation reduces
the component-based governing equations to element-based mass balance equations, and
provides an effective coupling between chemical equilibrium reactions, thermodynamic equi-
librium and compositional flow and transport as described in chapter 2. This is the first time
element based governing equations are used to solve a coupled thermodynamic and chemical
equilibrium system in a fully implicit manner using molar formulations and OBL approach.
We solve the element based mass balance equation system by integrating it into the OBL
framework and creating completely new accumulation and flux operators, which are capable
of handling effects of chemical reactions.

For computation of thermodynamic equilibrium we use the multiphase multistage negative
flash technique described in chapter 3. We showed adding a Newton loop within bisecton
loops greatly improves the computational efficiency of flash solvers and that further efficient
solving techniques can be used to speed up the thermodynamic flash solutions. For com-
putation of coupled phase behavior, we expanded the negative flash technique to include
chemical reactions into the nonlinear loop. This approach was rigorously validated for a
single equilibrium reaction coupled with two fluid phase thermodynamics. For reactive flow
and transport, we use an element-molar formulation where the secondary unknowns are
fully resolved by the extended multiphase flash. The input to the extended flash solver are
the primary unknowns which are element mole fractions and the output are phase and com-
ponent phase fractions, required for solution of reactive flow and transport.

In Chapter 4, we used the recently proposed Adaptive Operator-Based Linearization (OBL)
technique to solve the nonlinear mass balance equations in a fully-implicit manner. The con-
ventional operator formulation was modified to handle chemical equilibrium reaction effects.
The developed extended multiphase flash provides an effective parametrization of operators
in the governing equations based on the element mole fractions and pressure values for an
isothermal case. The reactive-compositional simulation was performed using the OBL frame-
work for few physical models to check for the robustness of the method. This framework
significantly improves the run-time of the simulation due to a reduced size of the algebraic
system of equations and an optimized utilization of the reactive multiphase flash in OBL.

A simple mineral dissolution and precipitation system with one and two equilibrium reactions
is modeled using adaptive OBL approach. To demonstrate the applicability of the developed
framework to realistic problems, we modify the Brugge field and transform it to the problem
of 𝐶𝑂ኼ storage in the depleted gas field with one 𝐶𝑂ኼ injector and two producers. We success-
fully model the process of calcium-carbonate deposition due to the changes in pressure and
composition. We also showed the robustness of the framework by applying it real world test
cases of near well deposition.
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6.2. Future work
There are many avenues in which further research derived from this work can be focused on.

1. The reduction of governing equation, as described in Chapter 2, was applied for equi-
librium reactions only. This reduction and phase solution technique can be extended
to model multiple chemical equilibrium and kinetic reactions simultaneously. This will
allow us to to model more rigorous chemical interactions in the subsurface reservoir
such as EOR, geothermal, well acidization etc.

2. The method described in Chapter 3 should be extended to include more complex EOS,
ionic and reaction models, which can be solved simultaneously in a nonlinear loop for
predictions of phase behavior.

• Testing the method using full EOS-based phase behavior instead of constant K
values in thermodynamic flash for accurate phase behavior calculations.

• Using complex ionic models (e.g. Debye-Huckle formulation) to determine the ac-
tivity coefficients of the ionic species present in aqueous phase.

3. Relaxing the following assumptions currently used to solve the operator-based transport
equation.

• Adding capillary pressure, dispersion and gravitational forces into the governing
equation; for example, in the near-well dry out cases, the capillary forces plays an
important role in attracting water from the reservoir.

• Include volume change in mixing for the gas, aqueous and solid phases.
• Consider non-isothermal cases which will affect reaction kinetics and thermody-
namic equilibrium.

4. Modeling permeability variation with changes in porosity for accurate modeling of flow
in the reservoir.

5. Modeling multiple chemical equilibrium reactions using an extended OBL technique
based on non-uniform parameterization of operators as described in section 4.2.2.

6. To check effectiveness of OBL method in capturing nonlinearities in reactive transport
by comparing it with fully implicit element-based solution technique as described in the
section 1.3.

7. The results generated in chapter 5 for near-well mineral precipitation, can be validated
by performing core dry-out and production-scale experiments using brine to analyze
the effectiveness of this technique. For an accurate analysis more physics should be
incorporated to judge the performance of the framework. A detailed study has been
done in the area of near well mineral deposition by Pruess and Müller and Noh et al.
(2007), which can serve for further model improvements.

• There are some analytical solutions given by Zeidouni et al. and Pruess based on
the fractional flow analyses of salt precipitation which can be used to compare the
numerical results with analytical.

• There are some experimental results documented by Ott et al. (2011) for salt depo-
sition, which can be used for benchmark studies.
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Appendix A

This section shows the algorithm used to solve the Rachford Rice equation using combined
newton and bisection strategy. As described in Chapter 3 we add a Newton loop to improve
the computational efficiency of the system the algorithm for the procedure is shown below.

Algorithm
1: Check whether the set of K values are correct as described in section 3.1.2 point 1.

2: Find the boundaries of 𝑣ኼ and start the bisection loop to solve for 𝑓ኻ(𝑣ኻ, 𝑣ኼ፦።፧) = 0 and 𝑓ኻ(𝑣ኻ, 𝑣ኼ፦።፝) = 0.
2.1: Find the limit of 𝑣ኻ at 𝑣ኼ፦።፧ and 𝑣ኼ፦።፝ using equation (3.3) to (3.5).
2.2: If 𝑓ኻ(𝑣ኻ፦።፧ , 𝑣ኼ፦።፧) ∗ 𝑓ኻ(𝑣ኻ፦።፝ , 𝑣ኼ፦።፧) > 0

𝑣ኻ፦።፧ = 𝑣ኻ፦።፝
else
𝑣ኻ፦ፚ፱ = 𝑣ኻ፦።፝

2.3: If 𝑣ኻ፦።፧ − 𝑣ኻ፦።፝ < 𝑡𝑜𝑙(𝑣1) enter into Newton loop else continue with Bisection (step 2.2)
2.3.1: Calculate the derivatives of the function 𝑓ኻ(𝑣ኻ፦።፝ , 𝑣ኼ፦።፝) wrt 𝑣ኻ
2.3.2: Calculate the value of 𝑣፧+ኻኻ፦።፝ using Newton update

𝑣፧+ኻኻ፦።፝ = 𝑣፧ኻ፦።፝ −
፟Ꮃ(፯Ꮃᑞᑚᑕ ,፯Ꮄᑞᑚᑟ)

፝፟Ꮃ/፝፯Ꮃ

2.3.3: If 𝑓ኻ(𝑣፧+ኻኻ ) − 𝑓ኻ(𝑣፧ኻ ) < .3 or 𝑣፧+ኻኻ፦።፝ goes out of the initial bisection limits then
Reduce the tol(v1) value to much smaller value
Switch out of Newton loop and back to bisection (Step 2.2) with reduced tol(v1) value
else
continue to step 2.3.1

2.4: Go to step 2.2 and solve until 𝑓ኻ(𝑣ኻ፦።፧ , 𝑣ኼ፦።፧) = 0 and 𝑣ኻ፦።፧ − 𝑣ኻ፦።፝ = 0
2.5: Similarly solve for 𝑓ኻ(𝑣ኻ፦።፝ , 𝑣ኼ፦።፝) = 0

3: Determine the value of function 𝑓ኼ(𝑣ኻ፦።፧ , 𝑣ኼ፦።፧) and 𝑓ኼ(𝑣ኻ፦።፧ , 𝑣ኼ፦።፧).
3.1: If 𝑓ኼ(𝑣ኻ፦።፧ , 𝑣ኼ፦።፧) ∗ 𝑓ኼ(𝑣ኻ፦።፝ , 𝑣ኼ፦።፝) > 0

𝑣ኼ፦።፧ = 𝑣ኼ፦።፝
else
𝑣ኼ፦ፚ፱ = 𝑣ኼ፦።፝

3.2: If 𝑣ኼ፦።፧ − 𝑣ኼ፦።፝ < 𝑡𝑜𝑙(𝑣2) enter into Newton loop else continue with Bisection (step 3.1)
3.2.1: Calculate the derivatives of the function 𝑓ኼ(𝑣ኻ፦።፝ , 𝑣ኼ፦።፝) wrt 𝑣ኼ
3.2.2: Calculate the value of 𝑣፧+ኻኼ፦።፝ using Newton update

𝑣፧+ኻኼ፦።፝ = 𝑣፧ኼ፦።፝ −
፟Ꮄ(፯Ꮃᑞᑚᑕ ,፯Ꮄᑞᑚᑕ)

፝፟Ꮄ/፝፯Ꮄ

3.2.3: If 𝑓ኼ(𝑣ኻ, 𝑣፧+ኻኼ ) − 𝑓ኼ(𝑣ኻ, 𝑣፧ኼ ) < .3 or 𝑣፧+ኻኼ፦።፝ goes out of the initial bisection limits then
Reduce the tol(v2) value to much smaller value
Switch out of Newton loop and back to bisection (Step 3.1) with reduced tol(v2) value
else
continue to step 3.2.1

4 If 𝑓ኼ(𝑣ኻ፦።፝ , 𝑣ኼ፦።፝) = 0 solution determined else go to step 2 and start with new 𝑣ኼ፦።፧ and 𝑣ኼ፦።፝ values.

Table A.1: Algorithm for addition of Newton loop
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Appendix B

This section shows the 3D results mentioned in chapter 3 using the MRST 3D plotter by
Sintef. A 3D visualization provides a clear picture of the nature and extent of the reservoir
along with well locations. Figure (B.1) shows the initial property distribution in the Brugge
reservoir.

Figure B.1: a) Fluid porosity profile, b) Permeability profile for all the layers of the Brugge model at initial conditions

Figure (B.2) shows the pressure distribution and porosity variation in the reservoir at time
= 5500 days

Figure B.2: a) Pressure profile, b) porosity profile for 3D Brugge reservoir at T = 5500 days

Figure (B.3) shows the overall composition distribution in the Brugge reservoir when 𝐶𝑂ኼ is
injected in a saline aquifer. Layer 3, 5 and 8 composition profile is given separately in for
detailed study.
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Figure B.3: Overall mole fraction for 3D Brugge reservoir at T = 5500 days

Figure (B.4) shows the initial porosity of layer 3, 5 and 8 for the 3D simulation shown
in Chapter 5.

Figure B.4: NaCl deposition near injector well with time a) T=0 b) T=100 days c) T = 200 days

Figure (B.5) below shows the porosity profile of layer 3,5 and 8 at T = 5500. There are small
variations which can been seen before the trailing shock front.

Figure B.5: Porosity profile at T = 5500 a) layer 3 b) layer 5 c) layer 8
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Appendix C

In this section, we define the fluid and rock properties as well as OBL parameters used in the
simulation for the incompressible and compressible cases. We first start with the fluid and
rock properties for the incompressible fluid case and then move on to the compressible fluid
case. In the last part we give parameters used in modeling well scenarios using unstructured
grids.

Incompressible Fluid Case
Table (C.1) to table (C.4) shows the rock and fluid properties for the simulation results gen-
erated in section 5.2. The rock is considered almost incompressible and the total porosity is
taken as 0.3.

Phase Water Gas Solid
Residual saturation (ፒᑛᑣ) 0.0 0.0 0.0
End point relative permeability (ፊᑣᑛᑖ) 1.0 1.0 0.0
Saturation exponent (፧ᑛ) 2.0 2.0 -
Viscosity, cP (᎙ᑛ) 0.5 0.1 -
Rock compressibility, 1/bar ኻኺ−Ꮉ
Total porosity 0.3

Table C.1: Rock and Fluid properties

Table (C.2) shows the initial pressure condition of the reservoir and the OBL parameters
which are used for adaptive simulation. Since the K value variation with pressure is not
considered for this case, we only need 2 pressure points to represent the whole system.

Parameter min max
Pressure limit 119 131
Composition limit 0 1
Pressure points 2
Composition points 64
Initial pressure (ፏᑚᑟᑚ), bar 125
Injection pressure (ፏᑚᑟᑛ), bar 130

Table C.2: OBL Parameters

Table (C.3) shows the initial reservoir elemental mole fractoins and injection element mole
fraction conditions.

Elements ፇᎴፎ ፂፎᎴ ፂፚᎴ+ ፂፎᎴ−
Ꮅ

initial .69 .01 .15 .15
injection .01 0.98 .005 .005

Table C.3: Reservoir compositions

Table (C.4) shows the thermodynamic partition coefficient and the chemical equilibrium con-
stants for two equilibrium reactions. The chemical equilibrium constants 𝐾፬፩ are not true
for the carbonate reaction system and are scaled up to visualize the effects of the chemical
interaction in the reservoir.
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Components ፇᎴፎ ፂፎᎴ ፂፚፂፎᎵ ፌ፠ፂፎᎵ
Thermodynamic Partition coefficient .1 121 - -
Chemical equilibrium constant - - 53.5 ኽ. × ኻኺ−ᎲᎷ

Table C.4: Thermodynamic and Chemical properties

Compressible Fluid Case
Table (C.5) provides the pressure based K values which are used in the DARTS simulation
in section 5.2 under isothermal conditions of 373 K.

Pressure(bar) ኺ ዀኺ ኺ ዂኺ ዃኺ ኻኺኺ ኻኻኺ ኻኼኺ ኻኽኺ ኻኾኺ
ፇᎴፎ .1080 .0945 .0849 .0779 .0726 .0684 .0651 .0624 .0602 .0584
ፂፇᎶ 1149 972 845 750 676 617 569 528 494 465

Table C.5: Thermodynamic and Chemical properties for Compressible case

Table (C.6) provides the OBL parameters used for DARTS simulation.

Parameter min max
Pressure limit 50 140
Composition limit 0 1
Pressure points 16
Composition points 64

Table C.6: OBL Parameters for compressible case

Table (C.7) provide the reservoir and fluid properties for the 1D DARTS case.

Phase Water Gas Solid
Residual saturation (ፒᑛᑣ) 0.0 0.0 0.0
End point relative permeability (ፊᑣᑛᑖ) 1.0 1.0 0.0
Density () ፤፠/፦Ꮅ 1.0 1.0 0.0
Saturation exponent (፧ᑛ) 2.0 2.0 -
Viscosity, cP (᎙ᑛ) 0.5 0.1 -
Rock compressibility, 1/bar ኻኺ−Ꮊ
Water compressibility, 1/bar ኻኺ−Ꮈ
Gas compressibility, 1/bar ኻኺ−Ꮄ
Initial pressure, bar ኻኻ
Injection Pressure, bar ኻኽ
Production Pressure, bar ዃ
Total porosity 0.2
Number of grid blocks 100
Permeability(mD) 100
Length of reservoir(m) 1000

Table C.7: Rock and Fluid properties for DARTS

Table (C.8) shows the initial and injection condition for the DARTS simulation.

Elements ፇᎴፎ ፂፇᎶ ፍፚ+ ፂ፥−
initial .80 .001 .0995 .0995
injection .00000001 0.99999998 .000000005 .0000000005

Table C.8: Reservoir compositions for DARTS

Near Well Precipitation
The pressure based K values and OBL parameters are same as in the previous case given in
table (C.5) and (C.6).
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Production well

Table (C.9) below provide the reservoir and fluid properties only the properties which are
different from the 1D case are defined.

Phase Water Gas Solid
Density () ፤፠/፦Ꮅ 1000 50 2000
Initial pressure, bar ኻኽ
Production Pressure, bar 
Total porosity 0.2
Number of grid blocks 385

Table C.9: Rock and Fluid properties for production well scenario

Table (C.10) shows the initial condition of the reservoir in the single production well scenario.

Elements ፇᎴፎ ፂፇᎶ ፍፚ+ ፂ፥−
initial .20 .7 .05 .05

Table C.10: Reservoir compositions for production well scenario

Injection well

Table (C.11) table shows the injection and initial condition of the reservoir for the injection
case.

Initial pressure, bar ኻኺ
Injection Pressure, bar ኻኽ
Total porosity 0.2
Number of grid blocks 385

Table C.11: Rock and Fluid properties for injection well scenario

Table (C.12) shows the initial and injection condition of the reservoir in the single injection
well scenario. The missing properties are similar to production well case.

Elements ፇᎴፎ ፂፇᎶ ፍፚ+ ፂ፥−
initial .85 .01 .07 .07
injection .00000001 .99999998 .000000005 .000000005

Table C.12: Reservoir compositions Injection well scenario
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Appendix D

This section shows the results for the pressure and composition profile in the well injection
and production scenario discussed in chapter 5.

Production well scenario

Figure (D.1) below shows the pressure profile and the mole fraction distribution of 𝐶𝐻ኾ at T
= 2000 days.

Figure D.1: Production well scenario using unstructured grid at T =2000 days a) Pressure profile, b) ፂፇᎶ mole fraction profile

Figure (D.2) shows the mole fraction distribution at T = 2000 days for 𝐻ኼ𝑂 and 𝑁𝑎+ ions

Figure D.2: Production well scenario using unstructured grid at T =2000 days a) ፇᎴፎ mole fraction, b) ፍፚ+ mole fraction profile
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Injection Scenario

Figure (D.3) shows the pressure profile and the mole fraction distribution of 𝐶𝐻ኾ at T = 100
days.

Figure D.3: Injection well scenario using unstructured grid at T =2000 days a) Pressure profile, b) ፂፇᎶ mole fraction profile

Figure (D.4) shows the mole fraction distribution at T = 100 days for 𝐻ኼ𝑂 and 𝑁𝑎+ ions

Figure D.4: Injection well scenario using unstructured grid at T = days a) ፇᎴፎ mole fraction, b) ፍፚ+ mole fraction profile


	Abstract
	Acknowledgement
	List of Figures
	List of Tables
	Nomenclature
	Introduction
	Governing Equation
	Nonlinear Formulations
	Solution Techniques
	Operator Based Linearization
	Scope of Work
	Dissertation Outline

	Reduction to Element Balance formulation
	Stoichiometry matrix
	Equilibrium Rate Annihilation matrix
	Element Formulation
	Porosity Treatment
	Permeability treatment

	Thermodynamic and Chemical Equilibrium
	Thermodynamics Equilibrium
	Two Phase Negative Flash
	Three Phase Negative Flash:
	Four Phase Negative Flash:

	Chemical equilibrium
	Combined thermodynamic and chemical Equilibrium
	Description of simple calcite system


	Reactive compositional Transport
	IMPEC
	Operator Based Linearization
	Adding Chemical reaction in OBL
	Challenges


	Results
	Incompressible flow and transport
	Reactive flow and transport in 1D
	Four reaction system using explicit solver
	Reactive flow and transport in 3D

	Compressible flow and transport 
	Near well mineral precipitation


	Summary,Conclusion and Future work
	Conclusion
	Future work

	Bibliography
	Appendix A
	Appendix B
	Appendix C
	Appendix D

