
 
 

Delft University of Technology

Parametric and Functional Degradation Analysis of Complete 14-nm FinFET SRAM

Kraak, Daniël; Taouil, Mottagiallah; Agbo, Innocent; Hamdioui, Said; Weckx, Pieter; Cosemans, Stefan;
Catthoor, Francky
DOI
10.1109/TVLSI.2019.2902881
Publication date
2019
Document Version
Final published version
Published in
IEEE Transactions on Very Large Scale Integration (VLSI) Systems

Citation (APA)
Kraak, D., Taouil, M., Agbo, I., Hamdioui, S., Weckx, P., Cosemans, S., & Catthoor, F. (2019). Parametric
and Functional Degradation Analysis of Complete 14-nm FinFET SRAM. IEEE Transactions on Very Large
Scale Integration (VLSI) Systems, 27(6), 1308-1321. Article 8678671.
https://doi.org/10.1109/TVLSI.2019.2902881
Important note
To cite this publication, please use the final published version (if applicable).
Please check the document version above.

Copyright
Other than for strictly personal use, it is not permitted to download, forward or distribute the text or part of it, without the consent
of the author(s) and/or copyright holder(s), unless the work is under an open content license such as Creative Commons.

Takedown policy
Please contact us and provide details if you believe this document breaches copyrights.
We will remove access to the work immediately and investigate your claim.

This work is downloaded from Delft University of Technology.
For technical reasons the number of authors shown on this cover page is limited to a maximum of 10.

https://doi.org/10.1109/TVLSI.2019.2902881
https://doi.org/10.1109/TVLSI.2019.2902881


1308 IEEE TRANSACTIONS ON VERY LARGE SCALE INTEGRATION (VLSI) SYSTEMS, VOL. 27, NO. 6, JUNE 2019

Parametric and Functional Degradation Analysis
of Complete 14-nm FinFET SRAM

Daniel Kraak , Student Member, IEEE, Mottaqiallah Taouil , Member, IEEE, Innocent Agbo , Member, IEEE,

Said Hamdioui , Senior Member, IEEE, Pieter Weckx, Member, IEEE, Stefan Cosemans, Senior Member, IEEE,
and Francky Catthoor, Fellow, IEEE

Abstract— Designers typically add design margins to compen-
sate for chip aging. However, this leads to yield loss (in case of
overestimation) or low reliability (in case of underestimation).
This paper analyzes the impact of aging on a complete high-
performance industrial 14-nm FinFET SRAM. It investigates the
impact on the memory’s parametric (i.e., its delay) and functional
(i.e., correct functionality) metrics. Moreover, it examines which
components are the main contributors to the degradation of
the memory’s reliability and how it is impacted by workload
and environmental conditions, i.e., temperature and voltage
fluctuations. This paper not only investigates the impact of the
memory’s components individually, which is typically the case in
prior work, but it also studies the contribution of components’
interaction to the overall memory aging. The results show that
the timing circuit, address decoder, and the output latches and
buffers are the main contributors to the memory’s parametric
degradation, while the cell, sense amplifier, and address decoder
are the main contributors to its functional degradation. Moreover,
the results show that it is crucial to consider the impact of the
interaction of components on the aging; individual analysis leads
to overly pessimistic results and even wrong conclusions in certain
cases.

Index Terms— Aging, bias temperature instability (BTI),
FinFET, reliability, SRAM.

I. INTRODUCTION

THE aggressive downscaling of CMOS technology has
significantly improved the performance and functionality

of integrated circuits (ICs) over the past decades. However,
this downscaling has resulted in reliability challenges due
to the increased impact of time-zero and time-dependent
variabilities [1], [2]. Time-zero variation (or process variation)
is caused by imperfections during the production. As a result,
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circuits have deviating characteristics from the intended ones.
Time-dependent variations are variations that occur during the
lifetime of the ICs. They include environmental variations,
such as supply voltage and temperature fluctuations, and aging
variations due to, for instance, bias temperature instability
(BTI) [3], [4]. In order to achieve a high quality product in
terms of low failure rate and long lifetime at optimal design,
it is crucial to estimate the impact of these variabilities for
critical electronic components. In this paper, we focus on
estimating the degradation of SRAM. Embedded SRAMs are
optimized in terms of area, power, and performance as they
often dominate the total area of SoCs and microprocessors.
Therefore, optimizing the resources (and hence the area,
power, performance) to enable the proper level of reliability
is crucial.

Previous studies on SRAM reliability have mainly focused
on the impact of aging on the memory cell array [5]–[10]; only
limited work exists on the degradation of the memory’s periph-
eral circuitry; examples are the sense amplifier (SA) [11], [12]
and timing circuit [13]. The published works evaluate the
circuits under investigation using appropriate metrics; for
instance, noise margins for the memory cell array, sensing
delay for the SA, and so on. Nevertheless, estimating and
understanding the aging of each individual component do not
mean that the impact on the overall memory reliability is
straightforward to identify; first of all, because it is difficult
to estimate the effects of the degradation of individual com-
ponents on the operation of the memory as a whole; second,
the degradation of a component will be affected by the degra-
dation of other components. Hence, it is crucial to consider
the aging of the whole memory system. Only two publica-
tions [14], [15] tried to address this limitation by investigating
the impact of aging while considering the interaction between
multiple components or the whole memory. Agbo et al. [14]
investigated the impact of aging on the interaction between
the memory cell and SA. However, the analysis does not
include other important circuits such as the timing circuit
and address decoder. On the other hand, Kinseher et al. [15]
investigated the effects of aging on a complete 28-nm SRAM
circuit. However, they did not examine how the interaction
between components contributes to their mutual degradation
and they did not explore the stochastic nature of aging. In
our previous work, we investigated the impact of aging on
a high performance, state-of-the-art 14-nm FinFET complete
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SRAM using a calibrated atomistic BTI model [16], [17]. We
examined the degradation of one overall memory metric (i.e.,
read access time) and several individual component metrics
(e.g., SA’s sensing delay). In addition, we investigated how
the aging of components affects each other. However, the work
did not analyze which components are the main contributors to
the overall degradation of the memory. Furthermore, the work
only investigated the degradation of metrics related to the read
operation of the memory.

In this paper, we analyze how aging impacts the parametric
as well as the functional reliability of the memory; we consider
the impact on all relevant memory metrics related to both read
and write operations. Moreover, we investigate which compo-
nents are the main contributors to the memory’s degradation.
In short, the contributions of this paper are as follows.

1) The impact of aging on the memory’s parametric and
functional metrics is studied.

2) The impact of component, workload, temperature, and
voltage fluctuations on the memory’s parametric and
functional degradation is analyzed.

3) All the above was done by using a full 14-nm
FinFET high-performance SRAM design based on real-
istic “industrial-strength” circuit design and a calibrated
aging model for accurate simulation results.

The outline of this paper is as follows. Section II presents
the simulation setup. Section III discusses the used methodol-
ogy and the performed experiments. Sections IV–VI evaluate
the experiments related to the component sensitivity, work-
load sensitivity, and the environmental conditions sensitivity,
respectively. Section VII provides the discussion. Finally,
Section VIII concludes this paper.

II. SIMULATION SETUP

This section first discusses the memory model used for this
paper. Subsequently, it discusses the evaluated metrics and the
used aging model.

A. Memory Model

The memory model used as a case study for this paper
is a high-performance SRAM from imec, implemented in
FinFET 14-nm technology. The memory has a size of 1 kB
and a logical word length of 32 bits. It is able to run at
a frequency of 2 GHz under worst case conditions. Such a
fast and compact memory is typically deployed in L1 caches.
Fig. 1 shows a block diagram of the memory with the relevant
components and signals. The functionality and specifications
of these components are as follows.

1) Input flip-flops: The input flip-flops serve as the syn-
chronous interface to the memory. The address signal
holds the memory address for the read/write operation.
The enable signal specifies whether the memory should
perform an operation or remain idle. The r/w signal
selects the type of operation (read or write).

2) Cell array: The cell array consists of 128 rows by
64 columns. It is implemented using high-performance
cells with a 1:2:2 ratio (1 fin for the pull-up transistor,
2 fins for the pass gate as well as for the pull-down).

Fig. 1. Block diagram of memory.

3) WL decoder: The wordline (WL) decoder selects the
appropriate row in the cell array based on the input
address.

4) BL Mux: The bitline multiplexer (BL Mux) selects the
appropriate columns in the cell array based on the input
address.

5) Timing: The timing circuit is the main control circuit
of the memory. It provides timed control signals to the
other components during the operation (e.g., enabling
the WL decoder). It uses a WL detect scheme, i.e., it
is able to detect the activation of one of the WLs,
as illustrated by the feedback loop in the figure.

6) Sense amplifiers: The SAs amplify the voltage differ-
ence on the BLs to full-swing read values. They are
implemented using latch-type SAs [18]. Each of the
two critical pull-down transistors is implemented using
16 fins in order to get a sufficiently low offset voltage.

7) Output latches: The output latches hold the read value.
They are controlled by the outputs of the SAs and are
implemented using SR latches.

8) Output buffers: the output buffers convert the weak
outputs of the output latches into strong output signals.
They are implemented using two cascaded inverters.

9) Write drivers: The write drivers write the values of the
selected memory cells by driving one of the comple-
mentary BLs to a low value while keeping the other
one high.

In case the memory performs a read operation, the timing
circuit is activated by the enable signal and the rising edge
of the clock. Meanwhile, the selected address is applied
to the WL decoder and BL Mux to select the appropriate
rows and columns in the cell array. Next, the timing circuit
activates the WL decoder using the decoder_enable signal.
Note that the timing circuit allocates sufficient time before
activating the decoder to ensure all logical paths in the WL
decoder have finished propagating when a new address is
selected. Once the timing circuit detects that the WL has
been activated using its WL detect scheme, it keeps the WL
activated for a certain amount of time in order to give the
selected memory cells sufficient time to discharge their BLs.
Finally, the timing circuit activates the SA_enable signal to
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Fig. 2. Definitions of the used metrics. (a) Metric discharge delay. (b) Metrics sensing delay, sensing margin, and BL swing (�VBL ). (c) Metric WL delay.
(d) Metric timing delay. (e) Metrics write delay and write margin. (f) Metric decoder setup margin.

enable the SAs, which then amplify the voltage difference on
the BLs to full-swing read values.

When, instead, the memory performs a write operation,
the timing circuit activates the WL decoder using the
decoder_enable signal. Subsequently, the timing circuit acti-
vates the write drivers using the WD_enable signal. The timing
circuit detects the WL activation using its WL detect scheme
and keeps the WL activated long enough to ensure that the
write drivers have sufficient time to write to the cells. Finally,
the timing circuit deactivates the WL and write drivers.

B. Metrics

The analyzed metrics are divided into parametric and func-
tional metrics [19]. The parametric metrics evaluate the perfor-
mance of memory characteristics that do not directly impact
the correct functionality of the memory. Examples include
delay and power consumption. In this paper, we focus on the
delay aspect only. The functional metrics evaluate whether
the memory performs its function without any failures. The
requirement for this is that the memory generates the correct
output. An example of a failure is the flipping of an unstable
memory cell.

1) Parametric Metrics: The parametric metrics are divided
into overall metrics and individual metrics. The overall metrics
evaluate the performance of the whole system, while the
individual metrics evaluate the performance of individual
components.

a) Overall: For the parametric metrics, we use the mem-
ory’s read and write access times. The read access time is
the delay between the start and end of the read operation. It is
measured as the time between the rising edge of the clock and
the data appearing at the memory’s output. Similarly, the write
access time is measured as the time between the rising edge
of the clock and the transition of the cell value (i.e., when the
voltages of the cell’s inner nodes cross).

b) Memory cell: We use the discharge delay to evaluate
the memory cell’s parametric performance. It is illustrated
in Fig. 2(a). In the figure, WL presents the WL signal and
BL/BLBar the complementary BLs. The discharge delay is
defined as the time between the activation of the WL and one
of the BLs being discharged by 10% with respect to the supply
voltage value.

c) SA: We use the metric sensing delay to evaluate the
SA’s parametric performance. Fig. 2(b) illustrates the sensing
delay. In the figure, SAenable presents the enable signal of
the SA, BL/BLBar the differential BL pair connected to the
accessed cell, and SA_Out/SA_OutBar the differential output
signal of the SA. The sensing delay is defined as the time
between the enabling of the SA and its outputs being ready.

d) Address decoder: We use the metric WL delay to
evaluate the decoder’s parametric performance. Fig. 2(c) illus-
trates the WL delay. In the figure, Decoder_Enable presents
the enable signal of the decoder coming from the timing circuit
and WL presents the WL signal. The WL delay is defined as

Authorized licensed use limited to: TU Delft Library. Downloaded on April 18,2020 at 07:42:39 UTC from IEEE Xplore.  Restrictions apply. 



KRAAK et al.: PARAMETRIC AND FUNCTIONAL DEGRADATION ANALYSIS OF COMPLETE 14-nm FinFET SRAM 1311

the time between the enabling of the decoder and the WL
signal being high.

e) Timing: We use the metric timing delay to evalu-
ate the timing circuit’s parametric performance, as shown
in Fig. 2(d). In the figure, CLK represents the input clock
signal, Decoder_Enable the WL decoder activation signal, WL
the WL activation signal, and SAenable the SA activation
signal. The timing delay is the cumulative delay across the
paths of the timing circuit. It is defined as the sum of the
delay between the rising clock and the enabling of the decoder
(denoted by delay 1 in the figure) and the delay between the
WL activation and the enabling of the SA (denoted by delay 2).

f) Write driver: We use the metric write delay to eval-
uate the write driver’s parametric performance, as shown
in Fig. 2(e). In the figure, WL shows the WL activation signal
and QA/QB show the internal nodes of the memory cell during
a write operation. The metric write delay is defined as the time
between the activation of the WL and the intersection of QA
and QB (i.e., the moment the cell’s value changes).

2) Functional Metrics: The functional metrics evaluate
whether the memory performs its functionality without any
failures. Most components have one or more functional met-
rics. These components include the memory cell, SA, address
decoder, and the write driver. We will discuss each component
and its metric(s) next.

a) Memory cell: We use the metrics BL swing, hold static
noise margin (SNM), and read SNM to evaluate the memory
cell’s functional performance. The BL swing metric is also
illustrated in Fig. 2(b). The metric BL swing is defined as
the differential voltage on the BLs generated by the cell at
the moment, the SA is enabled. It is shown as �VB L in the
figure. We measure this at the inputs of the SA.

The hold SNM and read SNM evaluate the memory cell’s
stability. The hold SNM is defined as the maximum noise that
can be tolerated on the internal nodes of the cell in its idle
state (i.e., the pass transistors are disabled by the WL) before
it flips. The read SNM is a measure of the maximum noise
that can be tolerated when the cell is being read (i.e., when
the pass transistors are enabled by the WL). We measure both
the hold and read SNM using the simulation-based maximum
square method from [20].

Finally, it is worth noting that the write-ability of the cell is
not investigated. This is due to the fact that the write-ability
improves with aging [21].

b) SA: We use the metrics sensing margin and offset
voltage to evaluate the SA’s functional performance. The
sensing margin metric is also illustrated in Fig. 2(b). The
sensing margin is defined as the time between the SA’s output
being ready and the deactivation of the SA.

Besides the sensing margin, the offset voltage is also an
important functional metric of the SA. The offset voltage
is defined as the differential input voltage that results in a
differential output voltage equal to zero. In order, for the SA,
to be able to generate the correct read value, the generated BL
swing [�VB L in Fig. 2(b)] should be higher than the offset
voltage. In the ideal case, the offset voltage of the SA equals
zero. However, this is never the case as the transistors of the
SA are unbalanced due to process variation and aging [18].

c) Address decoder: We use the metric decoder setup
margin to evaluate the functional performance of the address
decoder. Fig. 2(f) illustrates the decoder setup margin metric.
The top part of the figure shows a simplified diagram of the
WL decoder. As can be seen, the WL decoder is controlled
by the timing circuit. AND gates in the final stage of the
decoder ensure that a WL can only be activated when the
decoder is enabled. Before the decoder is enabled, all setup
signals coming from the logic block must be ready. Otherwise,
the wrong WL might be activated. The decoder setup margin
is defined as the minimum time between the WL decoder setup
signals being ready and the activation of the decoder enable,
as illustrated in the bottom part of Fig. 2(f).

d) Write driver: We use the metric write margin to eval-
uate the functional performance of the write driver. Fig. 2(e)
also shows the write margin metric. The metric write margin
is defined as the time between the intersection of QA and QB
(i.e., the moment the cell’s value changes) and the deactivation
of the WL.

C. Aging Model

Several aging mechanisms exist, such as BTI, hot carrier
injection (HCI), and time-dependent dielectric break-
down [22]. BTI is considered to be the most important device
failure mechanism for SRAMs in scaled CMOS technolo-
gies [22], [23]. Therefore, this paper uses BTI to model aging
in SRAM. BTI takes place inside the MOS transistors and
causes an increment in the absolute threshold voltage (Vth).
This happens under negative gate stress for pMOS transistors,
referred to as negative BTI (NBTI). For nMOS transistors,
this happens under positive gate stress, which is referred to
as positive BTI (PBTI).

This paper uses the atomistic model presented in [24] to
model BTI. It is based on the capture of traps during stress
periods and emission during relaxation periods. Each occupied
trap contributes to the total threshold voltage shift �Vth. The
probabilities of the capture PC and emission PE of traps are
defined by [25] as follows:

PC (tSTRESS) = τe

τc+τe

{
1 − exp

[
−

(
1

τe
+ 1

τc

)
tSTRESS

]}

(1)

PE (tRELAX) = τc

τc+τe

{
1 − exp

[
−
(

1

τe
+ 1

τc

)
tRELAX

]}

(2)

where τc is the mean capture time constant, τe is the mean
emission time constant, tSTRESS is the stress period, and
tRELAX is the relaxation period. The model also incorporates
the impact of voltage and temperature [26].

III. METHODOLOGY AND PERFORMED EXPERIMENTS

This section first discusses the used methodology and,
subsequently, the performed experiments.

A. Methodology

Fig. 3 shows the methodology that is used to investigate the
impact of aging on the memory. The methodology is based on
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Fig. 3. Proposed methodology.

SPICE-level Monte Carlo simulations during which process
variation and BTI are injected into the memory netlist. During
each Monte Carlo run, the metrics described in the previous
section are measured. Finally, postanalysis is performed on the
measurement data, during which the average and spread are
determined for each metric. To model BTI, the atomistic model
is used; it was discussed in the previous section. The model has
been calibrated through measurements on real devices [24].
The inputs to the BTI model are the netlist, workload, stress
conditions, and process technology parameters. The workload
is characterized by the duty factors and the frequency of the
signals applied to the gates of the transistors and the aging
time. The stress conditions consist of the junction temperature
and supply voltage that are used for the aging of the circuit.
The BTI model generates an aged netlist for each Monte
Carlo iteration. The aged netlists are then simulated using
Spectre at the supplied operating conditions. It is worth to
note that these operating conditions may differ from the stress
conditions. The used transistor model for the netlist is the PTM
14-nm FinFET LSTP library [27], which we calibrated with
commercial 14-nm libraries to match their delay and power
characteristics.

A key feature of the methodology is that it allows for
the injection of aging/BTI into individual components of
the memory. This allows to investigate the individual impact
of aging of components and how it affects the interaction
with other components. This paper distinguishes between the
following components: the memory cells, the SAs, the output
latches and buffers, the address decoder (includes both WL and
BL decoders), the timing circuit, and the write drivers. Besides
this individual aging analysis, we also analyze the combined
aging of all components in order to examine the final impact
of aging. Finally, it is worth to note that the proposed method-
ology is generic; not only can it be used on different memory
designs but also on different circuits, such as sequential logic.

B. Performed Experiments

We analyze the impact of aging on the memory’s parametric
and functional metrics using the methodology from Fig. 3.
We use four different workloads for the aging. These can be
described using the following March algorithms.

1) Low activity Balanced (LB): ⇑(w0, r0, i8, w1, r1, i8).
2) Low activity Unbalanced (LU): ⇑(w0, r0, i8).
3) High activity Balanced (HB): ⇑(w0, r0, w0, r0, i, w1,

r1, w1, r1, i).
4) High activity Unbalanced (HU): ⇑(w0, r0, w0, r0, i).

Workloads LB and LU (HB and HU) assume that the
memory performs operations 20% (80%) of the time and
is idle in the remaining time. Their difference is that LB
(HB) assumes a balanced workload for the memory cells and
read/write circuitry, while LU (HU) assumes an unbalanced
workload. What the workloads have, in common, is that
they all iterate over the 256 memory addresses. As a result,
the workloads stress each address an equal amount of time.

We perform the following experiments.
1) Component sensitivity: We investigate which compo-

nents are responsible for the degradation of the memory.
We simulate a stress time of 3 years at 85 ◦C and
nominal supply voltage (0.8 V) for workload HU.

2) Workload sensitivity: We investigate the impact of work-
load on the degradation. We simulate a stress time of
3 years at 85 ◦C and nominal supply voltage (0.8 V) for
four different workloads: LB, LU, HB, and HU.

3) Environmental conditions sensitivity: We investigate the
impact of temperature and voltage fluctuations on the
degradation. For the temperature-related experiments,
we simulate a stress time of 3 years at nominal supply
voltage for workload HU at the following temperatures:
25 ◦C, 85 ◦C, and 125 ◦C. For the voltage-related exper-
iments, we first simulate that the memory is stressed
for 3 years at 85 ◦C and nominal supply voltage for
workload HU. Subsequently, we investigate the impact
of voltage fluctuations on the aged memory netlist;
we simulate the memory’s operation at 85 ◦C for the
following supply voltages: −10% VD D, nominal VD D,
and +10% VD D.

We perform 2000 Monte Carlo simulations for each exper-
iment, in which we simulate process variation and stochastic
aging. During each Monte Carlo simulation, the parametric
and functional metrics are measured. Based on these Monte
Carlo simulations, we then determine the degradation of the
6σ corner. It is obtained by dividing the value of the 6σ corner
after aging by the 6σ corner at time-zero. Note that in case
a deteratioration of the metric corresponds to a decrease of
its value, the inverse ratio of the 6σ corners is taken (i.e., for
the cell’s noise margins and BL swing, the decoder’s setup
margin, and the write driver’s write margin). The 6σ corner is
calculated for each metric based on its mean μ and spread σ
using the following equation:

corner6σ = μ ± 6σ. (3)

Here, addition is used, in case a deterioration of the metric
corresponds to an increase of its value, while subtraction is
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Fig. 4. Component sensitivity of read access time degradation.

used, in case a deterioration corresponds to a decrease of its
value.

To evaluate the impact of aging on metrics related to read
operations, we initialize the memory cells with zeroes and
simulate a read from address “0.” To evaluate the impact on
metrics related to write operations, we initialize the memory
cells with ones and simulate a write “0” operation to the
cells from address “0.” To evaluate the decoder setup margin,
we simulate an address transition from address “255” to “0.”

IV. COMPONENT SENSITIVITY ANALYSIS

A. Parametric Metrics

Fig. 4 shows the degradation of the 6σ corner of the read
access time for workload HU. The figure shows several aging
scenarios along the x-axis. First, it shows cases where only
individual components are aged. These components include
the memory cell, SA, address decoder, and timing circuit.
Finally, it shows the combined aging case.

The figure reveals that the impact on the read access time
degradation is strongly component-dependent; the cell and SA
have a marginal impact on the access time, while the output
latch, address decoder, and, especially, the timing circuit have
a high impact. The impact of the SA is marginal, since its
delay forms only a small fraction of the total access time.
Similarly, the impact of the cell is also marginal, since its
aging causes a reduced BL swing, which mainly impacts the
SA. The high impact of the output latch and buffer is caused
by the fact that a relatively high output capacitance (i.e., 10 fF)
was used during the simulation. Driving this capacitance takes
a relatively large amount of time. Thus, the degradation of the
output buffer has a high impact. The high impact of the address
decoder is caused by the degradation of the gates that drive the
respective WL. Driving the WL takes a significant portion of
the total access time of the memory, as the WLs have a high
parasitic capacitance. Therefore, the degradation of these gates
results in a significant impact on the access time. The timing
circuit has the highest impact on the read access time, as it has
the longest paths. Hence, increasing cumulative delays along
the timing paths result in its high impact.

Fig. 5 shows the degradation of the write access time for
workload HU. Once again, the figure first shows cases where
only individual components are aged and, finally, the combined
aging case. Similar to the read access time, the timing circuit

Fig. 5. Component sensitivity of write access time degradation.

has the highest contribution to the degradation of the write
access time. This is once again due to the fact that the timing
circuit contains the longest paths. Furthermore, the cell and
write driver both have a higher contribution to the write access
time degradation than the cell and SA to the read access time
degradation. This is due to the fact that the write access time is
lower than the read access time. Hence, the delays of the cell
and write driver take a bigger portion of the total write access
time. Finally, the degradation of the address decoder does not
have any impact on the write access time. The reason for this is
that the WL is activated before the write drivers and, therefore,
the delays on the address decoder are masked.

Fig. 6 shows the degradation of the individual delay metrics
for each component. In addition, the figure shows the relative
contribution of each component to the total access time on the
right axis (at 85 ◦C, nom. process, nom. VD D). Note that for
the write driver, its delay and contribution are taken from a
write operation, while for the other components, they are taken
from a read operation. The figure reveals that the degradation
of the delay is significantly higher for the output latch and
buffer compared to the other components. The degradation
of the output latch and buffer is ∼23%, while it is only
between ∼4% and ∼9% for the other components. This can
be explained by the fact that the transistors of the output
latch and buffer are affected by a constant stress to hold the
output value. In contrast, the other components are only active
during a small portion of an operation. Hence, they are under
significantly less stress.

Another observation that can be made is that even though
certain components have a high degradation, they do not nec-
essarily have the highest impact on the degradation of the total
access time. This is revealed by comparing the degradation of
the individual delay metrics in Fig. 6 with their impact on the
access time in Fig. 4. For instance, the output latch and buffer
have the highest individual degradation (Fig. 6). However, they
do not have the highest contribution to the degradation of
the access time (Fig. 4). Instead, components whose delay
have the highest contribution to the access time, also have
the highest degradation. This trend is revealed by comparing
the contribution of each component to the total access time
(orange bars in Fig. 6) with their contribution to the access
time degradation (Fig. 4). For instance, the timing circuit has
a high contribution to the access time and, therefore, also a
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Fig. 6. Parametric degradation of individual components (green axis) and
their contribution to the access time at time-zero (orange axis).

Fig. 7. Component sensitivity of functional degradation

high contribution to its degradation. The reason for this is that
a slight degradation of a component with a high contribution
will have a high overall impact. Hence, it is misleading to only
analyze the degradation of individual components, because it
ignores the above characteristics of the complete circuit.

B. Functional Metrics

Fig. 7 shows the degradation of the functional metrics for
each component for workload HU. The figure depicts cases
with individual aging and combined aging. In case of individ-
ual aging, only the component of the inspected metric is aged.
In case of combined aging, the whole memory is aged; hence,
it includes the impact of aging on the interaction between
components. Note that a positive value for the degradation
corresponds to a deterioration of the metric, while a negative
value to an improvement.

The figure clearly shows that aging is strongly component-
dependent. For example, the read SNM degrades by ∼75.4%,
while the sensing margin improves by ∼10.0% (both for
the combined aging case). Furthermore, we observe that it
is misleading to consider a single metric per component.
For instance, the SA’s offset voltage degrades by ∼60.7%,
while the sensing margin improves by ∼10.0%. In addition,
the figure reveals that in a lot of cases, it is too pessimistic
to only consider the aging of individual components. For
example, the decoder margin degrades by ∼39.8% in case
of individual aging. However, in case of combined aging,
it actually degrades by only ∼11.6%. Thus, this demonstrates
the importance of analyzing the impact of aging on the system

as a whole, rather than on individual components. We will now
discuss each component and its metric(s).

1) Memory Cell: In case of individual aging, we observe
that the BL swing degrades. This happens due to the degra-
dation of the pull down and pass transistors of the memory
cell, which results in a slower discharge of the BLs. However,
in case of combined aging, we observe that the BL swing
only shows a marginal degradation. The reason for this is that
aging in the timing circuit delays the activation of the SA.
Hence, the cell gets more time for the BL discharge and its
degradation is almost fully compensated.

The cell’s hold and read SNM both show a significant
degradation. This happens because aging causes a mismatch
between the cross-coupled inverter pair of the cell. The read
SNM shows the highest degradation. This is due to the fact
that the read SNM strongly depends on the strength ratio
between the pass and pull-down transistors [28]; stronger pass
transistors improve the cell’s capability of discharging the BL
during a read at the cost of an increased disturbance at its
inner nodes (i.e., a lower read SNM). The pass transistors
show a low degradation, as they are only stressed when
their respecitive WL is activated. In contrast, the pull-down
transistors have a high degradation, as they are affected by
a constant stress. Hence, the pass-transistors retain a higher
portion of their original strength than the pull-down transistors,
which negatively impacts the read SNM.

2) Sense Amplifier: in case of individual aging, we observe
that the sensing margin shows a slight degradation. This is
caused by the increase of the SA’s sensing delay. In case of
combined aging, however, we observe that the sensing margin
improves. This can be explained by the aging in the timing
circuit as it delays the deactivation of the SA. Due to longer
logic paths in the timing circuit, the deactivation of the SA
is delayed significantly more than the increase in delay of the
SA. As a result, the sensing margin improves with aging.

The SA’s offset voltage shows a significant degradation.
Aging causes a bigger mismatch between the cross-coupled
inverter pair of the SA. As a result, the offset voltage increases.
At the same time, we observed that the BL swing does not
increase enough due to aging to compensate for it. Therefore,
sufficent margin for the BL discharge should be added to the
design. Otherwise, the SA may generate incorrect read values.

3) Address Decoder: in case of individual aging, the setup
margin shows a significant degradation due to increased path
delays in the WL decoder. In case we consider combined
aging, we observe that this degradation is partially compen-
sated. This happens because the aging of the timing circuit
delays the activation of the WL decoder. This compensation
is only partial, because the path that activates the decoder is
only stressed during an operation while parts of the address
decoders are always stressed depending on which address is
selected. Hence, the address decoder has a higher degradation.

4) Write Driver: in case of individual aging, we observe
that the write margin shows a marginal degradation. This
degradation is caused by the increase of the write driver’s write
delay. Due to the fact that the write margin is relatively high
at time-zero, the increased write delay only has a marginal
impact. In case of combined aging, we observe that the write
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Fig. 8. Workload dependence of read access time degradation.

margin improves. The reason for this is that aging in the timing
circuit and decoder delays the deactivation of the WL. Due to
longer paths in the timing circuit and decoder, the increase
in delay of the WL deactivation is significantly higher than
the increase of the write delay. Therefore, the write margin
improves with aging.

C. Parametric Versus Functional Metrics

In case we compare the component sensitivity of the mem-
ory’s parametric degradation (Fig. 4) and functional degrada-
tion (Fig. 7), we observe that there is little correlation between
the degradation of functional metrics of individual components
and their impact on the overall access time. Therefore, both
functional and parametric metrics should be considered during
design. The main contributors to the parametric degradation
are the output latch and buffer, the decoder, and the timing
circuit. For the parametric degradation, the components that
have the highest contribution to the access time also have the
highest contribution to its degradation. The main contributing
components to the memory’s functional degradation are the
cell (i.e., its hold and read SNM), the SA (i.e., its offset
voltage), and the decoder. For the functional degradation,
the most contributing components are components whose
aging is not or not fully compensated by the degradation of
other components.

V. WORKLOAD SENSITIVITY ANALYSIS

A. Parametric Metrics

Fig. 8 shows the workload dependence of the degradation
of the read access time. The figure first shows cases where
only single components are aged and, finally, the combined
aging case. Note that the same information as in Fig. 4
is presented for HU. The figure reveals that workloads that
access the memory more often result in a higher degradation.
For instance, the read access time increases with ∼7.0% for
LU, while it increases with ∼8.7% for HU. Analyzing the
contribution of individual components reveals that the main
contributors to this behavior are the timing circuit and address
decoder. This is due to the fact that workloads with higher
access rates stress the paths of these components more often
and, therefore, they cause a higher degradation.

Furthermore, comparing between workloads with balanced
read/write values (LB and HB) and unbalanced values

Fig. 9. Workload dependence of write access time degradation.

(LU and HU) reveals that unbalanced workloads cause a higher
degradation. For instance, the read access time increases with
∼8.0% for HB, while it increases with ∼8.7% for HU. The
contributors to this behavior are the cell, SA, and output latch
and buffer. Due to the unbalanced workload, the transistors
responsible for generating the favored read value degrade
more. Hence, the delay to generate this value increases the
most. It is worth to note that the output latch and buffer
have the highest contribution to this behavior, as a high
output capacitance was used during simulation. Therefore,
minimizing the output capacitance of the memory would
significantly reduce the impact of unbalanced workloads on
the read acces time.

Fig. 9 shows the workload dependence of the write access
time degradation. Analyzing the impact of activity reveals that
workloads with a higher activity cause a higher degradation.
The main contributors to this behavior are the timing circuit
and write driver. This is due to the fact that high-activity
workloads stress these components more often. Furthermore,
unbalanced workloads result in a higher degradation. Mainly,
the cell and write drivers are responsible for this behavior.
Due to the unbalanced workload, the cell’s transistors that are
active when it stores a zero have a higher wearout. As a result,
the cell becomes slower at flipping to a zero value. In case of
the write driver, the circuitry responsible for writing a zero is
stressed more by the unbalanced workload.

B. Functional Metrics

Fig. 10 shows the workload dependence of the degradation
of the functional metrics for combined aging. From the figure,
we observe that the impact of workload is strongly component-
dependent; for some components, the degradation mainly
depends on the balancing of the read/write values, while for
others, it mainly depends on the activity of the workload. Also,
in some cases, the degradation is strongly dependent on both
the balancing of read/write values and the activity. We will
now discuss the observed trends for each component and its
metric(s) separately.

1) Memory Cell: The BL swing degradation is marginally
dependent on the workload. This happens due to the fact that
the delayed activation of the SA and the cell degradation even
out, irrespective of the workload; the SA activation becomes
more delayed for workloads with a higher activity and, thus,
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Fig. 10. Workload dependence of functional degradation.

the cell gets more time for the BL discharge. However,
workloads with a higher activity also activate the cell’s pass
transistors more often and, therefore, the cell becomes slower
at discharging the BL.

We observe for the cell’s hold and read SNM that they
both strongly depend on the balancing of the read/write values.
Their degradation is highest for unbalanced workloads (LU
and HU). This is due to the fact that unbalanced workloads
cause an unbalanced degradation of the transistors of the cross-
coupled inverter pair. In addition, the degradation of the read
SNM also slightly depends on the activity of the workload;
workloads with a lower activity result in a higher degradation.
This can be explained by the fact that these stress the cell’s
pass transistors less and, hence, they have a lower degradation.
As a result, the pass transistors give a higher disturbance to
the inner cell nodes during a read operation.

2) Sense Amplifier: Fig. 10 reveals that the sensing margin
mainly depends on the activity of the workload. High-activity
workloads give a lower improvement to the sensing margin.
This is due to the fact that they stress the SA more and, thus,
the sensing delay has a higher increase. Furthermore, they
cause a lower degradation of the delay of the deactivation
of the SA. In case the memory is not performing a read
operation, the path responsible for the deactivation of the SA
is active and, thus, stressed. Hence, workloads with a lower
activity result in a higher stress for this path. The combination
of the increased sensing delay and the reduced delay of the
deactivation of the SA results in a lower relaxation of the
sensing margin for high-activity workloads.

For the SA’s offset voltage, we observe that it is especially
sensitive to the balancing of the read values. The offset voltage
is very susceptible to unbalanced workloads (LU and HU).
Unbalanced workloads cause an unbalanced degradation of the
transistors of the SA and, therefore, its offset voltage increases
significantly. For example, balanced workload HB gives a
degradation of ∼28.3%, while unbalanced workload HU gives
a degradation of ∼60.7%. In addition, the degradation of the
offset voltage is dependent on the activity of the workload.
The high-activity workloads give a higher degradation as they
stress the transistors of the SA more. For example, workload
LU gives a degradation of ∼48.4%, while workload HU gives
a degradation of ∼60.7%.

Fig. 11. Temperature sensitivity of read access time degradation. The memory
is stressed at 25 ◦C, 85 ◦C, and 125 ◦C.

3) Address Decoder: The figure shows that the decoder
setup margin only depends on the activity of the workload.
A higher activity workload results in a lower degradation. This
can be explained by the fact that higher activity workloads
stress the timing circuit more. As a result, the activation of
the decoder becomes more delayed and a bigger portion of
the increased path delay of the decoder is compensated.

4) Write Driver: The figure reveals that the write margin
mainly depends on the balancing of the write values. Unbal-
anced workloads further relax the write margin. This is due to
the fact that the unbalanced workload cause an unbalanced
degradation of the memory cell’s transistors. As a result,
the cell flips easier when a one is written.

C. Parametric Versus Functional Metrics

In case we compare the workload dependence of the mem-
ory’s parametric degradation (Figs. 8 and 9) and functional
degradation (Fig. 10), we observe that the parametric degra-
dation is mainly impacted by the activity of the workload.
Workloads with a higher activity stress the paths responsible
for read/write operations more, and, therefore, cause a higher
degradation. On the other hand, the memory’s functional
degradation mainly depends on the balancing of the read/write
values of the workload. Both the cell and SA are very
sensitive to unbalanced workloads. This is due to the fact
that unbalanced workloads cause an unbalanced degradation
of their cross-coupled inverter pairs.

VI. ENVIRONMENTAL CONDITIONS

SENSITIVITY ANALYSIS

A. Parametric Metrics

Fig. 11 shows the impact of temperature on the degradation
of the read access time for workload HU. Once again,
the figure first shows cases where single components are
aged and, finally, the impact of their combined aging. Note
that the degradation is determined by comparing the access
time after stress with respect to the access time at time-zero
(i.e., no aging and only process variation) while considering
the same operational and stress temperature. For example,
in case the memory is stressed at 85 ◦C, its resulting access
time is compared to the access time at time-zero at 85 ◦C.
The figure reveals that a higher temperature results in a
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Fig. 12. Voltage sensitivity of read access time degradation. Nominal voltage
is used during the stress period. The degradation is then measured at −10%,
nominal, and +10% VDD .

higher degradation. For example, in case of combined aging,
the access time degrades by ∼4.0% at 25 ◦C, while it
degrades by ∼8.7% and ∼12.7% at 85 ◦C and 125 ◦C,
respectively. The reason for this is that elevated temperatures
accelerate the BTI mechanism [29].

Moreover, analyzing the impact of individual components
reveals that for all temperatures, the same components are the
main contributors to the degradation of the access time.
The output latch and buffer, decoder, and timing circuit are
the main contributors. Once again, this is due to the fact that
these components have the highest contribution to the overall
access time and, therefore, also the highest contribution to its
degradation.

Fig. 12 shows the impact of the operational voltage on the
degradation of the read access time for workload HU. Note
that, in all cases, the memory is first stressed at nominal VD D.
After stress, a voltage fluctuation (i.e., −10%, nominal, and
+10% VD D) is then simulated. The degradation is determined
by comparing the access time before stress with the access
time after stress using the same operational voltage. For
example, in case of a −10% voltage fluctuation, the access
times before and after stress at supply voltages of 0.72 V
are compared. The figure reveals that the impact of aging is
highest during voltage drops. For instance, in case of combined
aging, the access time degrades by ∼8.7% at nominal voltage,
while it degrades by ∼11.8% at a −10% voltage fluctuation.
The reason for this is that the threshold voltage shifts induced
by BTI have a higher relative impact at lower supply voltages.
Finally, it is worth noting that the main contributors to the
degradation of the access time are once again the output latch
and buffer, decoder, and timing circuit.

B. Functional Metrics

Fig. 13 shows the impact of the temperature on the
degradation of the functional metrics for workload HU. The
degradation is determined by comparing the metrics after
stress with the metrics at time-zero while considering the
same operational and stress temperature. The figure shows
that a higher temperature results, in general, in a higher
degradation and, in some cases, in a higher relaxation. For
the cell’s hold and read SNM, the SA’s offset voltage, and
the decoder margin, a higher temperature results in a higher

Fig. 13. Temperature sensitivity of functional degradation. The memory is
stressed at 25 ◦C, 85 ◦C, and 125 ◦C.

degradation. In particular, the cell’s read SNM shows a high
sensitivity to temperature; its degradation increases by ∼7X
at 125 ◦C compared to 25 ◦C. For the other components,
their degradation increases between 2.5 times and 5 times at
125 ◦C compared to 25 ◦C. The accelerated aging at higher
temperatures causes a bigger mismatch between the cross-
coupled inverter pairs of the cell and SA. In case of the
decoder margin, the paths of the WL decoder have a higher
relative degradation at higher temperatures than the path that
activates the decoder. This is due to the fact that the decoder’s
paths have a higher stress; they are also stressed when the
memory is idle. Therefore, the decoder margin decreases at
higher temperatures.

The SA’s sensing margin and the write driver’s write margin
show a higher relaxation at higher temperatures. This is due to
the fact that the paths that deactivate the SA and write driver
are under a higher stress than the SA and write driver; these
paths are always enabled during an idle cycle and also during
a significant portion of a read/write operation. On the contrary,
the SA and write driver are only active during a small portion
of a read/write operation. Therefore, the deactivation paths
degrade more, and an increase in the margins is observed.

Fig. 14 shows the impact of voltage fluctuations on the
degradation of the functional metrics for workload HU. Note
that the degradation is again determined by comparing the
access time after stress with the access time at time-zero
while considering the same voltage fluctuation for both. From
the figure, we observe that voltage drops result in either a
higher degradation or a higher relaxation. It is worth to note
that, especially, the cell’s read SNM and decoder margin are
sensitive to voltage fluctuations; their degradation is 2 times
higher at a −10% fluctuation compared to a +10% fluctuation.
The degradation of the cell’s hold SNM is ∼1.6 times higher
at a −10% fluctuation compared to a +10% fluctuation. For
the cell’s hold and read SNM and the decoder margin, a lower
voltage results in a higher degradation. During voltage drops,
the induced threshold voltage shifts of the cell’s transistors
have a higher relative impact. Hence, voltage drops negatively
impact the hold and read SNM. In case of the decoder
margin, the aged paths of the WL decoder have a higher
relative degradation than the path that activates the decoder
during voltage drops. As mentioned, the decoder’s paths have
a higher stress. Hence, its transistors have higher induced
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Fig. 14. Voltage sensitivity of functional degradation. Nominal voltage is
used during the stress period. The degradation is then measured at −10%,
nominal, and +10% VDD .

threshold voltage shifts. As a result, they have a higher relative
degradation during voltage drops.

The SA’s sensing margin and the write driver’s write mar-
gin show a higher relaxation during voltage drops. This is
explained by the fact that the paths that deactivate the SA
and write driver have a higher degradation than the SA and
write driver. As already stated, the paths that activate the SA
and write driver are under more stress than the SA and write
driver themselves. Therefore, the transistors of these paths
have higher induced threshold voltage shifts, which cause a
relatively higher degradation during voltage drops.

C. Parametric Versus Functional Metrics

In case we compare the impact of temperature on the mem-
ory’s parametric degradation (Fig. 11) and functional degra-
dation (Fig. 13), we observe that the parametric degradation
of all components shows a similar sensitivity to temperature.
Each component shows a ∼3 times increase of its degrada-
tion at 125 ◦C compared to 25 ◦C. The functional metrics,
however, show very different sensitivities to temperature. For
instance, the cell’s read SNM shows a ∼7 times increase of
its degradation at 125 ◦C compared to 25 ◦C, while the SA’s
offset voltage only shows a ∼4 times increase. The same
trend is observed for the sensitivity to voltage fluctuations;
the parametric metrics (Fig. 12) show a similar sensitivity to
voltage fluctuations for all components, while their functional
metrics (Fig. 14) show very different sensitivities. The similar
sensitivity to environmental conditions for the parametric
metrics is explained by the fact that they are all delay
metrics. Hence, it is likely that their response to environmental
conditions is in the same order of magnitude. More variety is
present for the functional metrics, however, for example, some
metrics are related to delay (e.g., decoder margin), while others
are related to the maximum voltage noise they can withstand
(e.g., hold SNM). Hence, they are very different in nature and,
therefore, their sensitivity to environmental conditions as well.

VII. DISCUSSION

The reliability of embedded memories is extremely impor-
tant for the overall system reliablity. Based on this paper,

we make the following observations with respect to FinFET
SRAM reliability.

A. Interaction

The reliability of memories is a global problem. It is crucial
to consider the impact of aging on all components and, thus,
on their interaction in order to obtain accurate predictions.
Analyzing the individual degradation of components leads
to too pessimistic results and even wrong conclusions. For
instance, the decoder margin decreased with ∼39.8% when
only considering the individual aging of the address decoder,
while in case of considering the combined aging of all
components, it degraded by only ∼11.6%.

B. Component Sensitivity

In this paper, we examined the impact of aging on the
memory’s parametric and functional metrics. The parametric
metrics evaluated the delay of the individual components and
the overall system (e.g., read access time). The functional
metrics evaluated whether the memory is able to perform
its intended functionality. Our study revealed that there is
little correlation between the degradation of the functional
metrics of individual components and their impact on overall
parametric metrics, such as the read access time. Therefore,
both functional and parametric metrics need to be considered
during design.

Our case study revealed that the timing circuit has the
highest impact on the memory’s overall parametric degradation
(read/write access time). This will apply to any self-timed
memory design, like our design, due to the fact that the
timing circuit has the longest paths and, thus, also the highest
aging-induced delays. In addition, our study showed that after
the timing circuit, the address decoder and output latch and
buffer have the highest impact on the memory’s parametric
degradation. It can be expected that the address decoder will
have a high impact on the parametric degradation for other
memory designs as well, as the delay to drive the WLs
increases in case the size of the memory array increases.
On the contrary, the impact of the output latch and buffer
is expected to decrease for bigger memories, as their delay
will have a lower contribution to the overall delay.

Moreover, our case study revealed that the cell, SA, and
address decoder are the responsible components for the mem-
ory’s functional degradation. It can be expected that these
components will be the most critical for other memory designs
as well. In the case of the memory cell, this is due to the fact
that its noise margins are not affected by other components
and, thus, their degradation is also not compensated. Hence,
sufficient margin should be added to the memory cells for any
SRAM design in order to gaurantee a high reliability. In the
case of SA, its offset voltage showed a severe degradation (up
to 100%). The BL swing, however, showed only a marginal
improvement and, thus, it is unable to compensate for the SA’s
aging. It is unlikely that other memory designs will have a
significantly lower SA degradation or a significantly higher
compensating behavior for the BL swing. In the case of the
address decoder, its setup margin showed a degradation due
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to the fact that the increased decoder delays are not fully
compensated by aging of the timing circuit. This is due to
the fact that the logic paths of the decoder have a higher
stress than the paths of the timing circuit responsible for
the activation of the decoder; the decoder’s paths are always
stressed depending on the selected address, while these timing
circuit paths are only stressed during operations. This will also
be the case for other memory designs and, thus, it is likely
that the decoder has a higher degradation than the timing paths.
Hence, sufficient margin needs to be added during design to
the memory cell, SA, and address decoder to guarantee a
reliable memory.

C. Impact of Workload

The impact of aging is strongly workload-dependent. This
suggests that memory aging depends on the used application.
For the overall parametric metrics (read/write access time),
we observed that the activity of the workload (i.e., the amount
of operations) was the main contributor to their degrada-
tion. Hence, memory-intensive applications result in a higher
degradation of the memory’s access time. For the functional
metrics, we observed that the balancing of the read/write
values is the main contributor to their degradation. The cross-
coupled inverter pairs of the cell and SA are very sensitive
to unbalanced workloads, as these create a mismatch between
them. Therefore, it is very important to balance the read/write
values by using techniques such as bit flipping [10], [30].

D. Impact of Temperature

A higher temperature results, in general, in a higher degra-
dation. This is both the case for the parametric and func-
tional metrics; although the increased parametric degradation
relaxes the timing signals, it does not compensate fully for
the increased functional degradation of most components.
Hence, it is important to ensure proper cooling. Furthermore,
techniques that reduce the power consumption and, therefore,
heat generation may be applied, such as adaptive voltage and
frequency scaling [31].

E. Impact of Voltage Fluctuations

The impact of aging is highest during voltage drops. In gen-
eral, this results in the highest degradation of the analyzed met-
rics. Due to shrinking device dimensions, increasing switching
frequencies, and increasing power consumption, cutting-edge
technology is affected by higher voltage fluctuations [32].
Thus, a robust power network design is gaining an increasing
importance as technology scales down further.

F. FinFET Versus Planar

Although FinFET has reduced process variation compared
to planar technology [33], [34], comparing our results with
other works suggests that it is less resilient to aging. For
example, Kraak et al. [35] obtained for a planar 45-nm SA,
an offset voltage degradation of up to 106.3% for the 6σ
corner for a workload that assumes 80% read operations. In
this paper, we observed for 14-nm FinFET that the 6σ corner

of the offset voltage degrades with up to 96.4% for a workload
that consists of 40% read operations. Hence, FinFET already
shows a similar degradation for half the amount of operations.
This suggests that FinFET has a higher degradation than planar
technology. Degradation is, however, also dependent on other
factors than the technology, such as the design type (e.g., high
performance or low power) [36], making it difficult to draw
fair conclusions. Therefore, more research on the reliability of
FinFET versus planar should be performed, to help designers
choose the most appropriate technology to meet performance
and reliability targets for their designs.

VIII. CONCLUSION

This paper investigated the impact of aging on a high-
performance 14-nm FinFET SRAM. The results showed that
the timing circuit, followed by the address decoder, and output
latches and buffers are the main contributors to the memory’s
parametric degradation. On the other hand, this paper showed
that the cell, SA, and address decoder are the main contributors
to the memory’s functional degradation. Finally, we would
like to underline the importance of the simulation framework
that enabled this analysis. Such a framework is especially
important for cutting-edge technologies, as it suffers from
higher aging. Moreover, the framework could even be extended
to allow for the reliability analysis of emerging technologies.
Based on the outcomes of the framework, designers can take
precautions to achieve the desired level of reliability depending
on the targeted application.
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