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Summary

Metallic materials exhibit structural and performance anisotropy at various scales,

including the crystal structure, microstructure, and bulk levels. The anisotropy

influences how stress and strain distribute within the material. The localized stress

concentration is closely related to deformation and several failure mechanisms. A

systematic exploration of the anisotropy can deepen our understanding of stress

concentration and material failure, and guide the design of high-performance

materials tailored for specific applications. Additionally, this work supports sus-

tainable development by enhancing the service life and recyclability of metallic

materials—an increasingly critical priority in materials science.

Anisotropy manifests itself on various length scales. The smallest length scale

is that of the crystal structure. The regular arrangement of atoms in a crystal

causes the elastic properties of all crystal structures to vary in different directions,

even in the highly symmetric cubic crystal system. When subjected to external

stress, additional stress fields arise near grain boundaries due to the difference in

the Young’s modulus across the grain boundary, known as incompatibility stress.

In Chapter 2, I explore all possible grain boundaries in crystal structures under

uniaxial stress. By introducing a decomposition method for rotating the crystal

elastic tensor, the explicit expressions for incompatibility stress are derived in terms

of external load, elastic properties, and grain orientations. For all cubic crystals,

the highest incompatibility stress arises when a (100)//(111) grain boundary is

perpendicular to the uniaxial external load. The incompatibility stress is insensitive

to the in-plane rotation. For general grain boundaries, the incompatibility stress is

proportional to the difference in the reciprocal of Young’s modulus across the grain

boundary. In contrast to previous studies that focus on specific grain boundaries

and metals, this work offers a broader and more systematic analysis of the stress

state near grain boundaries.

In addition to the orientation difference between crystals on either side of the

grain boundary, the orientation of a grain boundary relative to the applied external

stress also influences the variation in the incompatibility stress. Therefore, I ex-

panded the investigation of incompatibility stress to include grain boundaries with

arbitrary inclinations. For cubic crystals, the incompatibility stress is demonstrated

to arise solely from the deviatoric stress component of any stress tensor. Employing

a simulated annealing algorithm, I explored the relationship between the maximum

incompatibility stress at grain boundaries and the inclination angle for materials
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with varying degrees of anisotropy. For materials with low anisotropy, grain bound-

aries perpendicular to the uniaxial loads exhibit the highest incompatibility stress.

In contrast, for highly anisotropic materials, grain boundaries with inclination

angles of 40 to 50 degrees show the highest incompatibility stress. This conclusion

is applicable to all materials with cubic crystal structure, including metals, ceramics,

and intermetallics.

Elastic anisotropy induces a heterogeneous stress field in polycrystalline metal-

lic materials. At the grain scale, the mechanical properties of metallic materials

with heterogeneous structures exhibit significant anisotropy due to their structural

characteristics. Here, I investigate the anisotropy in the yield strength and plastic

deformation mechanisms of pearlite under various loading conditions. Pearlite

consists of ferrite and cementite, forming a regular lamellar microstructure. By

developing a periodic bicrystal model to represent pearlite, the relationship be-

tween the activation barrier of the slip systems in the two phases and the loading

direction is revealed. In molecular dynamics simulations, the loading is applied

conventionally along one of the principal axes of the simulation box. I found that

previous studies, which focused on loading directions aligned with the unit cell

basis vectors of cementite, are not adequate to capture the anisotropy inherent in

pearlite deformation. To address this limitation, I specifically designed models with

varying periodicities. Therefore, tension can be applied in multiple directions while

the atomistic configurations remain identical. This approach reveals a significant

loading direction dependence of the plastic deformation of pearlite. Using the new

loading approach, simulations show that under specific loading conditions, the

slip band can be activated in cementite at a stress level lower than that of ferrite.

For pearlite colonies with various orientations, the stresses corresponding to the

initiation of plastic deformation vary strongly. This work contributes to a more

comprehensive understanding of the deformation and strengthening mechanisms

of pearlite. Additionally, it quantitatively elucidates the effects of factors such as the

Schmid factor, interfacial dislocations, and the volume fractions of the two phases

on pearlite plastic deformation. Moreover, it provides guidance for the design

of high-performance materials with lamellar microstructures that are commonly

found as products of eutectic or eutectoid transformations.

Metallic materials with nanoscale porous structures, such as sintered cop-

per nanoparticles, exhibit considerable potential for applications in fields such

as electronic packaging. Their porous structure induces anisotropy in macro-

scopic mechanical and physical properties. In Chapter 5, I employed molecular

dynamics simulations to study the stress-induced sintering densification of copper

nanoparticles and their tensile behavior along various directions. In collaboration

with experimental characterization, two parameters are introduced to quantify

the anisotropy of nanoscale porous structures: the standard deviation of the areal
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density and the orientation distribution of sintering necks. It is found that applying

external uniaxial stress during sintering reduces density variation along the stress

direction, with the sintering necks tending to align perpendicular to the applied

stress. These structural characteristics improve strength and toughness along the

sintering stress direction compared to other orientations. This work provides

a methodology for the design and performance optimization of porous sintered

structures.

In summary, this research begins by modeling the stress concentration at grain

boundaries under uniaxial stress using a bicrystal model, identifying the conditions

for maximum stress concentration across all cubic crystals. It then extends to

inclined grain boundaries and general external loads, revealing that incompatibility

stress in highly anisotropic materials strongly depends on grain boundary inclina-

tion. At the atomic scale, molecular dynamics simulations explore the deformation

of pearlite. The pronounced anisotropy of plasticity under various loading con-

ditions is uncovered. On a larger scale, the anisotropy in the microstructure and

mechanical properties of sintered copper nanoparticles is investigated through a

combination of experiments and simulations. The stress distribution, plastic be-

havior, and microstructural evolution in polycrystalline metallic materials display

anisotropy, influencing their mechanical properties. In certain cases, the overall

performance of a material is limited by its lowest performing region. A good

understanding of anisotropy can guide material design to minimize its adverse

effects. Alternatively, harnessing anisotropy offers the potential to create advanced

materials with enhanced performance in targeted directions.
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Samenvatting

Metallische materialen vertonen anisotropie in structuur en in eigenschappen op

verschillende schalen, waaronder de kristalstructuur, microstructuur en op bulk

niveau. De anisotropie beïnvloedt hoe spanning en vervorming zich binnen het

materiaal verdelen. De lokale spanningsconcentratie is nauw verbonden met ver-

vorming en verschillende faalmechanismen. Een systematische verkenning van de

anisotropie kan ons begrip van spanningsconcentratie en materiaalfalen verdiepen,

en het ontwerpen van hoogwaardige materialen voor specifieke toepassingen be-

geleiden. Bovendien kan dit werk behulpzaam zijn voor duurzame ontwikkeling

door de levensduur en recycleerbaarheid van metallische materialen te verbeteren.

Dit is een steeds kritischer prioriteit in de materiaalkunde.

Anisotropie manifesteert zich op verschillende lengteschalen. De kleinste leng-

teschaal is die van de kristalstructuur. De regelmatige rangschikking van atomen in

een kristal zorgt ervoor dat de elastische eigenschappen in verschillende richtingen

variëren, zelfs in het zeer symmetrische kubische kristalsysteem. Wanneer blootge-

steld aan externe spanning, ontstaan extra spanningsvelden nabij korrelgrenzen als

gevolg van het verschil in de Young’s modulus aan beide kanten van de korrelgrens,

bekend als incompatibiliteitsspanning. In hoofdstuk 2 verken ik alle mogelijke

korrelgrenzen in kubische kristalstructuren onder éénassige spanning. Door een

decompositiemethode voor het roteren van de kristal elastische tensor te introdu-

ceren, worden expliciete uitdrukkingen voor incompatibiliteitsspanning afgeleid in

termen van externe belasting, elastische eigenschappen en korreloriëntaties. Voor

alle kubische kristallen ontstaat de hoogste incompatibiliteitsspanning wanneer

een (100)//(111) korrelgrens loodrecht op de éénassige externe belasting staat. De

incompatibiliteitsspanning is ongevoelig voor de rotatie rond de normaal van het

grensvlak van een korrel relatief aan de andere korrel. Voor algemene korrelgren-

zen is de incompatibiliteitsspanning evenredig aan het verschil in de reciproke van

de Young’s modulus aan de korrelgrens. In tegenstelling tot eerdere studies die

zich richten op specifieke korrelgrenzen en metalen, biedt dit werk een bredere en

meer systematische analyse van de spanningstoestand nabij korrelgrenzen.

Naast het oriëntatieverschil tussen kristallen aan weerszijden van de korrel-

grens, beïnvloedt de oriëntatie van een korrelgrens ten opzichte van de toege-

paste externe spanning ook de variatie in de incompatibiliteitsspanning. Daarom

breidde ik het onderzoek naar incompatibiliteitsspanning uit naar korrelgrenzen

met willekeurige inclinaties. Voor kubische kristallen wordt aangetoond dat de
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incompatibiliteitsspanning uitsluitend voortkomt uit de deviatorische spannings-

component van de spannings tensor. Door een gesimuleerde gloeiing (simulated

annealing)-algoritme te gebruiken, onderzocht ik de relatie tussen de maximale

incompatibiliteitsspanning bij korrelgrenzen en de inclinatiehoek voor materialen

met verschillende graden van elastische anisotropie. Voor materialen met lage

anisotropie vertonen korrelgrenzen loodrecht op een éénassige belasting de hoog-

ste incompatibiliteitsspanning. Voor sterk anisotrope materialen, daarentegen,

vertonen korrelgrenzen met inclinatiehoeken van 40 tot 50 graden de hoogste

incompatibiliteitsspanning. Deze conclusie is van toepassing op alle materialen

met kubische kristalstructuur, inclusief metalen, keramieken en intermetallische

verbindingen.

Elastische anisotropie veroorzaakt een heterogeen spanningsveld in polycris-

tallijne metallische materialen. Op de korrelschaal vertonen de mechanische ei-

genschappen van metallische materialen met heterogene structuren aanzienlijke

anisotropie vanwege hun structurele kenmerken. Hier onderzoek ik de anisotro-

pie in de vloeigrens en plastische vervormingsmechanismen van perliet onder

verschillende belastingcondities. Perliet bestaat uit ferriet en cementiet, die een

regelmatige lamellaire microstructuur vormen. Door een periodiek bicrystal model

te ontwikkelen voor perliet, wordt de relatie tussen de activeringsbarrière van de

glijsystemen in de twee fasen en de belastingsrichting onthuld. In moleculaire

dynamica simulaties wordt de belasting conventioneel toegepast langs een van de

hoofdassen van de simulatiecel. Ik ontdekte dat eerdere studies, die zich richtten

op belastingsrichtingen die zijn uitgelijnd met de basisvectoren van de eenheidscel

van cementiet, niet voldoende zijn om de anisotropie inherent aan perliet vervor-

ming vast te leggen. Om deze beperking aan te pakken, ontwierp ik specifiek

modellen met verschillende periodiciteiten. Daarom kan spanning in meerdere

richtingen worden toegepast terwijl de atomistische configuraties identiek blijven.

Deze aanpak onthult een significante afhankelijkheid van de belastingsrichting

van de plastische vervorming van perliet. Met behulp van de nieuwe belastings-

aanpak tonen simulaties aan dat onder specifieke belastingcondities de glijband

in cementiet kan worden geactiveerd bij een spanningsniveau lager dan dat van

ferriet. Voor perlietkolonies met verschillende oriëntaties variëren de spanningen

die overeenkomen met het begin van plastische vervorming sterk. Dit werk draagt

bij aan een meer uitgebreide begrip van de vervormings- en versterkingsmechanis-

men van perliet. Bovendien verduidelijkt het kwantitatief de effecten van factoren

zoals de Schmid factor, grensvlak dislocaties en de volume fracties van de twee

fasen op plastische vervorming van perliet. Verder biedt het richtlijnen voor het

ontwerp van hoogwaardige materialen met lamellaire microstructuren die vaak

worden gevonden als producten van eutectische of eutectoïde transformaties.

Metallische materialen met nanometer schaal poreuze structuren, zoals ge-
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sinterde kopernanodeeltjes, vertonen aanzienlijk potentieel voor toepassingen in

gebieden zoals elektronische verpakking. Hun poreuze structuur veroorzaakt aniso-

tropie in macroscopische mechanische en andere fysieke eigenschappen. In hoofd-

stuk 5 gebruikte ik moleculaire dynamica simulaties om de spanningsgeïnduceerde

sinterverdichting van kopernanodeeltjes en hun trekgedrag langs verschillende

richtingen te bestuderen. In samenwerking met experimentele karakterisering

worden twee parameters geïntroduceerd om de anisotropie van nanoscopische

poreuze structuren te kwantificeren: de standaarddeviatie van de areale dichtheid

en de oriëntatieverdeling van sinternekken. Het blijkt dat het toepassen van externe

éénassige spanning tijdens het sinteren de dichtheidsvariatie langs de spannings-

richting vermindert, waarbij de sinternekken de neiging hebben om loodrecht op de

toegepaste spanning uit te lijnen. Deze structurele kenmerken verbeteren de sterkte

en taaiheid langs de sinterspanningsrichting vergeleken met andere oriëntaties.

Dit werk biedt een methodologie voor het ontwerp en de prestatieoptimalisatie

van poreuze gesinterde structuren.

Samenvattend begint dit onderzoek met het modelleren van de spanningscon-

centratie bij korrelgrenzen onder éénassige spanning door middel van een bicrystal

model, waarbij de voorwaarden voor maximale spanningsconcentratie voor alle

kubische kristallen worden geïdentificeerd. Het breidt zich vervolgens uit naar

korrelgrenzen die onder een hoek staan met de éénassige spanning en naar korrel-

grenzen onder algemene externe belastingen. Daarbij is duidelijk geworden dat

incompatibiliteitsspanning in sterk anisotrope materialen sterk afhankelijk is van

de inclinatie van de korrelgrens. Op atomair niveau geven moleculaire dynamica

simulaties inzicht in de vervorming van perliet. De uitgesproken anisotropie van

de plasticiteit onder verschillende belastingcondities wordt onthuld. Voorbij de

atomaire schaal wordt de anisotropie in de microstructuur en in de mechanische

eigenschappen van gesinterde kopernanodeeltjes onderzocht door een combinatie

van experimenten en simulaties. De spanningsverdeling, het plastisch gedrag en de

microstructurele evolutie in polycristallijne metallische materialen vertonen aniso-

tropie, wat de mechanische eigenschappen beïnvloedt. In bepaalde gevallen wordt

de algehele eigenschappen van een materiaal beperkt door de laagst presterende

regios. Een goed begrip van anisotropie kan het materiaalontwerp begeleiden om

de nadelige effecten ervan te minimaliseren. Alternatief biedt het benutten van

anisotropie de mogelijkheid om geavanceerde materialen te creëren met verbeterde

prestaties in bepaalde richtingen.
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2 1 Introduction

1.1 Background
Metals serve as the cornerstone of modern society, underpinning critical infrastruc-

ture and industries. Their unique combination of strength, ductility, and formability

makes them indispensable for a wide range of applications, from pipelines and ca-

bles to automobiles and buildings. In the context of global challenges such as climate

change and the transition toward sustainable development, advances in the metal

industry are of paramount importance. The development of high-performance

metallic materials, such as high-strength steels and lightweight, high-strength

aluminum alloys, is essential to reduce material usage and vehicle weight, thus con-

tributing to improved energy efficiency [1]. Improving properties of materials, such

as creep resistance and corrosion resistance, can extend the lifespan of products,

thereby amortizing manufacturing costs and environmental impacts. Recycling and

reusing of metals bypasses energy-intensive ore reduction processes, significantly

reducing pollution and carbon emissions, making it another critical area for devel-

opment. The recycling and reuse of metals also demand a deep understanding of

the relationship between microstructure and mechanical properties. For example,

designing processes to control impurity distribution is critical for metal recycling.

Metallic materials exhibit anisotropy at different scales, and the anisotropy at

each scale influences the properties at higher scales. Some aspects of anisotropy,

such as texture, have been extensively studied, while others, such as the relationship

between stress fields near grain boundaries (GBs) and crystallographic anisotropy,

have received less attention. Research on the general anisotropy of metallic materi-

als requires integrated multiscale computational approaches. Therefore, this work

is not limited to specific methods or material systems but aims to broadly reveal

the sources and effects of anisotropy across multiple scales.

This work provides a perspective on the relationship between the mechanical

properties of metals and their microstructures, highlighting the origins and impacts

of anisotropy at various spatial scales, and discussing computational and simulation

methods to better guide experimental design and performance optimization.

1.2 Anisotropy in mechanical properties of metal-
lic materials

Polycrystalline metals are often treated as isotropic materials, characterized by a

single set of averaged mechanical properties such as elastic modulus, Poisson’s

ratio, and yield strength. However, macroscopic mechanical properties can exhibit

significant anisotropy, which can compromise performance or be leveraged to

advantage. Fig. 1.1 illustrates anisotropy in metallic materials on different length

scales, originating from the following key factors:

1. Intrinsic Crystal Structure Anisotropy: Atomic arrangements in crystals lead
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to orientation-dependent mechanical properties, as shown in Fig. 1.1(a). In

single crystals or textured materials, properties like elastic modulus, strength,

and phase transformation exhibit pronounced directional dependence.

2. Directional Distribution of Grains andDefects: Manufacturing processes such

as rolling and wire-drawing, can align GBs, dislocations, and precipitates.

Fig. 1.1(b) shows the non-uniform microstructure of an Ag-Cu alloy prepared

by selective laser melting, where controlled grain morphology results in

anisotropic strength and ductility.

3. Heterogeneous Microstructures: Alloys may develop anisotropic microstruc-

tures through processes like eutectoid transformation or spinodal decompo-

sition. For example, Fig. 1.1(c) shows the lamellar structure of pearlite. The

low symmetry microstructure of pearlite leads to anisotropic mechanical

behavior.

4. Pore Distribution in Porous Materials: In porous materials, the distribution,

shape, and orientation of pores and necks significantly influence mechanical

properties, conductivity, and gas permeability. Sintered or foamed metals,

for instance, exhibit directional variations in stiffness, strength, and fracture

behavior due to anisotropic pore and neck arrangements.

5. Residual Stresses and Surface Effects: Processing-induced residual stresses

(e.g., from welding, machining, or heat treatment) create localized anisotropy.

Surface effects, particularly in nanostructured or thin-film materials, further

contribute as a result of high surface-to-volume ratios and surface energy

influences.
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(a)

(c) (d)

(b)

Figure 1.1: The figure illustrates the anisotropy in metallic materials at four different scales. (a)

The anisotropy in the spatial distribution of Young’s modulus for BCC-structured iron [2].(b) The

microstructure of an Ag-Cu alloy produced by selective laser sintering, where colors represent

different grain orientations [3]. Both grain shapes and orientation distributions exhibit anisotropy.(c)

Pearlite with a lamellar structure [4], where the black regions represent ferrite and the white regions

represent cementite.(d) A porous Cu structure formed by the sintering of nanoparticles [5]. The

non-uniform distribution of pores and Cu particles in the structure lead to anisotropy in mechanical

properties.
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1.3 Elastic anisotropy in crystalline metals
The Zener ratio is the simplest metric for anisotropy quantification in cubic crys-

tals [6]:

𝐴 =
2𝐶44

𝐶11−𝐶12
, (1.1)

where 𝐶11, 𝐶12, and 𝐶44 are the three elastic components for cubic crystals. Physi-

cally, the Zener ratio represents the ratio in the resistance to two types of shear

deformations.
𝐶11−𝐶12

2 is for shear resistance along (110)[110], while 𝐶44 is for shear

resistance along (100)[010]. For an isotropic crystal, 𝐴 = 1.
Chung and Buessem [7] proposed an empirical measurement of anisotropy for

cubic material:

𝐴𝐶 =
𝐺𝑉 −𝐺𝑅

𝐺𝑉 +𝐺𝑅
=

3(𝐴−1)2

3(𝐴−1)2+25𝐴
, (1.2)

where 𝐴 is the Zener ratio, 𝐺𝑉 and 𝐺𝑅 are averaged polycrystalline shear moduli

calculated using the Voigt and Reuss schemes, respectively, as

𝐺𝑉 =
𝐶11−𝐶12+3𝐶44

5

𝐺𝑅 =
5(𝐶11−𝐶12)𝐶44

4𝐶44+3(𝐶11−𝐶12)
.

Theoretically, 𝐺𝑉 provides an upper bound estimate of the shear modulus for

polycrystalline materials, while 𝐺𝑅 gives the lower bound estimate. The parameter

𝐴𝐶 quantifies the difference between these two shear moduli. For an isotropic

crystal, 𝐴𝐶 = 0. However, this method is limited to cubic crystals, as it only

considers the three independent elastic constants.

Shivakumar et al. [8] introduced a universal elastic anisotropy index, which

quantifies anisotropy for all crystal structures. The averaged stiffness tensor ⟨𝐂𝑑⟩
and compliance tensor ⟨𝐒𝑡⟩ for a crystal are given by:

𝐂𝑉 = ⟨𝐂𝑑⟩ = 2𝐺𝑉𝐊+3𝐾𝑉 𝐉,

𝐒𝑅 = ⟨𝐒𝑡⟩ =
1

2𝐺𝑅
𝐊+

1
3𝐾𝑅

𝐉,
(1.3)

where the superscripts 𝑑 and 𝑡 indicate displacement and traction boundary condi-

tions, respectively. The superscripts 𝑉 and 𝑅 denote the Voigt and Reuss averages.

𝐊 and 𝐉 are the deviatoric and spherical projection tensors of rank four, respectively.

For a perfectly isotropic crystal, it holds that 𝐂𝑉 = (𝐒𝑅)
−1

and:

6
∑
𝑖=1

6
∑
𝑗=1
𝐶𝑉𝑖𝑗 𝑆

𝑅
𝑖𝑗 = 6.
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Therefore, the universal anisotropy index 𝐴𝑈 is defined as:

𝐴𝑈 =
6
∑
𝑖=1

6
∑
𝑗=1
𝐶𝑉𝑖𝑗 𝑆

𝑅
𝑖𝑗 −6 = 5

𝐺𝑉

𝐺𝑅
+
𝐾𝑉

𝐾𝑅
−6 ≥ 0. (1.4)

Since all elastic components are included in the evaluation, 𝐴𝑈 is expected to

be applicable to all crystal structures.

For medium-entropy alloys and high-entropy alloys, the anisotropy in elas-

tic properties becomes significantly more complex. This anisotropy is primarily

influenced by the proportion of each constituent element in the alloy [9, 10]. Ad-

ditionally, local ordering of atoms can further alter the elastic properties. For

instance, in the case of the CrCoNi ternary medium-entropy alloy (with an FCC

lattice), studies have shown that its 𝐶11−𝐶12 values range between 43 and 223 GPa,

while its 𝐶44 values range between 50 and 110 GPa [11]. This corresponds to Zener

ratios ranging from 0.5 to 5, highlighting the significant variability in anisotropy.

Such richness in elastic anisotropy offers promising opportunities to tailor material

properties in advanced material design.

1.4 Grain boundary characteristics and modeling
methods

The degrees of freedom (DOF) of a GB describe the independent parameters re-

quired to fully characterize its geometric and crystallographic configuration. In

polycrystalline materials, GBs are interfaces between adjacent crystallites (grains)

with different crystallographic orientations. The DOFs of GBs are typically defined

by five parameters [12]:

1. Three rotational DOFs: These describe the misorientation between the two

grains, expressed as three angular parameters (e.g., Euler angles or axis-angle

representation).

2. Two translational DOFs: These define the orientation of the boundary plane.

This orientation can be specified using Miller indices [ℎ𝑘𝑙] relative to the

crystallographic reference frame of one of the grains. Alternatively, the

boundary-plane orientation can be expressed with two Euler rotation angles.

These five parameters capture the essential crystallographic and geometric features

of GBs.

When the atomic structure at GBs is analyzed, additional DOFs must be con-

sidered, such as atomic relaxation, chemical composition and segregation, and the

presence of other defects. Regarding atomic relaxation, Tschopp et al. [13] devel-

oped an algorithm to construct stable GB structures. In this method, rigid-body
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translations are applied to one lattice relative to the other along two directions

within the GB plane. Overlapping atoms are removed, and the system undergoes

energy minimization to reach a stable configuration. This approach introduces

four additional microscopic DOFs to fully describe the GB structure.

The global coordinate system is represented in the local crystal coordinate

system by normalized Miller indices. Taking the components of the global 𝑋 , 𝑌 ,
and 𝑍 directions in the local coordinate system as column vectors, the orientation

matrix can be constructed. For two grains with known orientation matrices, 𝑔1 and
𝑔2, a rotation matrix 𝑅 is defined as

𝑅 = 𝑔2 ⋅𝑔−11 . (1.5)

The rotation defined by 𝑅 is equivalent to rotation around axis 𝑢 = (𝑢1,𝑢2,𝑢3) by
angle 𝜃, where

𝜃 = cos
−1(
𝑡𝑟(𝑅)−1

2
), (1.6)

and

𝑢1 =
𝑅32−𝑅23
2sin𝜃

,𝑢2 =
𝑅13−𝑅31
2sin𝜃

,𝑢3 =
𝑅21−𝑅12
2sin𝜃

. (1.7)

The Coincident Site Lattice (CSL) theory describes the periodic overlap of

lattice points from two adjacent crystal grains [14]. In this framework, a GB is

characterized by an index Σ𝑛, where 1
𝑛 represents the fraction of coincident atomic

sites between the two grains. Such a boundary is referred to as a Σ𝑛 GB. Grain

boundaries with 𝑛 ≤ 29 are generally classified as low-Σ GBs, as they exhibit a

higher degree of coincidence and are often associated with lower interfacial energy

and special properties.

For grain boundaries with a known rotation axis 𝑢 and rotation angle 𝜃, the
CSL index is typically determined using a CSL table (see, e.g., [15]). Brandon [16]

proposed that grain boundaries with moderate deviations in 𝑢 and 𝜃 should also

be distinguished from general high-angle GBs. The permissible angular deviation

Δ𝜃 for a given 𝑛 is defined as:

Δ𝜃 = 𝜃0𝑛−
1
2 , (1.8)

where 𝜃0 = 15o. The concept of extended low-Σ GB is widely adopted, and alterna-

tive formulations for permissible deviations have been proposed also, as discussed

in [17].

Modern tools are now available for CSL analysis, significantly simplifying the

process of studying GBs. For example, the open-source software AimsGB [18] has

been developed to generate periodic grain boundaries with a specified Σ value and

rotation axis. MTEX [19], a MATLAB-based toolbox for crystallographic analysis,

also provides tools to calculate CSL relationships and analyze grain boundaries.
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When considering the atomic structure of GBs, the dislocation model is used

to study low-angle grain boundaries, where the misorientation is attributed to

periodically arranged dislocations [20, 21]. The structural unit model (SUM) has

been proposed for high-angle GBs [22–24]. GB structures are described as a com-

bination of building blocks or structural units in two dimensions. This model

effectively captures the continuous structural evolution of tilt grain boundaries as

the tilt angle changes. However, the existence of metastable GB states and other GB

behaviors (such as GB sliding and the absorption/emission of dislocations) make

the prediction of GB structures still challenging. Jian Han et al. [25] employed

molecular dynamics simulations to investigate structural units and their evolution

in metastable GBs. The study also proposed a method to predict the structure and

energy of GBs with specific misorientations based on structural units.

Advances in computational resources and atomic simulation techniques now

enable the use of more complex and higher-dimensional data to describe local

atomic structures, marking a shift from physics-based descriptors to data-based

descriptors. Examples of such descriptors include the Smooth Overlap of Atomic

Positions (SOAP) [26, 27], Atom-centered Symmetry Functions (ACSF) [28], Atomic

Cluster Expansion (ACE) [29], and Many-body Tensor Representation [30]. These

descriptors provide powerful tools for the quantitative characterization of GBs.

Taking SOAP as an example, SOAP is a descriptor that encodes regions of

atomic geometries by expanding a Gaussian-smeared atomic density using or-

thonormal functions based on spherical harmonics and radial basis functions. A

common implementation of SOAP is provided in [31]. Fujii et al. [32] utilized SOAP

to investigate the relationship between thermal conductivity and the structure

of various MgO grain boundaries. Using SOAP to quantitatively compare the

similarity of atomic environments, the study classified over a thousand atoms in

the grain boundaries into six categories: highly under-coordinated, moderately

under-coordinated, strongly strained, moderately strained, and others. The rela-

tionship between atomic environment and thermal conductivity was established

using linear regression, which demonstrated strong predictive accuracy for new

GBs. Owens et al. [33] compared a variety of descriptors for grain boundaries (such

as centrosymmetry parameter [34], common neighbor analysis [35], ACE, SOAP,

ACSF, and graph description), and systematic examined the performance of each

descriptor in predicting grain boundary energies.

Since GBs exhibit phase-like behavior as their structure and properties may

change discontinuously at critical values of thermodynamic parameters, GBs can

be treated as thermodynamically stable interfacial states, referred as GB complex-

ions [36, 37]. These complexions are characterized by unique atomic structures,

chemical compositions, and properties. They can significantly influence the behav-

ior of materials.



1.5 Heterogeneous microstructures in metallic materials

1

9

1.5 Heterogeneous microstructures in metallic ma-
terials

Heterogeneous microstructures in metallic materials originate from two primary

sources. The first is phase-transformation-driven spontaneous formation, such

as resulting from eutectic reaction [38] and spinodal decomposition [39]. The

second is artificially engineered heterogeneous structures, which are fabricated

using advanced manufacturing techniques, including additive manufacturing [40],

powder metallurgy [41], and rolling [42].

Heterogeneous microstructures encompass a variety of configurations, such

as gradient grain structures [43–45], lamellar structures [38, 42, 46], core-shell

structures [41, 47, 48] (also referred to as harmonic structures [49]), and interwoven

nanophases [39, 50]. A comprehensive overview of these structures can be found

in [51].

The deformation behavior of heterogeneousmaterials is more complex than that

of homogeneous materials due to differences in elastic properties, yield strength,

and work hardening capabilities among their constituent regions. For instance,

in core-shell structures, studies [49, 52, 53] have shown that plastic deformation

usually begins in the core region, which typically has larger grains and lower

strength. As deformation progresses, the core-shell interface impedes further

plastic deformation, leading to the generation of a high density of geometrically

necessary dislocations near the interface. This results in back stress acting on

the core region, enhancing both the overall strength and work-hardening. Such

mechanisms effectively suppress plastic instability and improve ductility.

Eutectic reactions offer a versatile pathway for generating diverse heteroge-

neous microstructures. Extensive research has been conducted on eutectic alloys in

aluminum-based, titanium-based, nickel-based, and high-entropy alloy systems, as

reviewed in [54, 55]. Eutectic reactions refine grain size and enable coordinated de-

formation through hierarchical microstructures, thereby enhancing yield strength

and fracture toughness. A notable example is pearlite, which forms through a

eutectic reaction from austenite and consists of a hard, brittle cementite phase and

a softer ferrite phase. The fine lamellar structure in pearlite imparts excellent plastic

deformability. After severe deformation, the decomposition of cementite induces

additional solid solution strengthening and dislocation strengthening [56, 57]. The

ultimate strength for deformed pearlite can be up to 7 GPa [58].

Metallic materials with porous structures exhibit unique properties, such as

low modulus, low density, and high surface-to-volume ratios. These character-

istics make porous structures particularly suitable for applications in medical

fields [59, 60]. However, in certain materials prepared by sintering, due to pro-

cess limitations such as restricted sintering duration and relatively low sintering
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temperatures, porous structures may be unintentionally introduced [61–63]. For

example, sintering of nanoparticles is widely used to connect chips and substrates

in electronic packaging. The resulting interconnecting layer often exhibits a porous

structure. Numerous studies have investigated the relationships between critical

parameters of porous sintered structures, such as porous sintered structures, such as

relative density and pore size, and their corresponding mechanical properties [64–

66].

Despite significant progress, the design of heterogeneous structures remains

largely empirical. The multiscale nature of their internal structures presents chal-

lenges for modeling and simulation. Advanced characterization techniques, robust

mechanical theories, and multiscale simulation methods are essential to eluci-

date the strengthening mechanisms of heterogeneous structures. These tools can

guide the design and fabrication of heterogeneous materials with unprecedented

mechanical properties, paving the way for future innovations in materials science.

1.6 Outline of the thesis
This work explores the heterogeneity in the structure and properties of metallic

materials on multiple scales. The spatial scales, sources of anisotropy, and corre-

sponding material systems addressed in each chapter are summarized in Table 1.1.

Chapter Scale Anisotropy

source

Effects System

2 crystal elastic tensor incompatibility

stress near GBs

cubic crystals

3 grain GB inclination incompatibility

stress near GBs

cubic crystals

4 multiphase do-

main

heterogeneous

microstructure

anisotropy

in plastic

deformation

pearlite

5 porous bulk porous struc-

ture

anisotropy in

mechanical

properties

sintered Cu

nanoparticles

Table 1.1: The outline of each chapter in this thesis.

Chapter 2 introduces a bicrystal model to investigate grain boundaries in

metals with cubic crystal structures. External stress is applied perpendicular to

the grain boundary plane, and the maximum additional stress arising from elastic

incompatibility near the grain boundary is derived analytically. Under uniaxial

stress, the largest incompatibility stress in cubic materials occurs when the two
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grains are oriented along the loading axis as < 111 > and < 100 >, respectively.
Surprisingly, the incompatibility stress is very insensitive to the in-plane rotation.

Furthermore, for general bicrystals, the magnitude of the incompatibility stress is

correlated with the difference of the Young’s modulus of the two grains along the

loading direction.

In Chapter 3, the incompatibility stresses for GBs with arbitrary inclinations

are analyzed with the bicrystal model. The effects of elastic anisotropy and the

inclination angle of the grain boundary relative to the external stress direction are

systematically examined for metals with varying degrees of elastic anisotropy.

Chapter 4 applies the analytical model presented in Chapter 3 to pearlite with

the Bagaryatskii orientation relationship. Using supercells with various periodici-

ties, the plasticity behavior of pearlite is simulated with molecular dynamics. A

range of loading conditions that were not explored in previous studies are investi-

gated. The influence of interface dislocations, cementite-ferrite volume ratio, and

loading directions on the plastic deformation behavior of pearlite is discussed.

Chapter 5 focuses on sintered copper nanoparticles for electronic packaging

applications, where the heterogeneous structure significantly influences their me-

chanical properties. Molecular dynamics simulations reveal the evolution of the

porous structure during stress-assisted sintering. By analyzing variations in areal

relative density and the orientation distribution of sintering necks, the anisotropic

mechanical properties of sintered copper nanoparticles are elucidated.

Chapter 6 provides a summary of the study of anisotropy in both crystal

elasticity and macroscopic mechanical properties. The importance and prevalence

of anisotropy are discussed and potential directions for further research are outlined.
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Incompatibility stress at
grain boundaries under

uniaxial loading

The contents of this chapter have been published as a journal paper: Kai Liu, Marcel
HF Sluiter. "Stresses at grain boundaries: The maximum incompatibility stress in an
infinitely extended elastic bicrystal under uniaxial loading." Scripta Materialia 234
(2023): 115570.
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2.1 Abstract
In a material under stress, grain boundaries may give rise to stress discontinuities.

Stress localization is crucial tomaterials’ behavior such as segregation, precipitation,

and void nucleation. Here, the stress state at a grain boundary perpendicular to a

uniaxial external stress is studied systematically. The grain boundary with the most

extreme stress discontinuity is determined for cubic materials within the elastic

limit for a bicrystal model. Additionally, grain boundaries with negligible stress

discontinuity are identified. The influence of the elastic tensor components, 𝐶11,

𝐶12, and 𝐶44, and grain orientation is studied quantitatively.

2.2 Introduction
Grain boundaries (GBs) act as walls that divide the bulk into parts with different ori-

entations and discontinuous tensorial properties. Under loading, the misorientation

of grains and the intrinsic anisotropy of the crystal lead to a stress discontinuity

at the GBs, resulting in stress states that deviate significantly from the average.

The stress discontinuity at GBs strongly influences some phenomena at the grain

scale, such as grain growth [1, 2] and segregation [3]. Moreover, since the failure

of materials is controlled by extreme values of localized stresses rather than by

the average stress level in the material, the stress discontinuity at certain GBs

strongly affects materials’ mechanical behavior, such as crack initiation under

loading [4], fatigue [5–7], corrosion cracking [8], and creep [9–11]. Grain bound-

ary engineering [12] and new manufacturing methods show great promise for

optimizing material performance through control of texture [13, 14] and GB struc-

ture [15]. Therefore, investigating how stress states at GBs are influenced by grain

orientations can help design polycrystalline materials with optimized textures [16].

Theoretically, already three decades ago, certain special GBs, such as the tilt

symmetrical GB and twist GB [17–19], were studied and analytic solutions for those

particular incompatibility stresses (IS) were derived. A few years ago, for bicrystals,

an explicit closed-form solution for IS for general GBs was derived and verified

through finite element method (FEM) simulations [20]. This solution was then

applied to study the stress state at Σ3⟨1 1 1⟩ twin boundaries[21] and the activation
of dislocations in nickel bicrystalline micropillars[22]. It was revealed that IS plays

a crucial role in activating slip, which directly affects the plastic deformation of

metals. For polycrystals, FEM simulations and statistical analysis have shown that

the inclination angle of grain boundaries, grain size, and triple junctions have a

significant influence on IS [23–26].

In addition to IS at GBs, there are several theoretical studies on the interaction

of dislocations with GBs. The elastic field induced by dislocations [27] and the

dislocation pile-ups behavior [27, 28] near GBs in anisotropic materials are strongly
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affected by the orientations of the grains.

Previous works either focus on special cases, which are not guaranteed to find

the stress build-up extrema [17–19], or focus on polycrystals, which yield many

details but do not easily reveal general rules about specific GBs [23–26].

This work starts from a bicrystal model with an external stress 𝜎E
perpendicular

to the GB, aiming to identify the extrema of the IS and to gain insight into the stress

state. We derive an analytical solution for the extreme value of the IS at the GB in

terms of the elastic tensor components. It is revealed that the GB with the highest

IS is the same for all cubic materials. Furthermore, the magnitude of IS for general

GBs under perpendicular uniaxial applied stress is quantitatively described.

2.3 Bicrystal Model
The bicrystal model applied in this study is shown in Fig. 3.1. The 3-dimensional

space is divided into two semi-infinite half-spaces separated by the GB. In keeping

consistency with previous work [21], the GB plane is fixed parallel to the global

XOZ plane, and the direction of 𝜎E
is set along the global Y-axis, perpendicular to

the GB. We firstly focus on the stress state near GBs that are perpendicular to 𝜎E
.

Experiments [29] and simulations [25] suggest that GBs perpendicular to 𝜎E
are

more likely to be the initial site of failure.

Two grains with the same material property but with different orientations are

labeled as grain I and grain II. For cubic materials, the orientations of crystals can

be conveniently described with Miller indices. For grain I,

𝒆̂I =
⎡
⎢
⎢
⎣

𝑙I
x

𝑙I
y

𝑙I
z

𝑚I

x
𝑚I

y
𝑚I

z

𝑛I
x

𝑛I
y

𝑛I
z

⎤
⎥
⎥
⎦
, (2.1)

where 𝒍I,𝒎I
, 𝒏I

are normalized Miller indices of the crystallographic orientation

of grain I corresponding to X, Y, and Z-axis in global coordinate system, respec-

tively. Then the orientation of grain I is uniquely represented with [𝑙I
x
𝑙I
y
𝑙I
z
] and

[𝑚I

x
𝑚I

y
𝑚I

z
], and analogously for grain II.

The compliance tensor 𝑺′ after rotation 𝒆̂, is given by

𝑺′𝑚𝑛𝑜𝑝 = 𝒆̂𝒎𝒊𝒆̂𝒏𝒋 𝒆̂𝒐𝒌 𝒆̂𝒑𝒍𝑺𝒊𝒋𝒌𝒍, (2.2)

in which 𝑺 is the compliance tensor in the cubic crystal coordinate system.

Within the continuum description of GBs the following constraints apply for

the bicrystal model.

1. The two grains are rigidly glued together at the GB. No relative motion is

allowed at the GB.
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Figure 2.1: (Color online) The schematic figure of the bicrystal model in this work. The size of the GB

in the X and Z direction is infinite. The two grains are semi-infinite. The orientation of each grain is

represented by three Miller indices. The blue arrows show the uniaxial external stress 𝜎E applied far

from the GB, which is perpendicular to GB plane. The label of the grain is shown at the superscript.

2. The model contains only one GB with infinite size. The interaction between

GBs is not included.

3. The model is valid within the linear elastic limit.

4. 𝜎E
is along global Y-axis, which is perpendicular to the GB plane.

Considering the equilibrium equations for momentum, the stress field in the

bicrystal model must be invariant with respect to the Y coordinate. The discontinu-

ity of a scalar field 𝑔(𝑥𝑖) at the GB is represented as [𝑔] = 𝑔 I−𝑔 II then 𝐼𝑆 can be

presented as [𝜎ij].
The constitutive equation of a linear elastic material is

𝜀𝑖𝑗 = 𝑆𝑖𝑗𝑘𝑙𝜎𝑘𝑙 . (2.3)

According to the first constraint listed above, strain components in the GB plane

are continuous,

[𝜀𝑖𝑗 ] = 0, 𝑖, 𝑗 = 1,3. (2.4)

Since 𝜎E
is a far-field stress, global stress equilibrium requires

1
𝑉 ∫

𝑉
𝜎𝑖𝑗𝑑𝑉 = Σ𝑖𝑗 , (2.5)
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where Σ𝑖𝑗 is the general external stress [20]. In this problem Σ𝑖𝑗 only contains 𝜎E
.

So

⎧⎪⎪⎪
⎨⎪⎪⎪⎩

𝜎I

22 = 𝜎II

22 = 𝜎E

𝜎I

23 = 𝜎II

23 = 0 .
𝜎I

12 = 𝜎II

12 = 0
(2.6)

Since themodel assumes that each grain occupies half the space, Eq. 4.4 is equivalent

to

Σ𝑖𝑗 =
1
2
(𝜎I

𝑖𝑗 +𝜎
II

𝑖𝑗 ). (2.7)

Then for in-plane stress components can be written as

𝜎I

𝑖𝑗 +𝜎
II

𝑖𝑗 = 0, 𝑖, 𝑗 = 1,3. (2.8)

According to Eq. 2.6, the stress states at both sides of the GB are

{
𝜎I = [𝜎1,𝜎E,𝜎3,0,𝜎5,0]
𝜎II = [−𝜎1,𝜎E,−𝜎3,0,−𝜎5,0],

(2.9)

with Voigt notation (xx → 1, yy → 2, zz → 3, yz → 4, xz → 5, xy → 6). Noticing 𝜎4
and 𝜎6 are zero, the global Y-axis is one of the principal directions for the stress state.
When the global coordinate system is rotated around its Y-axis, the in-plane stress

components can be represented by a Mohr circle. Then (𝜎1+𝜎3) is an invariant

for [𝜎𝑖𝑗 ] during the rotation.
Consider the discontinuity of hydrostatic stress 𝜎h at the GB,

[𝜎h] =
2(𝜎1+𝜎3)

3
. (2.10)

As our description is in the linear elastic limit, all stresses are proportional to 𝜎E
.

Therefore it is convenient to define an incompatibility factor (𝐼𝐹 ) as

𝐼𝐹 =
𝜎1+𝜎3
𝜎E

. (2.11)

When exchanging the labeling of the two grains, 𝐼𝐹 changes sign, so that only the

absolute value of 𝐼𝐹 has physical meaning. Then 𝜎h at either side of GB can be

expressed as

𝜎h =
(1± 𝐼𝐹)𝜎E

3
(2.12)

In Appendix A a Python module is provided for computing 𝐼𝐹 analytically.
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2.4 Analytical expression for the extreme incom-
patibility stress

Hayes and Shuvalov proposed a parameter 𝜒 to characterize the Young’s modulus

anisotropy of cubic crystals [30],

𝜒 = 2𝑠11−2𝑠12− 𝑠44. (2.13)

Here 𝑠𝑖𝑗 refers to compliance components written with Voigt notation and with the

engineering convention (𝑠44 = 4𝑠yzyz = 4𝑠xyxy = 4𝑠xzxz). Here we derive a property
of 4

𝑡ℎ
rank tensors of cubic crystals using Voigt notation, with special application

to the compliance matrix. The compliance matrix after rotation is given as (see

Appendix B for details)

𝑺′ = 𝑺+𝜒𝑭 (𝒍,𝒎,𝒏), (2.14)

where 𝑭 is a 6 by 6 symmetric matrix of polynomials of 𝒍,𝒎,𝒏 components, e.g.

𝐹22 = −(𝑚2
x
𝑚2

y
+𝑚2

x
𝑚2

z
+𝑚2

y
𝑚2

z
), (2.15)

𝐹25 = 𝑚2
x
𝑙x𝑛x+𝑚2

y
𝑙y𝑛y+𝑚2

z
𝑙z𝑛z, (2.16)

𝐹55 = −4(𝑛x𝑛y𝑙x𝑙y+𝑛x𝑛z𝑙x𝑙z+𝑛y𝑛z𝑙y𝑙z). (2.17)

Since 𝑭 doesn’t contain any elastic tensor components, it is common for all

cubic materials.

For two grains with compliance tensor 𝑆I and 𝑆II it is convenient to properly

rotate the coordinate system along Y axis to make 𝜎1 = 𝜎3. According to Eq. 4.1,

3.8, and B.50, the strain continuity equation (Eq.4.2) can be recast as

⎧⎪⎪⎪
⎨⎪⎪⎪⎩

[(𝐹 I11+𝐹 II11)𝜒 +2𝑠11+(𝐹 I13+𝐹 II13)𝜒 +2𝑠12]𝜎1+(𝐹 I12−𝐹 II12)𝜒𝜎E+(𝐹 I15+𝐹 II15)𝜒𝜎5 = 0,
[(𝐹 I33+𝐹 II33)𝜒 +2𝑠11+(𝐹 I31+𝐹 II31)𝜒 +2𝑠12]𝜎1+(𝐹 I32−𝐹 II32)𝜒𝜎E+(𝐹 I35+𝐹 II35)𝜒𝜎5 = 0,
(𝐹 I51+𝐹 II51+𝐹 I53+𝐹 II53)𝜒𝜎1+(𝐹 I52−𝐹 II52)𝜒𝜎E+[(𝐹 I55+𝐹 II55)𝜒 +2𝑠44]𝜎5 = 0.

(2.18)

Then considering the orthonormality of 𝒍, 𝒎, and 𝒏 of 𝒆̂, the expression for 𝜎1
is simplified as

𝜎1
𝜎E

= (𝐹 I22−𝐹 II22)[(𝐹 I55+𝐹 II55)𝜒+2𝑠44]𝜒−[(𝐹 I25)2−(𝐹 II25)2]𝜒 2

[(𝐹 I22+𝐹 II22)𝜒+4𝑠11+4𝑠12][(𝐹 I55+𝐹 II55)𝜒+2𝑠44]−(𝐹 I25+𝐹 II25)2𝜒 2
. (2.19)

Considering a global coordinate system rotated around Y-axis such that 𝜎1 = 𝜎3,
it follows that

𝐼𝐹 =
2𝜎1
𝜎E

. (2.20)

Then, Eq. 2.19 shows the orientation dependence of 𝜎1 as well as of 𝐼𝐹 . Referring to
Eq. 3.15, B.40, and B.43, for each grain, we can consider 𝐹22 as reflecting the effects
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of two degrees of freedom of the grain rotation, while 𝐹25 contains the remaining 1

degree of freedom, which represents the rotation of the grain around the Y-axis.

Considering the connection between Young’s modulus of the grain along the global

Y-axis and compliance components, as

𝐸Y =
1
𝑆′22

=
1

𝐹22𝜒 + 𝑠11
, (2.21)

terms with 𝐹22 show the influence of the stiffness of the grain along the global Y-axis.

Eq. 2.19 fits well with our intuition about the 𝐼𝑆. Intuitively, one might link the 𝐼𝑆
to the difference of transverse strain (induced by the Poisson effect) across the GB.

A grain with a low (high) Young’s modulus along the loading direction has a large

(small) positive longitudinal elastic strain, which leads to a large (small) negative

transverse strain in the GB plane. Thus the 𝐼𝐹 is related to the discontinuity of the

Young’s modulus along the Y-axis.

According to Eq. 3.15, the range of 𝐹22 is estimated as

𝐹22 = −(𝑚2
x
𝑚2

y
+𝑚2

x
𝑚2

z
+𝑚2

y
𝑚2

z
) =

𝑚4
x
+𝑚4

y
+𝑚4

z
−1

2
. (2.22)

The maximum (minimum) of 𝐹22 is 0 (− 1
3 ) when𝒎 is along ⟨1 0 0⟩ (⟨1 1 1⟩). For

𝐹55, Eq. B.43 can be written as

𝐹55 = −4(𝑛x𝑛y𝑙x𝑙y+𝑛x𝑛z𝑙x𝑙z+𝑛y𝑛z𝑙y𝑙z) = 2(𝑙2
x
𝑛2
x
+ 𝑙2

y
𝑛2
y
+ 𝑙2

z
𝑛2
z
). (2.23)

The maximum (minimum) of 𝐹55 is 1 (0) when 𝒍, 𝒏 are along ⟨1 1 0⟩ and ⟨−1 1 0⟩
(⟨1 0 0⟩ and ⟨0 1 1⟩), 𝒍 and 𝒏 can be exchanged.

The value of 𝐹25 is found numerically, which gives a maximum of
1
4 when 𝒍,

𝒎 are along ⟨1 − 1
√
2⟩ and ⟨1 1 0⟩ (in arbitrary order), respectively. When

exchanging the sequence of 𝒍 and 𝒏, 𝐹25 changes its sign. 𝐹25 approaches 0 when
𝐹22 approaches its extrema.

It’s difficult to derive the extreme value of 𝜎1/𝜎E
mathematically since Eq. 2.19

contains both rotation variables and material elastic components. The following

two points are considered to search for the maximum 𝜎1/𝜎E
.

1. 𝐹25 is much less than 1, and it appears quadratically only. This shows that

the influence of the rotation of the grain around the Y-axis is relatively small.

2. When 𝐹22 approaches its extremum, i.e. 𝐹22 = 0 and 𝐹22 = − 1
3 , terms with 𝐹25

vanish.
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Then the expression of 𝜎1/𝜎E
simplifies to

𝜎1
𝜎E

≈
(𝐹 I22−𝐹 II22)[(𝐹 I55+𝐹 II55)𝜒 +2𝑠44]𝜒

[(𝐹 I22+𝐹 II22)𝜒 +4𝑠11+4𝑠12][(𝐹 I55+𝐹 II55)𝜒 +2𝑠44]

=
(𝐹 I22−𝐹 II22)𝜒

[(𝐹 I22+𝐹 II22)𝜒 +4𝑠11+4𝑠12]
.

(2.24)

Figure 2.2: (Color online) (a) The relation between elastic components and maximum incompatibility

factor, according to Eq. 6.1. The positions of common metals are labeled with black solid circles.

(b) The maximum and minimum stress concentration factor 𝐹
h
for hydrostatic stress 𝜎

h
at GBs for

common metals, according to Eq. 2.31.

For 𝜒 > 0 (𝜒 < 0), the maximum (minimum) for Eq. 2.24 is achieved when 𝐹 I22 = 0
and 𝐹 II22 = − 1

3 , which corresponds to 𝒎𝐼
and 𝒎II

parallel to ⟨1 0 0⟩ and ⟨1 1 1⟩,
respectively. With Eq. 3.11 and 2.24, and 𝜎1 = 𝜎3, the maximum value of 𝐼𝐹 is

𝐼𝐹max =
2𝜒/3

−𝜒/3+4𝑠11+4𝑠12

=
4𝑠11−4𝑠12−2𝑠44
10𝑠11+14𝑠12+ 𝑠44

=
−2(𝐶11−𝐶12−2𝐶44) (𝐶11+2𝐶12)

(10𝐶11−4𝐶12)𝐶44+(𝐶11−𝐶12) (𝐶11+2𝐶12)
.

(2.25)

The relationship between the stiffness constants 𝐶𝑖𝑗 and the compliance constants
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𝑠𝑖𝑗 for a cubic crystal system is given by:

𝑠11 =
𝐶11+𝐶12

(𝐶11−𝐶12)(𝐶11+2𝐶12)
, (2.26)

𝑠12 =
−𝐶12

(𝐶11−𝐶12)(𝐶11+2𝐶12)
, (2.27)

𝑠44 =
1
𝐶44

. (2.28)

After conducting large-scale sampling of 𝐼𝐹 for the bicrystal model with various

grain orientations, it is confirmed that Eq. 6.1 represents the global maximum of

𝐼𝐹 .
We found themagnitude of 𝐼𝐹 is related to the elastic instability of cubic crystals.

The elastic stability conditions for cubic crystals are

𝐶11−𝐶12 > 0, 𝐶11+2𝐶12 > 0, 𝐶44 > 0, (2.29)

or, equivalently

−
1
2
<
𝐶12

𝐶11
< 1,

𝐶44

𝐶11
> 0. (2.30)

The 𝐼𝐹max
values, as computed with Eq. 6.1, for common metals are shown in

Fig. 2.2(a) using the experimentally determined elastic tensor components [31].

When 𝐶12/𝐶11 approaches 1, or 𝐶44/𝐶11 approaches 0, which means the stability

of the crystal is low according to Eq. 2.30, the absolute value of 𝐼𝐹max
rises rapidly.

In alloys the 𝐼𝐹max
can be designed on purpose. The types and concentrations

of alloying elements can influence the elastic properties of alloys as has been shown

experimentally and computationally [32, 33]. By designing alloys with low 𝐼𝐹max

using Fig. 2.2(a), it might be possible to improve properties that are sensitive to the

stress state at GBs.

2.5 Incompatibility stress for general grain bound-
aries

At the GB, not only the discontinuities in stresses are of interest, but large values of

local stresses themselves are of importance too. Therefore, the 𝜎h values on both

sides of the GB corresponding to 𝐼𝐹max
are calculated. The stress concentration

factor 𝐹h is defined as the ratio of the 𝜎h values on both sides of the GB to the value

of the hydrostatic stress without a GB under 𝜎E
,

𝐹h =
3𝜎h
𝜎E

= 1± 𝐼𝐹 . (2.31)

The most extreme 𝐹h for common metals are shown in Fig. 2.2(b). For common

engineering metal bicrystals under a uniaxial 𝜎E
perpendicular to the GB, the
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variation of 𝜎h at a GB is 14% for aluminum, 54% for iron and nickel, and 78% for

copper. In alkali metals, 𝐹h can take a negative value, indicating that dilatation in

bulk can give rise to compression on one side of the GB and large tension on the

other side. As both 𝜎h and its gradient [34] play significant roles in the segregation

and diffusivity [35] of interstitial atomic species and poorly fitting substitutional

atomic species, precipitation processes can be affected particularly in materials

with large variations in 𝐹h values.
Based on Eq. 2.21 and 2.24, 𝐼𝐹 is further simplified as

𝐼𝐹 ≈
1/𝐸I

Y
−1/𝐸II

Y

(𝐹 I22+𝐹 II22)𝜒 +4𝑠11+4𝑠12

≈
6(1/𝐸I

Y
−1/𝐸II

Y
)

10𝑠11+14𝑠12+ 𝑠44
,

(2.32)

where 𝐸I
Y
(𝐸II

Y
) is the Young’s modulus of grain I (II) along the global Y-axis. Here

(𝐹 I22+𝐹 II22)𝜒 in the denominator is replaced by − 1
3𝜒 to ensure the accuracy of the

approximation in predicting high absolute values of 𝐼𝐹 .
Eq. 6.2 disregards the stress variations arising from rotating the two grains

around the direction of 𝜎E
for two reasons. Firstly, 𝐼𝐹 , being defined as sum of

𝜎1/𝜎E
and 𝜎3/𝜎E

, is less sensitive to variations of individual stress components.

Secondly, the bicrystal structure displays at least a four-fold symmetry during

the rotation around global Y-axis. This equation is in good agreement with the

analytical results (see Appendix C). Hence, while𝒎I
and𝒎II

have a strong influence

on IF, the other four Miller indices have little effect. Therefore, the GB in the

bicrystal model can be characterized by 𝒎I
and𝒎II

.

In order to clarify the role of the orientations of the two grains, we define a

rescaled incompatibility factor for GBs

𝐼𝐹GB = 𝐼𝐹/𝐼𝐹max, (2.33)

ranging from -1 to 1, which is independent of the elastic anisotropy. The 𝐼𝐹GB for

low-index GBs are shown in Fig. 2.3(a).

For general GBs, it is convenient to define the compliance factor (CF) to separate

the contributions to 𝐼𝐹𝐺𝐵 from each grain. For grain I,

𝐶𝐹 I =
1/𝐸min−1/𝐸I

Y

1/𝐸min−1/𝐸max

= −3𝐹 I22
= 3((𝑚I

x
𝑚I

y
)2+(𝑚I

x
𝑚I

z
)2+(𝑚I

y
𝑚I

z
)2) ,

(2.34)
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Figure 2.3: (Color online) (a) For low-index GBs, 𝐼𝐹GB estimated by Eq. 2.35 are shown below the

diagonal, while above the diagonal the maximum absolute value of 𝐼𝐹GB(exact) - 𝐼𝐹GB(Eq. 2.35) that
occurs when one of the two grains is rotated around the Y-axis is displayed. (b) Compliance factor as

function of the grain orientation according to Eq. 2.34. The orientations of two bicrystals in [36] are

presented by red dots for one bicrystal and yellow dots for another bicrystal.

where 𝐸𝑚𝑖𝑛,𝐸𝑚𝑎𝑥 are the minimum and maximum Young’s modulus for the

material, and analogous for grain II. Then 𝐼𝐹GB is expressed as

𝐼𝐹GB = 𝐶𝐹 II−𝐶𝐹 I. (2.35)

Fig. 2.3(b) shows a contour plot of CF as function of𝒎 of each grain in a (0 0 1)
inverse pole figure. This figure displays two important features.

First, the geometry of each GB can be presented as two points, corresponding

to grain I and grain II, in Fig. 2.3(b). Then the rescaled IF for a given GB can be read

from the map according to Eq. 2.35, e.g. the maximum of 𝐼𝐹GB, at 1, corresponds to
𝒎I

,𝒎II
parallel to [1 0 0] and [1 1 1], respectively.

Second, the IF for GBs with large misorientation is not always large. The IF

vanishes for two grains with orientations located along a contour line. Therefore,

even for materials with high anisotropy, it is possible to design textures with

near-zero stress incompatibility at GBs.

Considering the proportional relationship between 𝐼𝐹 and [𝜎h] shown in

Eq. 2.21, Fig. 2.3 is also valid for estimating the magnitude of [𝜎h] for various
GBs.

In recent in-situ tensile tests of bicrystals [36], the orientations of grains at both

sides of GBs are represented by pairs of dots in Fig. 2.3(b). The corresponding 𝐼𝐹GB
is approximately 0.1. This implies that the stress incompatibility in the experiments

are only 1/10 of the most extreme configuration. This may explain why the initial

fracture position in the experiments did not occur at pre-existing GBs [36].
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2.6 Conclusion
In summary, we have quantified incompatibility factor 𝐼𝐹 = (𝜎1+𝜎3)/𝜎E

and the

discontinuity in hydrostatic stress 𝜎h near grain boundaries under external stress

𝜎E
with a bicrystal model. The extreme values have been derived in terms of elastic

tensor components. The incompatibility factors for general grain boundaries are

estimated based on grain orientations. These findings provide valuable insights into

failure phenomena, such as creep and fatigue, that occur in polycrystallinematerials.

Moreover, identifying grain boundaries with high and low stress concentration can

guide the design of higher-performing materials.
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Appendix A Python module for Incompatibility Fac-
tor calculation
Themodule ismade available underMIT license on gitlab.tudelft.nl/kliu6/incompatibility-

stress.

Appendix B Components of matrix F
Rotation matrix is denoted as

𝑒 =
⎡
⎢
⎢
⎣

𝑙x 𝑙y 𝑙z
𝑚x 𝑚y 𝑚z

𝑛x 𝑛y 𝑛z

⎤
⎥
⎥
⎦

(B.1)

The l,m, and n satisfy the following equations:

l ⋅ l =m ⋅m = n ⋅n = 1 (B.2)

l ⋅m =m ⋅n = n ⋅ l = 0 (B.3)

𝑙𝑖𝑙𝑗 +𝑚𝑖𝑚𝑗 +𝑛𝑖𝑛𝑗 = 0 (B.4)

𝑙2𝑖 +𝑚
2
𝑖 +𝑛

2
𝑖 = 1 (B.5)

where 𝑖, 𝑗 = {𝑥,𝑦,𝑧}. For convenience of presentation, the compliance before rota-

tion is given in matrix form with Voigt notation (xx → 1, yy → 2, zz→ 3, yz → 4,

xz → 5, xy → 6, 𝑠44 = 4𝑠𝑦𝑧𝑦𝑧 = 4𝑠𝑥𝑦𝑥𝑦 = 4𝑠𝑥𝑧𝑥𝑧):

𝑆 =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎣

𝑠11 𝑠12 𝑠12 0 0 0
𝑠12 𝑠11 𝑠12 0 0 0
𝑠12 𝑠12 𝑠11 0 0 0
0 0 0 𝑠44 0 0
0 0 0 0 𝑠44 0
0 0 0 0 0 𝑠44

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(B.6)

The compliance tensor 𝑆′ after rotating the crystal with 𝑒 is given by

𝑆′𝑚𝑛𝑜𝑝 = 𝑒𝑚𝑖𝑒𝑛𝑗𝑒𝑜𝑘𝑒𝑝𝑙𝑆𝑖𝑗𝑘𝑙 . (B.7)

Then 𝑆′11 can be explicitly calculated as

𝑆′11 = 𝑙x
4𝑠11+(𝑙y2+ 𝑙z2)(2𝑠12+ 𝑠44)𝑙x2+ 𝑙y4𝑠11+ 𝑙z2(2𝑠12+ 𝑠44)𝑙y2+ 𝑙z4𝑠11. (B.8)

Since

(𝑙2
x
+ 𝑙2

y
+ 𝑙2

z
)2 = 𝑙4

x
+ 𝑙4

y
+ 𝑙4

z
+2𝑙2

x
𝑙2
y
+2𝑙2

x
𝑙2
z
+2𝑙2

y
𝑙2
z
= 1, (B.9)

https://gitlab.tudelft.nl/kliu6/incompatibility-stress/
https://gitlab.tudelft.nl/kliu6/incompatibility-stress/
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Eq. B.8 is recast as

𝑆′11 = [1−2(𝑙2
x
𝑙2
y
+ 𝑙2

x
𝑙2
z
+ 𝑙2

y
𝑙2
z
)]𝑠11+2(𝑙2

x
𝑙2
y
+ 𝑙2

x
𝑙2
z
+ 𝑙2

y
𝑙2
z
)𝑠22+(𝑙2

x
𝑙2
y
+ 𝑙2

x
𝑙2
z
+ 𝑙2

y
𝑙2
z
)𝑠44.
(B.10)

substituting the definition of 𝜒 , 2𝑠11−2𝑠12− 𝑠44 = 𝜒 , then yields,

𝑆′11 = 𝑠11+𝐹11𝜒 , (B.11)

where

𝐹11 = −(𝑙2
x
𝑙2
y
+ 𝑙2

x
𝑙2
z
+ 𝑙2

y
𝑙2
z
). (B.12)

𝑆′12 can be explicitly calculated as

𝑆′12 =𝑚
2
x
𝑙2
x
𝑠11+𝑚2

x
𝑙2
y
𝑠12+𝑚2

x
𝑙2
z
𝑠12+𝑚x𝑚y𝑙x𝑙y𝑠44+𝑚x𝑚z𝑙x𝑙z𝑠44+𝑚2

y
𝑙2
x
𝑠12

+𝑚2
y
𝑙2
y
𝑠11+𝑚2

y
𝑙2
z
𝑠12+𝑚y𝑚z𝑙y𝑙z𝑠44+𝑚2

z
𝑙2
x
𝑠12+𝑚2

z
𝑙2
y
𝑠12+𝑚2

z
𝑙2
z
𝑠11

(B.13)

Utilizing the following equations

(𝑚x𝑙x+𝑚y𝑙y+𝑚z𝑙z)2 =𝑚2
x
𝑙2
x
+𝑚2

y
𝑙2
y
+𝑚2

z
𝑙2
z
+2(𝑚x𝑚y𝑙x𝑙y+𝑚x𝑚z𝑙x𝑙z+𝑚y𝑚z𝑙y𝑙z) = 0,

(B.14)

𝑚2
x
𝑙2
x
+𝑚2

y
𝑙2
y
+𝑚2

z
𝑙2
z
= −2(𝑚x𝑚y𝑙x𝑙y+𝑚x𝑚z𝑙x𝑙z+𝑚y𝑚z𝑙y𝑙z), (B.15)

and

(𝑙2
x
+𝑙2

y
+𝑙2

z
)(𝑚2

x
+𝑚2

y
+𝑚2

z
) = (𝑚2

x
𝑙2
x
+𝑚2

y
𝑙2
y
+𝑚2

z
𝑙2
z
)+(𝑚2

x
𝑙2
y
+𝑚2

y
𝑙2
z
+𝑚2

z
𝑙2
x
+𝑚2

x
𝑙2
z
+𝑚2

z
𝑙2
y
+𝑚2

y
𝑙2
x
) = 1,

(B.16)

which gives

𝑚2
x
𝑙2
y
+𝑚2

y
𝑙2
z
+𝑚2

z
𝑙2
x
+𝑚2

x
𝑙2
z
+𝑚2

z
𝑙2
y
+𝑚2

y
𝑙2
x
= 1−𝑚2

x
𝑙2
x
+𝑚2

y
𝑙2
y
+𝑚2

z
𝑙2
z

= 1+2(𝑚x𝑚y𝑙x𝑙y+𝑚x𝑚z𝑙x𝑙z+𝑚y𝑚z𝑙y𝑙z),
(B.17)

Eq. B.13 is recast as

𝑆′12 =−2(𝑚x𝑚y𝑙x𝑙y+𝑚x𝑚z𝑙x𝑙z+𝑚y𝑚z𝑙y𝑙z)𝑠11+[1+2(𝑚x𝑚y𝑙x𝑙y+𝑚x𝑚z𝑙x𝑙z+𝑚y𝑚z𝑙y𝑙z)]𝑠12
+(𝑚x𝑚y𝑙x𝑙y+𝑚x𝑚z𝑙x𝑙z+𝑚y𝑚z𝑙y𝑙z)𝑠44.

(B.18)

and upon substituting the definition of 𝜒 ,

𝑆′12 = 𝑠12+𝐹12𝜒 , (B.19)

where

𝐹12 = −(𝑚x𝑚y𝑙x𝑙y+𝑚x𝑚z𝑙x𝑙z+𝑚y𝑚z𝑙y𝑙z). (B.20)
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𝑆′14 can be explicitly calculated as

𝑆′14 =(2𝑚x𝑛x𝑙x2+2𝑚y𝑛y𝑙y2+2𝑚z𝑛z𝑙z2)𝑠11+(2𝑚y𝑛y+2𝑚z𝑛z)𝑠12𝑙x2

+[(𝑚x𝑛y+𝑚y𝑛x)𝑙y+ 𝑙z(𝑚x𝑛z+𝑚z𝑛x)]𝑠44𝑙x
+(2𝑚x𝑛x+2𝑚z𝑛z)𝑠12𝑙y2+ 𝑠44𝑙z(𝑚y𝑛z+𝑚z𝑛y)𝑙y+(2𝑚x𝑛x+2𝑚y𝑛y)𝑠12𝑙z2

(B.21)

Considering

𝑛x𝑙x+𝑛y𝑙y+𝑛z𝑙z = 0, (B.22)

the coefficient of 𝑠44 reduces to

((𝑚x𝑛y+𝑚y𝑛x)𝑙y+ 𝑙z(𝑚x𝑛z+𝑚z𝑛x))+ 𝑙z(𝑚y𝑛z+𝑚z𝑛y)𝑙y
= 𝑚x𝑙x(𝑛y𝑙y+𝑛z𝑙z)+𝑚y𝑙y(𝑛x𝑙x+𝑛z𝑙z)+𝑚z𝑙z(𝑛x𝑙x+𝑛y𝑙y)
= −(𝑚x𝑛x𝑙2x +𝑚y𝑛y𝑙2y+𝑚z𝑛z𝑙2z)

(B.23)

Considering

𝑚x𝑛x+𝑚y𝑛y+𝑚z𝑛z = 0, (B.24)

the coefficient of 𝑠12 reduces to

(2𝑚y𝑛y+2𝑚z𝑛z)𝑙2x +(2𝑚x𝑛x+2𝑚z𝑛z)𝑙2y+(2𝑚x𝑛x+2𝑚y𝑛y)𝑙2z
= 2(𝑚x𝑛x𝑙x2+2𝑚y𝑛y𝑙y2+2𝑚z𝑛z𝑙z2)

(B.25)

Then again introducing 𝜒 , Eq. B.21 is recast as

𝑆′14 = 𝐹14𝜒 , (B.26)

where

𝐹14 = 𝑚x𝑛x𝑙2x +𝑚y𝑛y𝑙2y+𝑚z𝑛z𝑙2z . (B.27)

With similar transformations the other elements 𝑆′13, 𝑆′15, 𝑆′16, etc., of the com-

pliance matrix after rotation can be written as

𝑆′ =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎣

𝑠11+𝐹11𝜒 𝑠12+𝐹12𝜒 𝑠12+𝐹13𝜒 𝐹14𝜒 𝐹15𝜒 𝐹16𝜒
𝑠11+𝐹22𝜒 𝑠12+𝐹23𝜒 𝐹24𝜒 𝐹25𝜒 𝐹26𝜒

𝑠11+𝐹33𝜒 𝐹34𝜒 𝐹35𝜒 𝐹36𝜒
𝑠44+𝐹44𝜒 𝐹45𝜒 𝐹46𝜒

𝑠𝑦𝑚𝑚𝑒𝑡𝑟𝑖𝑐 𝑠44+𝐹55𝜒 𝐹56𝜒
𝑠44+𝐹66𝜒

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(B.28)

where 𝐹𝑖𝑗 are polynomials of 𝑙, 𝑚, 𝑛, as

𝐹11 = −(𝑙2
x
𝑙2
y
+ 𝑙2

x
𝑙2
z
+ 𝑙2

y
𝑙2
z
) (B.29)
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𝐹12 = −(𝑚x𝑚y𝑙x𝑙y+𝑚x𝑚z𝑙x𝑙z+𝑚y𝑚z𝑙y𝑙z) (B.30)

𝐹22 = −(𝑚2
x
𝑚2

y
+𝑚2

x
𝑚2

z
+𝑚2

y
𝑚2

z
) (B.31)

𝐹13 = −(𝑛x𝑛y𝑙x𝑙y+𝑛x𝑛z𝑙x𝑙z+𝑛y𝑛z𝑙y𝑙z) (B.32)

𝐹23 = −(𝑛x𝑛y𝑚x𝑚y+𝑛x𝑛z𝑚x𝑚z+𝑛y𝑛z𝑚y𝑚z) (B.33)

𝐹33 = −(𝑛2
x
𝑛2
y
+𝑛2

x
𝑛2
z
+𝑛2

y
𝑛2
z
) (B.34)

𝐹14 = 𝑚x𝑛x𝑙2x +𝑚y𝑛y𝑙2y+𝑚z𝑛z𝑙2z (B.35)

𝐹24 = 𝑚3
x
𝑛x+𝑚3

y
𝑛y+𝑚3

z
𝑛z (B.36)

𝐹34 = 𝑚x𝑛3x+𝑚y𝑛3y+𝑚z𝑛3z (B.37)

𝐹44 = −4(𝑛x𝑛y𝑚x𝑚y+𝑛x𝑛z𝑚x𝑚z+𝑛y𝑛z𝑚y𝑚z) (B.38)

𝐹15 = 𝑙3x𝑛x+ 𝑙
3
y
𝑛y+ 𝑙3z𝑛z (B.39)

𝐹25 = 𝑚2
x
𝑛x𝑙x+𝑚2

y
𝑛y𝑙y+𝑚2

z
𝑛z𝑙z (B.40)

𝐹35 = 𝑙x𝑛3x+ 𝑙y𝑛
3
y
+ 𝑙z𝑛3z (B.41)

𝐹45 = 2(𝑚x𝑛2x𝑙x+𝑚y𝑛2y𝑙y+𝑚z𝑛2z𝑙z) (B.42)

𝐹55 = −4(𝑛x𝑛y𝑙x𝑙y+𝑛x𝑛z𝑙x𝑙z+𝑛y𝑛z𝑙y𝑙z) (B.43)

𝐹16 = 𝑙3x𝑚x+ 𝑙3y𝑚y+ 𝑙3z𝑚z (B.44)

𝐹26 = 𝑙x𝑚3
x
+ 𝑙y𝑚3

y
+ 𝑙z𝑚3

z
(B.45)

𝐹36 = 𝑚x𝑛2x𝑙x+𝑚y𝑛2y𝑙y+𝑚z𝑛2z𝑙z (B.46)

𝐹46 = 2(𝑚2
x
𝑛x𝑙x+𝑚2

y
𝑛y𝑙y+𝑚2

z
𝑛z𝑙z) (B.47)

𝐹56 = 2(𝑚x𝑛x𝑙2x +𝑚y𝑛y𝑙2y+𝑚z𝑛z𝑙2z) (B.48)

𝐹66 = −4(𝑚x𝑚y𝑙x𝑙y+𝑚x𝑚z𝑙x𝑙z+𝑚y𝑚z𝑙y𝑙z) (B.49)

Therefore

𝑺′ = 𝑺+𝜒𝑭 (𝒍,𝒎,𝒏), (B.50)

Of course, any other 4
𝑡ℎ
rank tensor can be rotated in a similar fashion.
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Appendix C Approximation of 𝐼𝐹 for an arbitrary
GB
In the main text, we derived the exact expression for 𝜎1, one of the incompati-

bility stress components, as Eq. 19 in main text. The incompatibility factor 𝐼𝐹 is

proportional to 𝜎1. The expression for 𝜎1 indicates that the rotations of the two
grains around global Y-axis have a minor influence to the magnitude of 𝜎1. By
disregarding the influence of the rotation around Y-axis and fixing the denominator

as a constant, we derived the following equation to estimate the 𝐼𝐹 for an arbitrary

GB.

𝐼𝐹 ≈
6(1/𝐸I−1/𝐸II)

10𝑠11+14𝑠12+ 𝑠44
, (B.51)

𝐼𝐹 as computed from Eq. B.51 are compared with the exact values for 50000 different

GBs, for four metals (Al, Fe, Cu, Li). The results are shown in Fig.C.1. The histogram

of 𝐼𝐹 and mean absolute error (MAE) of the estimation from Eq. B.51 are also

presented. The MAE of the estimation from Eq.B.51 is within 10% for all 4 metals.

The error is largest for Li, the most elastically anisotropic of the metals considered.

Figure C.1: Comparison of the analytical solution of 𝐼𝐹 , as computed according to the python module

listed under Appendix A, and its approximation using Eq.B.51 for Al, Fe, Cu, and Li (in order of

increasing elastic anisotropy).
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3 Incompatibility stress at inclined grain boundaries for cubic crystals under hydrostatic

stress and uniaxial stress

3.1 Abstract
In a material under stress, grain boundaries may give rise to stress discontinuities.

The stress state at grain boundaries strongly affects microscopic processes, such as

diffusion and segregation, as well as failure initiation, such as fatigue, creep, and

corrosion. Here the general condition of incompatibility stress at grain boundaries

is studied with a bicrystal model for linear elastic materials. In materials with cubic

crystal structures, it is proven that hydrostatic stress does not lead to a stress dis-

continuity at grain boundaries. For bicrystals with inclined grain boundaries under

uniaxial stress, the extreme values of the incompatibility stress as a function of the

inclination angle are obtained by a simulated annealing method. A simple criterion

is proposed to classify cubic materials into three groups. For cubic crystals with

at most moderate anisotropy, the highest incompatibility stress occurs when the

grain boundary plane is perpendicular to the uniaxial stress. For highly anisotropic

materials, such as alkali metals and polymorphic high-temperature phases, the

highest incompatibility stress occurs on grain boundaries with an inclination of

about 47o.
Keywords: Grain boundary, incompatibility stress, anisotropy, grain boundary

inclination, stress concentration

3.2 Introduction
Most commercial metals are polycrystalline with properties that are strongly depen-

dent on the amount and character of grain boundaries (GBs). Due to the anisotropy

of the elastic tensor and the discontinuity of crystal orientations across GBs, main-

taining deformation compatibility causes the stress states near GBs to deviate

significantly from the average stress state.

Manymicroscopic processes in materials are strongly influenced by stress states

near GBs, such as diffusion [1–3], segregation [4–6], and (nano)void formation [7].

Therefore failure processes also are connected with the stress state at GBs, such as

fatigue [8–12], creep [13–15] and stress corrosion cracking[16–19]. The initiation

of phase transformation is also strongly influenced by the local stress state [20–22].

The study of the stress state at GBs and its relation to GB parameters has been a

challenge due to the many degrees of freedom of GBs [23]. Analytical solutions for

the stress state near GBs were derived for several special grain boundaries [24, 25].

For general grain boundaries, Richeton and Berbenni [26] proposed an analytical

solution with a bicrystal model. The model was verified by comparing it with finite

element method (FEM) simulations. The results were used to study the activation of

slip systems near the Σ3⟨111⟩ twin boundary [27]. Recently, Shawish and Mede [28]

introduced a semi-analytical solution for the distribution of stresses along the GB

normal within polycrystals under an arbitrary load with a perturbation method.
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The stresses near grain boundaries for applied loads perpendicular to the grain

boundaries were explored in Chapter 2. The GBs with the largest incompatibility

stress were determined for all cubic materials with the GB plane being perpendicular

to the external stress.

FEM provides a helpful tool for studying the stresses near GBs. By performing

FEM simulation for the stress distribution in polycrystals under load, the relation-

ship between stress states and GB parameters (grain orientation, GB inclination

angle, etc) is clarified by statistical methods [29, 30] and machine learning [31].

These works revealed that the GB area, GB inclination angle, and the orientations

of adjacent grains influence the occurrence of stress concentrations near GBs. How-

ever, these statistics-based correlations are descriptive rather than quantitative. In

order to gain insight into the magnitude of stress discontinuities at an arbitrar-

ily inclined GB in a general material and therefore take advantage of the local

stress state, it is necessary to establish quantitative and physically meaningful rules

between the GB characters, external stresses, and the stress discontinuities.

This work investigates the incompatibility stress for general GBs in materials

with a cubic crystal structure with a bicrystal model. Section 2 introduces the

bicrystal model for calculating the incompatibility stress with a fixed GB plane

under arbitrary external stress. An approximation for incompatibility stress for

cubic materials under arbitrary external stress is derived in section 3.1. In section 3.2,

we prove that hydrostatic external stress does not lead to any stress discontinuity

at GBs. In section 3.3, the incompatibility stress at inclined GBs is considered using

a coordinate transformation. The extreme incompatibility stresses for GBs with

various inclination angles are explored with a simulated annealing method. The

influence of GB inclination angle on the magnitude of incompatibility stress is

systematically explored.

3.3 Model description
We first consider the incompatibility stress for a GB fixed parallel to the XOZ plane

under an arbitrary external stress 𝜎E
. A schematic figure of the bicrystal model

is shown as Fig. 3.1. The 3-dimensional space is divided into two semi-infinite

half-spaces separated by the GB. The left (right) of the GB is grain I(II). The two

grains consist of the same material.

The orientations of crystals can be conveniently described with Miller indices.

For grain I,

𝒆̂I =
⎡
⎢
⎢
⎣

𝑙I
x

𝑙I
y

𝑙I
z

𝑚I

x
𝑚I

y
𝑚I

z

𝑛I
x

𝑛I
y

𝑛I
z

⎤
⎥
⎥
⎦
, (3.1)

where 𝒍I,𝒎I
, 𝒏I

are normalized Miller indices of the crystallographic orientation of
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Figure 3.1: (Color online) Schematic figure of the bicrystal model. Grains I (II) on the left (right side)

are separated by a GB perpendicular to the global Y-axis. The GB is infinitely extended in the X and

Z directions. The orientation of each grain is represented by three vectors represented by Miller

indices. The label of the grain is shown with a superscript. The external stress 𝜎E can be of any type.

grain I corresponding to X, Y, and Z-axis in the global coordinate system, respec-

tively, and analogously for grain II.

Within the continuum description of GBs, the following constraints apply to

the bicrystal model.

1. The two grains are rigidly glued together at the GB. No relative motion is

allowed at the GB.

2. The model contains only one infinitely extended GB. The interaction between

GBs is not included.

3. There is a linear relation between stress and strain.

With Voigt notation (xx → 1, yy → 2, zz → 3, yz → 4, xz → 5, xy → 6) with

the engineering convention (𝜀4 = 2𝜀𝑥𝑦 ), the constitutive equation of linear elastic

material is

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎣

𝜀1
𝜀2
𝜀3
𝜀4
𝜀5
𝜀6

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦

=

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎣

𝑠11 𝑠12 𝑠13 𝑠14 𝑠15 𝑠16
𝑠12 𝑠22 𝑠23 𝑠24 𝑠25 𝑠26
𝑠13 𝑠23 𝑠33 𝑠34 𝑠35 𝑠36
𝑠14 𝑠24 𝑠34 𝑠44 𝑠45 𝑠46
𝑠15 𝑠25 𝑠35 𝑠45 𝑠55 𝑠56
𝑠16 𝑠26 𝑠36 𝑠46 𝑠56 𝑠66

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎣

𝜎1
𝜎2
𝜎3
𝜎4
𝜎5
𝜎6

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(3.2)

Since there is no constraint on the shape of the compliance matrix, the model

is valid for all crystal structures.

The discontinuity of a scalar field 𝑔(𝑥𝑖) at the GB is denoted as

[[𝑔]] = 𝑔 I−𝑔 II. (3.3)
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According to the first constraint listed above, strain components in the GB plane

are continuous,

[[𝜀𝑖]] = 0, 𝑖, 𝑗 = 1,3,5. (3.4)

Since 𝜎E
is a far-field stress, global stress equilibrium requires

1
𝑉 ∫

𝑉
𝜎𝑖𝑑𝑉 = 𝜎E

𝑖 , (3.5)

where 𝜎E
is the applied external stress[26]. Since the model assumes that each

grain occupies half the space,

𝜎E

𝑖 =
1
2
(𝜎I

𝑖 +𝜎
II

𝑖 ). (3.6)

The tractions on the GB must be continuous, and the difference at the GB must

vanish (Eq. 3.3),

[[𝜎𝑖]] = 0, 𝑖 = 2,4,6. (3.7)

𝜎I
and 𝜎II

as function of 𝜎E
for any GB can be calculated by solving Eqs. 4.1,4.2,3.6,

and 3.7.

Eq. 3.7 shows that only in-plane components of incompatibility stress are

non-zero. Then the stress states on both sides of the GB can be written as the

superposition of 𝜎E
and the additional stress field,

{
𝜎I = [Δ𝜎1+𝜎E

1 ,𝜎E

2 ,Δ𝜎3+𝜎E

3 ,𝜎E

4 ,Δ𝜎5+𝜎E

5 ,𝜎E

6 ]
𝜎II = [−Δ𝜎1+𝜎E

1 ,𝜎E

2 ,−Δ𝜎3+𝜎E

3 ,𝜎E

4 ,−Δ𝜎5+𝜎E

5 ,𝜎E

6 ].
(3.8)

The magnitudes of the three additional stress components, i.e. Δ𝜎1, Δ𝜎3, and
Δ𝜎5, are influenced by the choice of the observation coordinate system. As is evident

from the Mohr circle construction, Δ𝜎5 can be made to vanish by an appropriate

rotation of the coordinate systemwhileΔ𝜎1 andΔ𝜎3 cannot. In keeping consistency
with Chapter 2, the incompatibility stress (𝐼𝑆) is defined as

𝐼𝑆 = Δ𝜎1+Δ𝜎3. (3.9)

The advantage of the definition is that 𝐼𝑆 is directly connected with hydrostatic

stress 𝜎h at both sides of GBs, which is independent of the reference coordinate

system,

[[𝜎h]] =
2(Δ𝜎1+Δ𝜎3)

3

=
2
3
𝐼𝑆.

(3.10)
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The problem is in the elastic limit, therefore 𝐼𝑆 induced by each stress compo-

nent 𝜎E

𝑖 is linearly proportional to the magnitude of 𝜎E

𝑖 . For a uniaxial 𝜎E
, which

is common in applications, it is convenient to define incompatibility factor 𝐼𝐹 as

𝐼𝐹 =
𝐼𝑆
𝜎E
. (3.11)

3.4 Results and discussion
3.4.1 Approximation for incompatibility stress under arbi-

trary external stress in cubic crystals
The analytical solution shown in Section 2 is accurate but not intuitive. Here,

an approximation for the incompatibility stress under arbitrary external stress is

derived for cubic crystals.

In Chapter 2, the compliance tensor after rotation (see the Appendix A) is

shown. The compliance tensor before (𝑺, with Voigt notation) and after rotation

(𝑺′) can be written as

𝑺′ = 𝑺+𝜒𝑭 (𝒍,𝒎,𝒏) (3.12)

in which 𝒍,𝒎, and 𝒏 describe the rotation (see Eq. 3.1), 𝐹 is a 6 by 6 matrix defined

in Appendix B, while 𝜒 gives the anisotropy in the compliance of the material,

𝜒 = 2𝑠11−2𝑠12− 𝑠44. (3.13)

Under 𝜎E

2 ,

𝐼𝑆 ≈
2[[𝐹22]]𝜎E

2𝜒
(𝐹 I22+𝐹 II22)𝜒 +4𝑠11+4𝑠12

, (3.14)

with

𝐹22 = −(𝑚2
x
𝑚2

y
+𝑚2

x
𝑚2

z
+𝑚2

y
𝑚2

z
). (3.15)

As our description is in the linear elastic limit, the superposition principle

applies to 𝐼𝑆, which means 𝐼𝑆 induced by each component of 𝜎𝐸 can be treated

separately. With similar simplification, 𝐼𝑆 for arbitrary 𝜎𝐸 is estimated with super-

position principle, as

𝐼𝑆𝑎𝑝𝑝𝑟𝑜𝑥 =
2∑6

𝑖=1[[𝐹𝑖2]]𝜎E

𝑖 𝜒
(𝐹 I22+𝐹 II22)𝜒 +4𝑠11+4𝑠12

(3.16)

Noticing (𝐹 I22+𝐹 II22) approaches to − 1
3 for configurations with high 𝐼𝑆, Eq. 3.16 is

further simplified as

𝐼𝑆𝑎𝑝𝑝𝑟𝑜𝑥 =
6𝜒

10𝑠11+14𝑠12+ 𝑠44

6
∑
𝑖=1

[[𝐹𝑖2]]𝜎E

𝑖 (3.17)
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The accuracy of Eq. 3.17 is illustrated in Fig. 3.2. For Al, Fe(BCC), Cu, and Li

(in order of increasing elastic anisotropy), the 𝐼𝑆 obtained by Eq. 3.17 for 50000

arbitrarily oriented bicrystals under randomly chosen external stress states (each

of the six stress components is randomly chosen in [−1,1]) are compared with

exact solutions to Eq. 3.9. The histograms at the top and right side of each scatter

plot show the distributions of 𝐼𝑆 by analytical solution and by approximation,

respectively. The mean absolute error (MAE) for each metal is shown in the figure.

Figure 3.2: Comparison between incompatibility stress calculated exactly with Eq. 3.9 and estimated

with Eq. 3.17 for Al, Fe (BCC), Cu, and Li (in the sequence of ascending anisotropy). The distribution

of 𝐼𝑆 obtained exactly and approximately (Eq. 3.17) are presented in histograms at the top and right

side of each scatter plot, respectively. Dashed lines are guides to the eye.

For Al, Fe (BCC), and Cu, the 𝐼𝑆 obtained by approximation (Eq.3.17) are in good

agreement with the analytical results. For Li, the approximation underestimates

the extreme value of 𝐼𝑆. The extraordinarily high level of 𝐼𝑆 in materials with high

anisotropy is further discussed in Section 3.3.

Eq.3.17 shows that the value of 𝐼𝑆 is controlled by three factors, i.e. the material

elastic property (𝜒 and compliance components), the difference of the orientations

of the two grains ([[𝐹𝑖2]]), and 𝜎E
. That means that for a given 𝜎E

, the configura-

tions of the bicrystal that lead to extreme IS are the same for all cubic materials.

Such is the case for uniaxial stress perpendicular to the GB where it could be proven
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that the < 100 >< 111 > GB gives the largest IS for all cubic materials. Conversely,

one can also seek to determine which 𝜎E
leads to the largest 𝐼𝑆 for a bicrystal with

given orientations of the two grains using Eq.3.17. Particularly for polycrystals

with strong textures, for which anisotropic mechanical properties are well docu-

mented [32, 33], it is promising to identify the relation between loading conditions

and the distribution of 𝐼𝑆 at GBs.

3.4.2 Incompatibility stress in cubic crystals under hydro-
static external stress for bicrystal model

Here we prove hydrostatic external stress does not lead to incompatibility stress at

the GB in the bicrystal model. The absence of hydrostatically induced incompatibil-

ity stresses in cubic materials can be intuitively derived from a Gedankenexperiment:
Hydrostatically compressing a monocrystalline sphere with a cubic crystal struc-

ture causes a volume change only, without change of shape, irrespective of the

grain’s orientation. When two spheres with different orientations are cut in half

and subsequently recombined to create a bicrystal sphere, no additional stress is

necessary as the cut sections match perfectly. Consequently, hydrostatic stress does

not induce 𝐼𝑆 in cubic crystals. It follows that in cubic crystals the deviatoric stress

only causes IS. However, in lower symmetry crystal structures, e.g. hexagonal,

hydrostatic external stress generally contributes to IS at GBs. A detailed proof is

shown in Appendix D.

Since the stress state at GBs under hydrostatic stress can hardly be experi-

mentally determined, there’s no direct evidence for the findings. The molecular

dynamics simulation of the segregation energy for several alloy systems by Zhang

et al. [34] indirectly confirms our findings. In the simulation, hydrostatic stresses

with the magnitude of 2 to 12 GPa were applied to polycrystal models, and the

distributions of segregation energy were studied. The local atomic stress analysis

showed that for Al-Mg, Al-Ni, and Ni-Nb alloys, the external hydrostatic stress

level led to minor changes to the fraction of GB sites that were under a tensile stress

state. Noticing the matrices of the alloys are all cubic crystals, the simulations

match the analytical conclusion well.

3.4.3 Bicrystal model with inclined grain boundary under
uniaxial external stress in cubic crystals

Assume the uniaxial external stress is along the global Y-axis, i.e. 𝜎E = [0,1,0,0,0,0],
the schematic figure for the bicrystal model with inclined GB is shown as Fig. 3.3.

The two grains are semi-infinite and the model is still subject to the constraints

described in Section 2. The orientation of the grain boundary is defined with 𝜃, the
angle between the GB normal 𝑛 and the global Y-axis, and 𝜙, the angle between the

projection of 𝑛 on XOZ plane and X-axis. Experimentally, the distribution of 𝜃 for
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GBs in polycrystals can be measured, as one of the five parameters of GBs [23]. In

Section 3.3, 𝐼𝑆 for a GB parallel to the XOZ plane under an arbitrary 𝜎E
is derived.

By defining a GB coordinate system in which the GB aligns to the local XOZ plane

and representing the problem within the GB coordinate system, the stress state for

an inclined GB can be solved with the same method.

Figure 3.3: The schematic figure of the bicrystal model with inclined grain boundary under uniaxial

external stress. The orientation of the grain boundary is defined with 𝜃, the angle between the grain

boundary normal 𝑛 and the global Y-axis, and 𝜙, the angle between the projection of 𝑛 on the XOZ

plane and X-axis.

The normal vector of GB plane 𝑛 is uniquely represented as

[sin𝜃 cos𝜙 cos𝜃 − sin𝜃 sin𝜙] .

Since there’s no constraint on the choice of the other two basis vectors, for conve-

nience, the GB coordinate system can be chosen as

𝑄 =
⎡
⎢
⎢
⎣

sin𝜙 0 cos𝜙
sin𝜃 cos𝜙 cos𝜃 −sin𝜃 sin𝜙
−cos𝜃 cos𝜙 sin𝜃 cos𝜃 sin𝜙

⎤
⎥
⎥
⎦
. (3.18)

For a grain with orientation 𝒆̂ defined in global coordinate system, the corre-

sponding orientation 𝒆̂GB in the GB coordinate system 𝑄 can be obtained by

𝒆̂GB = 𝑄𝒆̂. (3.19)

For uniaxial external stress with a magnitude of 𝜎E
along the global Y axis, the

external stress acting on the GB plane 𝜎E,GB
is calculated as

𝜎E,GB = 𝑄 ⋅
⎡
⎢
⎢
⎣

0 0 0
0 𝜎E 0
0 0 0

⎤
⎥
⎥
⎦
⋅𝑄𝑇 = 𝜎E

⎡
⎢
⎢
⎣

0 0 0
0 cos2𝜃 sin𝜃 cos𝜃
0 sin𝜃 cos𝜃 sin2𝜃

⎤
⎥
⎥
⎦
. (3.20)
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From Eq. 3.20, 𝜎E,GB
is only controlled by 𝜃, which ranges from 0 (GB perpen-

dicular to the uniaxial external stress) to 90o (GB parallel to the uniaxial external

stress). The second degree of freedom of the GB plane, 𝜙, is included in the coordi-

nate transformation of elastic tensors for the two grains(Eq. 3.19). 𝐼𝐹max

𝜃 denotes

the maximum 𝐼𝐹 over 𝜙 values for GBs with a specific inclination angle 𝜃 while
𝐼𝐹max

max
, 𝐼𝐹max

min
denotes the maximum and minimum 𝐼𝐹 for bicrystals for all 𝜃 values,

respectively.

In Chapter 2, GBs perpendicular to the uniaxial external stress (𝜃 = 0o) have
been studied systematically. 𝐼𝐹max

𝜃=0o , the maximum incompatibility factor for GB

with 𝜃 = 0o, was found as a function of elastic components,

𝐼𝐹max

𝜃=0o =
4𝑠11−4𝑠12−2𝑠44
10𝑠11+14𝑠12+ 𝑠44

=
−2(𝐶11−𝐶12−2𝐶44(𝐶11+2𝐶12))

(10𝐶11−4𝐶12)𝐶44+(𝐶11−𝐶12)(𝐶11+2𝐶12)
.

(3.21)

For several materials Eq. 3.21 yields negative 𝐼𝐹max

𝜃=0o . Since IF for a given bicrystal

changes its sign when the two grains exchange the label, we use the absolute

value to assess the magnitude of 𝐼𝐹max

𝜃=0o . For bicrystal with GB plane inclined by

arbitrary 𝜃, no analytical solution for 𝐼𝐹max

𝜃 was found. For 𝜃 ranging from 0 to

90o with 1o increments, a simulated annealing approach was applied to search for

the extreme value of 𝐼𝐹 for each 𝜃. For several materials in cubic crystal (including

metals, intermetallics, oxides, and carbides), the elastic components, Zener ratio

(𝐴 = 2𝐶44
𝐶11−𝐶12

), 𝐼𝐹max

𝜃=0o , the 𝜃 corresponding to 𝐼𝐹
max

max
and 𝐼𝐹max

min
are listed in Table 3.1,

in a sequence of ascending |𝐼𝐹max

𝜃=0o |.
To emphasize the influence of 𝜃 and to make various materials comparable,

𝐼𝐹max

𝜃 is normalized by |𝐼𝐹max

𝜃=0o |. Normalized 𝐼𝐹max

𝜃 curves are shown as function of

𝜃 in Fig. 3.4.

Table. 3.1 and Fig. 3.4 clearly illustrate that cubic materials can be classified

into three groups. Materials in each group have similar features of the distribution

of 𝐼𝐹max

𝜃 . The criteria and features of each group are listed as follows.

1. For materials with |𝐼𝐹max

𝜃=0o |< 0.7, including metals, carbides, and oxides, 𝐼𝐹max

𝜃
decreases when 𝜃 increases, 𝐼𝐹max

𝜃 achieves its maximum when 𝜃 = 0o, while
achieves its minimum at 𝜃 = 90o, as is shown in Fig. 3.4(a). The influence of

𝜃 on 𝐼𝐹max

𝜃 is getting smaller with the increase of 𝐼𝐹max

𝜃=0o , which is contrary

to intuition. For example, the relative variation of 𝐼𝐹max

𝜃 for iron (BCC) is

about 13% while the value for aluminum is 22%. In this group, the 𝐼𝐹max

𝜃=0o for

some materials are negative. These materials have slightly higher 𝐼𝐹max

𝜃=90o ,

comparing with materials with positive 𝐼𝐹max

𝜃=0o of same magnitude.
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(a) (b)

(c) (d)

Figure 3.4: The variation of the maximum incompatibility factor 𝐼𝐹max

𝜃 with respect to the grain

boundary inclination angle 𝜃 for (a) materials with |𝐼𝐹max

𝜃=0o |< 0.7; (b) materials with 0.7≤ |𝐼𝐹max

𝜃=0o |< 1.0;
(c) materials with |𝐼𝐹max

𝜃=0o | > 1.0. Figure (d) shows the range of normalized 𝐼𝐹max

𝜃 for all materials

listed in Table 3.1. 𝐼𝐹max

𝜃 is scaled by |𝐼𝐹max

𝜃=0o | (as is listed in Table 3.1) to emphasis the influence of 𝜃.

2. For materials with medium anisotropy, i.e. 0.7 ≤ |𝐼𝐹max

𝜃=0o | < 1.0, including
Group 11 elements and Pd, 𝐼𝐹max

𝜃 have small relative variation (about 10%)

with respect to 𝜃. 𝐼𝐹max

max
is achieved for GB with about 32

o
, and 𝐼𝐹max

min
is at

𝜃 = 90o, as is shown in Fig. 3.4(b).

3. For materials with high anisotropy, i.e. 𝐼𝐹max

𝜃=0o > 1.0, including lead, alkali

metals, and polymorphic high-temperature stable phases for several metals,

𝐼𝐹max

𝜃 significantly rises when 𝜃 rises from 0o to about 45o, as is shown in

Fig. 3.4(c). 𝐼𝐹max
is achieved when 𝜃 is 43o −47o. For these materials, the

difference of 𝐼𝐹max

𝜃 with the variation of 𝜃 is amplified by their high 𝐼𝐹max

𝜃=0o .

Also, we notice |𝐼𝐹max

𝜃=0o | is a good indicator for the classification of materials,

compared with the Zener ratio. For given elastic components, |𝐼𝐹max

𝜃=0o | calculated



3

52

3 Incompatibility stress at inclined grain boundaries for cubic crystals under hydrostatic

stress and uniaxial stress

from Eq. 3.21 can properly predicts the shape of 𝐼𝐹max

𝜃 , as well as the approximate

range for 𝐼𝐹max

𝜃 , as is shown in Fig. 3.4(d).

The configurations of the bicrystal (i.e. the orientations of the two grains and

the GB plane) in the global coordinate system corresponding to 𝐼𝐹max

𝜃 are also of

concern. For 𝜃 less than 10o, the problem is similar to bicrystals with GB fixed

perpendicular to the uniaxial 𝜎E
. It is found that 𝐼𝐹 for GBs which have two grains

with crystallographic orientation of ⟨100⟩ and ⟨111⟩ along the direction of 𝜎E
in

the global coordinate system, respectively, are close to 𝐼𝐹max

𝜃 . Configurations that

correspond to 𝐼𝐹max

max
and 𝐼𝐹max

min
are obtained with a simulated annealing method, as

is listed in Table 3.2. Since exact 𝜃 and configurations for 𝐼𝐹max
are not the same

for materials with medium to high anisotropy, the configurations given in the list

are good approximations of the exact orientations.

For two grains with orientations given in Table. 3.2, keep 𝜃 varying from 0
o
to

90
o
and 𝜙 = 0o, 𝐼𝐹 for three typical metals are shown in Fig. 3.5. It can be observed

that even for a bicrystal system with only one degree of freedom (i.e. 𝜃), 𝐼𝐹 could

vary in a wide range. Curves shown in Fig. 3.4 are the upper envelopes of 𝐼𝐹 curves

for all possible configurations of the bicrystal with different material properties.

Song et al.[48] studied the relation between intergranular stress concentration

and GB orientations in Ni-based superalloy statistically by microscopic charac-

terizations, and found that GB inclination angle has little influence on the stress

concentration tendency. The necessity of two degrees of freedom for GB orien-

tation in the determination of 𝐼𝐹 explains why the microscopic characterization

(which generally shows cut lines of GB planes) failed to reveal the influence of GB

orientation on stress concentration.

The value of 𝐼𝑆 indicates stress discontinuity and stress concentration, as

described in Eq. 3.10. A direct application of the hydrostatic stress at GBs is the

segregation tendency. Both Monte Carlo simulation [49] and crystal plasticity

FEM [50] confirmed the profound influence of local hydrostatic stress on the

segregation tendency. Jothi et al.[51] studied the hydrogen re-distribution near

⟨001⟩ tilt GBs induced by the incompatibility stress with the aim to identify GBs

with low hydrogen concentration tendency in nickel. In this work, a wide range of

GB configurations and stresses were analyzed to relate the relative magnitude of 𝐼𝐹
to the inclination of GBs. The value of 𝐼𝐹max

𝜃 and its variation with respect to 𝜃 for

cubic crystals presented here can provide insights for segregation engineering[52].
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Al Cu

Li

(a) (b)

(c)

Figure 3.5: The variation of 𝐼𝐹 as a function of the grain boundary inclination angle for special

configurations (𝐼𝐹max

max
,𝐼𝐹max

min
, 𝐼𝐹max

𝜃=0o , and 𝐼𝐹
max

𝜃=90o ) for three typical material: (a) low-anisotropy

material Al; (b) medium-anisotropy material Cu; and (c) high-anisotropy material Li. Curves for

𝐼𝐹max

𝜃 , as the upper envelope of 𝐼𝐹 curves for all possible configurations of the bicrystal, are also

presented.
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Material 𝐶11 𝐶12 𝐶44 A 𝐼𝐹max

𝜃=0o Range of 𝐼𝐹max

𝜃 𝜃 for 𝐼𝐹max

max
𝜃 for 𝐼𝐹max

min

Unit GPa GPa GPa Dimensionless Degree

W [35] 523.0 203.0 160.0 1.00 0.0 0.0 – –

TiC [36] 500.0 113.0 175.0 0.90 -0.0499 [0.0381, 0.0499]

0 90

Fe3O4 [37] 275.0 104.0 95.5 1.12 0.0632 [0.0482, 0.0632]

ZrC [38] 472.0 98.7 159.3 0.85 -0.0780 [0.0603, 0.0780]

Al [35] 108.0 62.0 28.3 1.23 0.1437 [0.1118, 0.1437]

Cr [35] 348.0 67.0 100.0 0.71 -0.1710 [0.1367, 0.1710]

V [35] 230.0 120.0 43.1 0.78 -0.1719 [0.1359, 0.1719]

Mo [35] 465.0 163.0 109.0 0.72 -0.1970 [0.1578, 0.1970]

Si [35] 165.0 63.0 79.1 1.55 0.2332 [0.1857, 0.2332]

Ir [35] 600.0 260.0 270.0 1.59 0.2605 [0.2090, 0.2605]

Ta [35] 264.0 158.0 82.6 1.56 0.3013 [0.2444, 0.3013]

GaAs [39] 118.8 53.7 59.4 1.82 0.3349 [0.2742, 0.3349]

Pt [40] 347.0 251.0 76.5 1.59 0.3583 [0.2951, 0.3583]

MgAl2O4 [41] 298.6 153.7 157.6 2.18 0.4472 [0.3777, 0.4472]

Nb [35] 245.0 132.0 28.4 0.50 -0.5104 [0.4471, 0.5104]

Fe(BCC) [35] 230.0 135.0 117.0 2.46 0.5485 [0.4767, 0.5485]

Ni [35] 247.0 153.0 122.0 2.60 0.5954 [0.5246, 0.5954]

Pd [35] 221.0 171.0 70.8 2.83 0.7573 [0.7007, 0.7639] 30

90

Cu [35] 169.0 122.0 75.3 3.20 0.7785 [0.7247, 0.7888] 32

Ag [35] 122.0 92.0 45.5 3.03 0.7786 [0.7251, 0.7887] 32

Au [35] 191.0 162.0 42.2 2.91 0.8368 [0.7936, 0.8588] 36

Pb [35] 48.8 41.4 14.8 4.00 1.0170 [1.0170, 1.1033] 43

0

NiTi(B2) [42] 175.0 153.0 48.0 4.36 1.0917 [1.0917, 1.2191] 45

Ti(BCC) [43] 97.7 82.7 37.5 5.00 1.1204 [1.1204, 1.2686] 46

Fe(FCC) [44] 188.0 156.0 87.0 5.44 1.1335 [1.1335, 1.2926] 46

Na [35] 7.6 6.3 4.3 6.62 1.2052 [1.2052, 1.4242] 47

K [45] 3.7 3.2 1.9 7.60 1.3063 [1.3063, 1.6303] 47

Zr(BCC) [46] 104.0 93.0 38.0 6.91 1.3194 [1.3194, 1.6548] 47

Li [47] 13.4 11.3 9.6 9.14 1.3266 [1.3266, 1.6816] 47

Table 3.1: Elastic components (𝐶11, 𝐶12, and 𝐶44), anisotropy indicator (Zener ratio 𝐴 and 𝐼𝐹max

𝜃=0o ),
the range of 𝐼𝐹max

𝜃 and the grain boundary inclination angle 𝜃 corresponding to the maximum and

minimum of 𝐼𝐹max

𝜃 for common cubic materials. The materials are listed in a sequence of ascending

elastic anisotropy and divided into three groups according to the magnitude of their 𝐼𝐹max

𝜃 .
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Anisotropy

Orientations for 𝐼𝐹max

max
Orientations for 𝐼𝐹max

min

Grain I Grain II Grain I Grain II

−0.7 < 𝐼𝐹max

𝜃=0o <0 𝒎I
=

1√
3 ⟨1 1 1⟩ 𝒎II

= ⟨1 0 0⟩
𝒍I=[0 1 0]

𝒎I
=

1√
2 [1 0 1]

𝒍II= 1√
2 [1 0 −1]

𝒎II
=

1√
2 [1 0 1]

0< 𝐼𝐹max

𝜃=0o <0.7 𝒍I= 1√
2 [1 0 1]

𝒎I
=

1√
2 [1 0 −1]

𝒍II= 1√
2 [1 0 1]

𝒎II
=[0 1 0]

0.7≤ 𝐼𝐹max

𝜃=0o <1.0
𝒍I= 1√

37 [6 0 −1]
𝒎I

=
1√
37 [−1 0 −6]

𝒍II= 1√
14 [

√
5
√
5 2]

𝒎II
=

1√
7 [1 1 −

√
5]

𝐼𝐹max

𝜃=0o ≥1.0
𝒍I= 1√

26 [5 1 0]
𝒎I

=
1√
26 [−1 5 0]

𝒍II= 1√
54 [−5 5 −2]

𝒎II
=

1√
27 [−1 1 5] 𝒎I

=
1√
3 ⟨1 1 1⟩ 𝒎II

= ⟨1 0 0⟩

Table 3.2: The orientations for the bicrystal with varying anisotropy to achieve 𝐼𝐹max

max
and 𝐼𝐹max

min
. 𝒍

and 𝒎 are the Miller indices along the global X- and Y-axis, respectively. 𝜃, the inclination angle

of the grain boundary plane, is given in Table 3.1. 𝜙, the second degree of freedom of the grain

boundary plane, is fixed as 0o for all the configurations.
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3.5 Conclusion
This work examines the difference of stress states on both sides of GBs under

arbitrary external stress in linear elastic cubic materials with a bicrystal model. For

linear elasticity, there is a proportionality between the additional normal stress at

GBs and the applied uniaxial stress. We define the ratio of the additional normal

stress at GBs over the applied uniaxial stress as the incompatibility factor(𝐼𝐹 ).
The variation of 𝐼𝐹max

𝜃 , the highest 𝐼𝐹 for a GB with an inclination angle 𝜃 and

two grains with arbitrary orientations, is explored systematically. The following

conclusions are obtained:

1. The incompatibility stress for GB under external applied stress 𝜎E
can be

estimated with

𝐼𝑆𝑎𝑝𝑝𝑟𝑜𝑥 =
6𝜒

10𝑠11+14𝑠12+ 𝑠44

6
∑
𝑖=1

[[𝐹𝑖2]]𝜎E

𝑖 , (3.22)

where 𝑠11, 𝑠12, 𝑠44, and 𝜒 = 2𝑠11−2𝑠12−𝑠44 show the influence of the material

elastic property while the [[𝐹𝑖2]] show the influence of the orientations of

the two grains.

2. For cubic crystals, hydrostatic external stress does not induce any incompat-

ibility stress at GBs. The incompatibility stress is caused by the deviatoric

stress only.

3. The anisotropy of cubic materials is evaluated with 𝐼𝐹max

𝜃=0o , which is a simple

function of 𝑠11, 𝑠12, and 𝑠44. 𝐼𝐹max

𝜃=0o is somewhat correlated with the Zener

anisotropy 𝐴 or the universal elastic anisotropy index [53]. Cubic materials

are classified into three groups according to the magnitude of 𝐼𝐹max

𝜃=0o . Mate-

rials within each group share that the most extreme incompatibility stress

occurs for 1) the same grain boundary inclination angle with respect to the

direction of the 𝜎E
, 2) the same bicrystal grain orientations, and 3) display the

same variation of the incompatibility stress with respect to the inclination

angle.

4. Only materials with small 𝐼𝐹max

𝜃=0o values (and small Zener anisotropy 𝐴),
exhibit the highest additional stress at GBs which are perpendicular to the

uniaxial 𝜎E
. More anisotropic cubic materials exhibit the highest additional

stress at inclined GBs.

5. 𝐼𝐹max

𝜃 for materials with high anisotropy, such as alkali metals and polymor-

phic high-temperature phases [NiTi(B2), Fe(FCC), and Ti(BCC)], are the most

affected by 𝜃. These materials would have the highest additional stress at

GBs with 47𝑜 inclination with respect to the uniaxial 𝜎E
.
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Appendix D Incompatibility stress under hydro-
static external stress
Chapter 2 showed that the compliance tensor after rotation (𝑺′, with Voigt notation)
can be written as

𝑆′ =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎣

𝑠11+𝐹11𝜒 𝑠12+𝐹12𝜒 𝑠12+𝐹13𝜒 𝐹14𝜒 𝐹15𝜒 𝐹16𝜒
𝑠11+𝐹22𝜒 𝑠12+𝐹23𝜒 𝐹24𝜒 𝐹25𝜒 𝐹26𝜒

𝑠11+𝐹33𝜒 𝐹34𝜒 𝐹35𝜒 𝐹36𝜒
𝑠44+𝐹44𝜒 𝐹45𝜒 𝐹46𝜒

𝑠𝑦𝑚𝑚𝑒𝑡𝑟𝑖𝑐 𝑠44+𝐹55𝜒 𝐹56𝜒
𝑠44+𝐹66𝜒

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(D.1)

where 𝐹𝑖𝑗 are polynomials of 𝑙, 𝑚, 𝑛, as

𝐹11 = −(𝑙2
x
𝑙2
y
+ 𝑙2

x
𝑙2
z
+ 𝑙2

y
𝑙2
z
) (D.2)

𝐹12 = −(𝑚x𝑚y𝑙x𝑙y+𝑚x𝑚z𝑙x𝑙z+𝑚y𝑚z𝑙y𝑙z) (D.3)

𝐹22 = −(𝑚2
x
𝑚2

y
+𝑚2

x
𝑚2

z
+𝑚2

y
𝑚2

z
) (D.4)

𝐹13 = −(𝑛x𝑛y𝑙x𝑙y+𝑛x𝑛z𝑙x𝑙z+𝑛y𝑛z𝑙y𝑙z) (D.5)

𝐹23 = −(𝑛x𝑛y𝑚x𝑚y+𝑛x𝑛z𝑚x𝑚z+𝑛y𝑛z𝑚y𝑚z) (D.6)

𝐹33 = −(𝑛2
x
𝑛2
y
+𝑛2

x
𝑛2
z
+𝑛2

y
𝑛2
z
) (D.7)

Under hydrostatic external stress, the strain for a rotated grain is

𝜀𝐻 = 𝑺′

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎣

𝜎𝐻
𝜎𝐻
𝜎𝐻
0
0
0

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦

= 𝜎𝐻

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎣

𝑠11+2𝑠12+𝜒 (𝐹11+𝐹12+𝐹13)
𝑠11+2𝑠12+𝜒 (𝐹21+𝐹22+𝐹23)
𝑠11+2𝑠12+𝜒 (𝐹31+𝐹32+𝐹33)

0
0
0

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦

. (D.8)

Considering the orthonormality of 𝒍, 𝒎, and 𝒏 of 𝒆̂,

𝐹11+𝐹12+𝐹13 =−[(𝑙x𝑙y+𝑚x𝑚y+𝑛x𝑛y)𝑙x𝑙y+
(𝑙x𝑙z+𝑚x𝑚z+𝑛x𝑛z)𝑙x𝑙z+
(𝑙y𝑙z+𝑚y𝑚z+𝑛y𝑛z)𝑙y𝑙z]

=−(0 ⋅ 𝑙x𝑙y+0 ⋅ 𝑙x𝑙z+0 ⋅ 𝑙y𝑙z)
= 0.

(D.9)
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Analogously it can be proven (see Eq.A. 2-5) that

𝐹𝑖1+𝐹𝑖2+𝐹𝑖3 = 0, 𝑖 = 1, ...,6. (D.10)

Then the strain

𝜀𝐻 = 𝜎𝐻

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎣

𝑠11+2𝑠12
𝑠11+2𝑠12
𝑠11+2𝑠12

0
0
0

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(D.11)

for cubic crystals with arbitrary orientations and does not vary under rotation.

Therefore there is no strain incompatibility between two crystals that are rotated

relative to one another. Hence, there is no incompatibility stress either.
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4.1 Abstract
Cold-drawn pearlite wire is widely used in industry due to its exceptional high

strength. Understanding the deformation mechanisms during the cold-drawing

process of pearlite, particularly the deformation and decomposition of cementite, is

of great significance. In this study, a bicrystal model tailored to lamellar structures is

developed to calculate the elastic properties and stress concentration of pearlite. By

analyzing slip activation in both ferrite and cementite, along with the yield strength,

we reveal the significant influence of loading direction on pearlite deformability.

Notably, the yield strength varies from 9.5 GPa to 17.0 GPa. Under specific loading

conditions, plastic deformation is observed to initiate in cementite, challenging the

conventional assumption that slip bands always originate in ferrite. Furthermore,

factors that influence the plastic deformation of pearlite are discussed. A successive

strengthening mechanism is proposed to explain the excellent deformability and

high strength of pearlite after extensive deformation.

This work introduces a novel method for directional loading of lamellar struc-

tures. The surprising finding that plastic deformation, without fracture, can initiate

in cementite, might offer directions for developing other structural materials with

extreme tensile strength and deformability.

4.2 Introduction
Pearlite is a eutectoid steel microstructure with a lamellar morphology composed

of ductile ferrite (𝛼-phase) and brittle cementite (𝜃-phase). For pearlite obtained
from the eutectoid transformation, the volume ratio of the two phases, 𝑉𝛼/𝑉𝜃,
is approximately 8. After heavy cold-drawing deformation, pearlite can reach

strengths up to 7 GPa, approaching the theoretical strength of steel [1]. During the

cold drawing process, the inter-lamellar spacing decreases [2], dislocation density

increases, and cementite lamellae gradually decompose. Supersaturated carbon

atoms released from cementite dissolve into the ferrite lattice, causing significant

lattice distortion [3]. This synergistic combination of dislocation strengthening,

solid solution strengthening, and grain refinement is regarded as the primary

mechanism behind the ultrahigh strength of pearlite [4, 5]. Understanding the

structural evolution of pearlite and the critical role of cementite decomposition

during drawing is crucial for optimizing its engineering performance.

Bulk cementite is generally considered a brittle ceramic with low fracture

toughness [6, 7]. Its plastic deformation has been observed in limited scenarios,

such as nano-indentation [8], compression [9], andmulti-pass slidingwear [10]. The

dislocation patterns in cementite were characterized in several early studies [11, 12].

The plasticity of cementite is sensitive to temperature [9, 11]. Terashima et al.

showed that under compression, 2% plastic deformation was achievable at 573 K,
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while brittle fracture dominated at room temperature [9].

In pearlite, where cementite is embedded in ferrite, its deformation behavior

becomes more complex. Zhang et al. [2] observed cementite lamellae rotating,

thinning, and fracturing during drawing of pearlite. The slip bands in cementite

were found to be parallel to ferrite slip planes, suggesting slip initiation in fer-

rite followed by transfer to cementite. Zhou et al. [13] reported a transition in

cementite from single crystalline to nanocrystalline and, eventually, to an amor-

phous state during pearlite deformation. Atom probe tomography has provided

quantitative measurements of carbon concentrations in pearlite before and after

deformation [14, 15], revealing that the main mechanisms for cementite decom-

position are dislocation-assisted carbon diffusion [15] and carbon segregation at

sub-grain boundaries in ferrite [14].

To observe the dynamic deformation process, synchrotron diffraction has been

used to study stress-partitioning between ferrite and cementite [16, 17]. Digital

image correlation revealed significant strain heterogeneity in pearlite, with strain

concentration in specific colonies [10, 18, 19]. Tanaka et al. [20] identified room-

temperature plastic deformation in cementite lamellae aligned parallel to the tensile

direction.

Experimental studies of cementite deformation are challenging due to the small

scales and large deformations involved. Molecular dynamics (MD) simulations

provide a powerful complementary approach to probe the dynamic features of slip

behavior in ferrite and cementite, offering insights into the deformation mecha-

nisms of pearlite. Since interatomic potentials with special attention on cementite

mechanical properties were developed [21, 22] and the interfacial structures be-

tween ferrite and cementite with several orientation relations (ORs) have been

systematically explored [23], MD simulations are expected to qualitatively corre-

spond to the deformation process of pearlite. Guziewski et al. [24] investigated

the effects of supercell size, volume fraction, and loading direction on pearlite

yield strength and flow stress using a bicrystal model. Their study revealed that

dislocation loops initiate at the 𝛼-𝜃 interface. In a subsequent study, the plastic

deformation and yield strength of pearlite under various ORs were systematically

explored [25]. The slip activities in cementite were attributed to slip transmission

from ferrite and the geometric relationships between slip systems in the two phases

and loading directions were highlighted. Yu et al. [26] studied the tensile behavior

of inclined pearlite lamellae and reported structural transformations in ferrite and

cleavage cracks in cementite near the interface. Shimokawa et al. [27] found that

interfacial dislocations significantly influence the pearlite deformation mechanisms.

Using knowledge of the stress field induced by interfacial dislocations and applying

Schmid factor analysis, they examined slip activation at the interface. In addition,

MD simulations have been used to investigate fatigue [28] and nano-indentation
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deformation [29] in pearlite.

MD simulations of pearlite are often complemented by analytical models to

calculate stress and strain states in each phase. For example, Guziewski et al. [24, 25]

used composite theory, based on iso-strain or iso-stress assumption, to estimate

the elastic properties of pearlite. Shimokawa et al. [27] considered the strain

compatibility at the interface using directional Poisson ratios for the two phases.

However, these methods [24, 25, 27] have two major drawbacks. First, the elastic

tensors for the two phases are simplified into Young’s moduli and Poisson ratios,

which is insufficient for the consideration of the interface compatibility. It can be

inferred from the near-full elastic tensor of pearlite [30]. Second, the iso-strain and

iso-stress assumptions are established based on specific loading directions and are

not generally applicable.

Initially, an analytical approach to calculate stress partitioning between phases

was developed [31] and then further applied to periodic twin boundaries [32].

In this study, a similar analytical model is applied to investigate the stress and

strain states in pearlite under complex loading conditions (Section 4.3). For the

Bagaryatskii OR, the analysis highlights the critical influence of loading direction

on the magnitude of nominal Schmid factors for slip systems in both cementite and

ferrite.

Previous MD studies on the deformation of pearlite have been limited to a few

specific orientations, and therefore do not sufficiently capture the general defor-

mation behavior of pearlite. By defining non-orthogonal supercells, we explored

the deformation process of pearlite under multiple loading directions for the first

time, as detailed in Section 4.4. Simulation results, including the yield strength,

slip behaviors in ferrite and cementite, and the corresponding nominal Schmid

factors for active slip systems, are presented in Section 4.5. Finally, in Section 4.6,

we discuss the key factors influencing the plasticity of pearlite and provide insights

into its deformation mechanisms.

4.3 Analytical model for pearlitemechanical prop-
erties

4.3.1 Bicrystal model for periodic composite
As the elastic properties of ferrite (𝛼) and cementite(𝜃) differ, the two phases re-

spond distinctly when pearlite is subjected to loading. To maintain deformation

compatibility, an additional stress field arises at the interface, known as the incom-

patibility stress [33]. The bicrystal model representing pearlite is shown in Fig. 4.1.

The volume fractions of cementite and ferrite are 𝑉𝜃 and 𝑉𝛼 , respectively. The
interface plane is set parallel to the XOZ plane. The following constraints apply to

the model [34].
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1. The two phases are rigidly glued to each other. No relative motion is allowed

at the interface.

2. All the interfaces are parallel and infinitely extended in the XOZ plane.

3. For each phase, there is a linear relation between stress and strain.

Z

X

Y

Figure 4.1: Schematic representation of the bicrystal model for pearlite with a layered periodic

structure. Ferrite (𝛼) and cementite (𝜃) layers are infinitely extended in the XOZ plane, with volume

fraction of 𝑉𝛼 and 𝑉𝜃 . The interface is perpendicular to the Y-axis. The external stress 𝜎E can be of

any type. For the Bagaryatskii OR, the crystallographic orientations of the two phases are given in

Table. 4.2.

With Voigt notation (xx → 1, yy → 2, zz → 3, yz → 4, xz → 5, xy → 6) with

the engineering convention (𝜀4 = 2𝜀𝑥𝑦 ), the constitutive equation of linear elastic

material is
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(4.1)

According to the first constraint listed above, strain components inside the

interface plane should be continuous,

𝜀𝜃𝑖 − 𝜀
𝛼
𝑖 = 0, 𝑖, 𝑗 = 1,3,5. (4.2)

The tractions on the GB must be continuous, and the difference at the GB must

vanish,

𝜎𝜃𝑖 −𝜎
𝛼
𝑖 = 0, 𝑖 = 2,4,6. (4.3)
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When under an arbitrary far-field external stress 𝜎E
, global stress equilibrium

requires

1
𝑉 ∫

𝑉
𝜎𝑖𝑑𝑉 = 𝜎E

𝑖 , (4.4)

where 𝜎E
is the applied external stress [31]. For pearlite,

𝜎E

𝑖 = 𝑉
𝜃𝜎𝜃𝑖 +𝑉

𝛼𝜎𝛼𝑖 . (4.5)

For arbitrary ORs and volume fractions of the two phases, the above equa-

tions holds. In this study the Bagaryatskii OR [35]is adopted, as [010]𝜃‖[111]𝛼 ,
[100]𝜃‖[110]𝛼 , and (001)𝜃‖(112)𝛼 .

The modified embedded atom method (MEAM) potential for Fe-C system de-

veloped by Liyanage et al. [22] was applied because it gives a good representation

of both ferrite and cementite. Additionally, it has been used widely for simulating

pearlite deformation [23, 36, 37].

We evaluated the performance of the MEAM potential in predicting the gener-

alized stacking fault energy (GSFE) and the core structure of screw dislocations,

and compared the results with available DFT data. The details are presented in Ap-

pendix E. It was found that, while the MEAM potential correctly captures the trend

of the GSFE for the {112} and {110} slip systems, it exhibits significant inaccuracies in

describing the core structure of screw dislocations. Similar limitations in the Peierls

potential predicted by this MEAM potential have also been reported in the litera-

ture [38]. To clarify the impact of these inaccuracies in screw dislocation modeling

on the simulation results, we additionally trained an Atomic Cluster Expansion

(ACE) potential using the dataset provided in [39]. This machine-learning-based

potential offers greater flexibility and accuracy while maintaining reasonable com-

putational efficiency. Appendix F presents the training details of the ACE potential

and demonstrates its excellent accuracy in reproducing the screw dislocation core

structure, GSFE, and Peierls potential. Tensile simulations of the pearlite model

along the 0
◦
and 45

◦
loading directions were repeated using the ACE potential.

The results show a pronounced difference in both yield strength and dislocation

activation at the interface depending on the loading direction, consistent with the

trends observed using the MEAM potential. These findings confirm the reliability

of the conclusions originally obtained with the MEAM potential.

The elastic tensor components for the two phases are shown in Table 4.1. For

cementite the MEAM potential aims to reproduce the elastic tensor values of Jiang

et al. [40], but as Table 4.1 shows, the MEAM values are representative for a wide

spectrum of DFT results.

The compliance matrix 𝑆 was determined through the strain response of the

pearlite bicrystal model under the six independent unit stress states (𝜎1 to 𝜎6). The
stiffness matrix 𝐶 is obtained by inverting 𝑆.
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Modulus (GPa) 𝐶11 𝐶22 𝐶33 𝐶23 𝐶13 𝐶12 𝐶44 𝐶55 𝐶66
Ferrite MEAM [22] 213 143 119

Experiment [41] 243 138 122

Experiment [42] 240 136 121

PW91
a
[43] 277 147 96

Cementite MEAM [22] 326 303 249 135 119 163 72 27 98

PBE
b
[44] 316 385 341 157 167 162 131 13 131

PBE
a
[40] 322 388 345 156 162 164 134 15 134

PBE
b
[40] 325 395 347 158 163 169 135 18 134

PBE
b
[45] 319 393 340 144 149 141 114 -60 145

PBE
b
[46] 323 388 344 155 160 145 135 18 132

PW91
b
[47] 298 375 339 161 172 144 30 13 132

PBE
b
[48] 300 383 344 162 162 156 135 28 134

PBE
c
[48] 299 315 321 136 175 131 138 24 142

PBE
d
[48] 309 354 340 146 171 137 131 33 129

a
energy-strain method

b
stress-strain method

c
including quantum-harmonic corrections at 0 K

d
including quantum-harmonic corrections at 400 K

Table 4.1: Elastic tensor components for ferrite and cementite (with 𝑎 < 𝑏 < 𝑐) at 0 K, except where
noted otherwise. In DFT calculations two GGA implementations were used: PW91 [49] and PBE [50].

For cementite calculations are listed that include internal relaxations. Such relaxations are essential

for accurate results [51].
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4.3.2 Orientation-dependence of nominal Schmid factors
The Schmid factor𝑚 quantifies the effectiveness of a loading direction for activating

a specific slip system. In its classical formulation, 𝑚 is defined on purely geometric

considerations in a homogeneous material under uniaxial stress conditions: 𝑚 =
cos𝜙cos𝜆, where 𝜙 is the angle between the slip plane normal and the loading

direction, and 𝜆 is the angle between the slip direction and the loading direction.

This definition inherently limits 𝑚 to values ≤ 0.5, with the maximum achieved

when 𝜙 = 𝜆 = 45o. However, this formulation becomes inapplicable for describing

slip system activation in non-homogeneous materials, and under non-uniaxial

stress states, which are common in heterogeneous materials.

In pearlite, the presence of 𝛼-𝜃 interfaces introduces significant incompatibility,

as revealed by the bicrystal model. Even under macroscopic uniaxial loading of

pearlite, the local stress states 𝜎local
in 𝛼 and 𝜃 deviate from uniaxial. To properly

characterize slip system activation in these complex stress states, we introduce the

nominal Schmid factor 𝑚n, defined as:

𝑚n =
𝜏local

𝜎uniaxial
, (4.6)

where the local resolved shear stress 𝜏local is calculated through the full stress

tensor formulation:

𝜏local =𝐦 ⋅𝝈 local ⋅𝐧 =∑
𝑖,𝑗
𝜎local

𝑖𝑗 𝑚𝑖𝑛𝑗 , (4.7)

with 𝝈 local
being the local stress tensor, and𝐦 and 𝐧 are unit vectors describing the

slip direction and the normal to the slip plane, respectively [52]. This stress-based

formulation is mathematically equivalent to the normalized resolved shear stress

approach employed by Tiba et al. [53] in their study of nickel bicrystals (see Table

3), where grain boundary incompatibility stresses were similarly incorporated. The

key advantage of 𝑚n is its ability to account for both the local stress concentration

effects and the crystallographic orientation of slip systems. Similar extensions of

the Schmid factor have been proposed in the literature to address complex stress

states [54, 55].

For ferrite, 24 {110}⟨111⟩ and {112}⟨111⟩ slip systems are considered. For cemen-

tite, all slip systems suggested by experiments are considered [8, 10, 12]: (100)[001],

(100)[010], (010)[001], (010)[100], (001)[010], (001)[100], and (001)[110].

For a given 𝜎uniaxial
along a certain direction, the highest𝑚n among all available

slip systems indicates the maximum resolved shear stress for possible slip activity.

Fig. 4.2 illustrates the highest 𝑚n for slip systems in 𝛼 (a) and 𝜃 (b) under uniaxial

stress applied along various directions. The loading directions are projected on the
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XOZ stereographic plane. The volume ratio between ferrite and cementite is set as

𝑉𝛼/𝑉𝜃 = 8.
For 𝛼, which exhibits high crystallographic symmetry and multiple slip systems,

the highest 𝑚n ranges from 0.32 to 0.502. In contrast, the 𝜃 phase, due to its lower

symmetry and fewer slip systems, shows a much wider range of the highest 𝑚n

values (0 to 1.02), with strong orientation dependence. Notably, the maximum

values of highest 𝑚n among all loading directions for both phases exceed the

traditional Schmid factor limit of 0.5. The observed increase of 𝑚n originates from

two factors:

1. Definition: while 𝑚 depends solely on the geometric factor (cos𝜙cos𝜆)
under uniaxial stress, 𝑚n incorporates the complete local stress state as

𝜏local/𝜎uniaxial
. The stress-based formulation naturally accounts for stress

concentration effects. As a result, 𝑚n is not constrained by the geometric

limit of 0.5 and can exceed 1 in regions of significant stress concentration. E.g.

when applying uniaxial loading to long, parallel fibers, the least compliant

fibers will carry most of the load.

2. Strong incompatibility stress. The exceptionally high resolved shear stress for

slip systems in 𝜃 originates from the incompatibility stress at the 𝛼-𝜃 interface.
Previous studies on nickel bicrystals under uniaxial compression reported

𝑚n values up to 0.63 (Table 3 [53]), attributed to incompatibility stresses

at the grain boundary. In pearlite, the larger volume fraction difference

(𝑉𝛼/𝑉𝜃 = 8), and the stronger elastic contrast between 𝛼 and 𝜃 compared to

the nickel bicrystal amplify the incompatibility stress, especially in 𝜃. The
concentration of the incompatibility stress in the minority phase increases

𝑚n values up to 1.02. Furthermore, in [53], the experimentally observed slip

system activations agreed well with the calculated 𝑚n. This indicates that

𝑚n is a proper metric for slip activation in heterogeneous materials.

Fig. 4.2 also illustrates the loading directions used in the MD study of the

mechanical behavior of pearlite. Previous MD simulations involving the plasticity

of pearlite [24, 26–28, 56] focused on loading directions with low 𝑚n in cementite,

as indicated by the diamond symbols in the stereographic projection. In this work,

we focus on loading directions marked by the brown stars. The choice of these

directions is based on two considerations:

1. The range of 𝑚n in cementite for these directions is between 0 and 0.95,

providing a representative overview of the deformation behavior of pearlite.

2. Experimental observations indicate that during processes such as rolling or

drawing, pearlite tends to align with the loading direction [57, 58]. As a result,
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loading in the interface plane (here the XOZ plane) closely approximates the

actual loading conditions in these scenarios.

To compare with previous work, loading directions marked by blue and red dia-

monds are included in this study also.

max: 1.02

min: 0

max: 0.50

min: 0.32

Ferrite Cementite

(a) (b)

0o180o

90o

0o
180o

90o

Figure 4.2: Highest nominal Schmid factors 𝑚n in (a) ferrite and (b) cementite for a pearlite structure

under uniaxial stress applied along various directions. The loading directions are represented on the

XOZ stereographic projection. The value of the highest 𝑚n varies from 0.32 to 0.50 for ferrite and

0 to 1.02 for cementite. Diamond markers indicate the specific directions studied in previous MD

simulations: green [24, 25, 56, 59], red [24, 25, 27, 28, 56, 59], blue [26], white [24, 25, 37]. This study

focuses on loading within the XOZ plane, highlighted by the brown stars, green diamonds and red

diamonds, corresponding to loading in the (112)𝛼 and (001)𝜃 planes.

4.3.3 Influence of the volume ratio
As shown explicitly in Eq. 4.5, the volume fraction of the two phases significantly

influences the partitioning of incompatibility stress across the interface. Here we

use the ratio between hydrostatic stress 𝜎ℎ = (𝜎1 +𝜎2 +𝜎3)/3 and the external

stress 𝜎𝐸 = 𝜎2 (𝜎𝑖 = 0 ∀ 𝑖 = 1,3−6) to show the magnitude of stress concentration.

Fig. 4.3(a) illustrates the effect of 𝑉 𝛼/𝑉 𝜃 on 𝜎ℎ/𝜎𝐸 in the two phases. Without

incompatibility stress at the interface, 𝜎ℎ/𝜎𝐸 = 1/3, corresponding to the horizontal
dashed grey line. The magnitude of the additional stress field in each phase is

inversely proportional to its volume fraction, which means phases with small

volume fractions bear high additional stresses. For pearlite with 𝑉 𝛼/𝑉 𝜃 = 8, 𝜎ℎ/𝜎𝐸
in cementite approaches 0.52, showing a 57% increase over the value without

incompatibility stress. Fig. 4.3(b) and (c) depict the highest 𝑚n for each loading

direction in 𝛼 and 𝜃, respectively. The loading direction corresponds to the arc

shown in Fig. 4.2(b), with the angle measured relative to the X-axis. All slip systems

listed in the previous section are considered. For both phases, a decrease in 𝑉 𝜃/𝑉 𝛼
leads generally to an increase in the 𝑚n. Supercells with 𝑉 𝜃/𝑉 𝛼 of 4 and 8 show

rather similar stress levels and 𝑚n. Therefore in the MD simulations we adopt

supercells with 𝑉 𝜃/𝑉 𝛼 = 4 to conserve computational resources.
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(a) (b) (c)

Figure 4.3: Influence of the volume ratio of ferrite and cementite on the stress partition in the two

phase. (a) Hydrostatic stress in 𝛼 and 𝜃 under unit 𝜎𝐸1 . Hydrostatic stress for a unit normal stress

is 1/3, as shown with the dashed gray line. (b) and (c) show the highest nominal Schmid factor 𝑚n

for each loading direction within the XOZ plane in ferrite and cementite, respectively. The angle

for the loading direction is with respect to X-axis, shown in Fig. 4.2(b). All slip systems listed in the

previous section are considered.

4.4 Molecular dynamics simulation of pearlite
The elastic analysis in the previous section has clarified the relationship between the

elastic properties of pearlite and the activation of dislocations in both phases under

different loading directions. In the following, molecular dynamics simulations are

conducted to validate these conclusions and to further investigate the influence of

interface structure. Here the simulations aim to examine the influence of loading

direction on yield strength, arising from the initial dislocation structure at the

interface and the redistribution of stress between the two phases, a factor largely

neglected in reported simulations. To isolate these effects, all models use a perfect

lattice free of extraneous dislocations and vacancies.

With theMEAMpotential provided in [22], the lattice parameter for BCC iron is

𝑎𝛼 = 2.851 Å. For 𝐹𝑒3𝐶, using the convention 𝑎 < 𝑏 < 𝑐, 𝑎𝜃 = 4.470 Å, 𝑏𝜃 = 5.088 Å,
and 𝑐𝜃 = 6.670 Å. To model pearlite using the Bagaryatskii OR with a periodic

supercell, the supercell needs to be periodic for both 𝛼 and 𝜃 simultaneously.

Labeling the edges of the supercell as XYZ, the XOZ plane is chosen parallel

with the 𝛼-𝜃 interface which is coherent with the analytical model introduced in

Section 4.3.

To create a pearlite supercell with minimum strain for both 𝛼 and 𝜃, the
supercell edge length along X and Z needs to be an integer times a periodic vector

for each of the two phases. Supercell dimensions that make for a near perfect match

between both phases are shown in Table 4.2. The mismatch strain 𝜀m𝑖 is estimated

as

𝜀m𝑖 = 2(𝐿𝜃𝑖 −𝐿
𝛼
𝑖 )/(𝐿

𝜃
𝑖 +𝐿

𝛼
𝑖 ), (4.8)

where 𝑖 = 𝑋,𝑍 . Note that the mismatch strain is a different concept than the misfit

strain. Using the elastic constants, the stresses induced by the mismatch strain in



4

74

4 Anisotropy on plasticity for pearlite: a molecular dynamics study informed by the periodic

bicrystal model

both phases are estimated to be less than 0.5 GPa, which is significantly smaller

than the yield strength presented later.

Initiation of plastic deformation occurs independently in pearlite layers. Pe-

riodic boundary conditions may cause unrealistic results during MD simulations

through artificial images when slip in one layer affects the slip behavior in other

layers. Here we employ a pearlite supercell with two 𝛼-𝜃 layers and four interfaces,
as shown in Fig. 4.4(a) to reduce such artifacts.

Phase item X [010]𝜃‖[111]𝛼 Y [001]𝜃‖[112]𝛼 Z [100]𝜃‖[110]𝛼

Cementite

Unit cell( Å) 𝑏𝜃 = 5.088 𝑐𝜃 = 6.670 𝑎𝜃 = 4.470
Supercell 𝐿𝜃𝑋 = 32×5.088 = 162.816 𝐿𝜃𝑌 = 7.6×6.670 = 50.692 𝐿𝜃𝑍 = 18×4.470 = 80.46

Ferrite

unit cell( Å) 𝑎𝛼 ×
√
3
2 = 2.469 𝑎𝛼 ×

√
6 = 6.983 𝑎𝛼 ×

√
2 = 4.032

Supercell 𝐿𝛼𝑋 = 66×2.469 = 162.954 𝐿𝛼𝑌 = 30×6.983 = 209.490 𝐿𝛼𝑍 = 20×4.032 = 80.640

Pearlite

Mismatch strain,Eq. 4.8 −0.08% N/A −0.22%
Relaxed Supercell( Å) 𝐿𝑋 = 163.03 𝐿𝑌 = 515.73 𝐿𝑍 = 80.64

Table 4.2: The dimensions of the pearlite supercell in the Bagaryatskii crystal orientation and the

mismatch strains on the interface, using MEAM interatomic potential by Liyanage et al. [22].

During MD simulations, uniaxial loading is performed most conveniently along

directions corresponding to supercell edges or perpendicular to supercell faces.

Thus, to investigate the effect of loading direction on plastic deformation in pearlite,

equivalent supercells with various edges were constructed, see Fig. 4.4(b), with

distinct orientations along the longer edge in the XOZ plane, see Fig. 4.4(c). The cell

lengths of the original cubic cell are 𝐿𝑋 = 163.03 Å and 𝐿𝑍 = 80.64 Å. The angles
between loading direction and [010]𝜃‖[111]𝛼 were calculated as

𝜙 = 𝑡𝑎𝑛−1
𝑖 ⋅𝐿𝑍
𝐿𝑋

(4.9)

for loading along the slanted supercell edge and for loading perpendicular to the

slanted supercell edge as

𝜙 = 90o+ 𝑡𝑎𝑛−1
𝑖 ⋅𝐿𝑍
𝐿𝑋

, (4.10)

where 𝑖 = −1,0,1,2. This gives angles of 0o, 26o, 45o, 64o, 90o, 116o, 135o, 154o
(rounded) in the various equivalent supercells. In the following sections, these

angles are used to denote uniaxial tensile straining simulations along the corre-

sponding directions.

Considering the symmetry of the pearlite in directions perpendicular to its

stacking direction, ferrite exhibits mirror symmetry with respect to the (110)𝛼 ,
while cementite features a (001)𝜃 mirror plane and a (100)𝜃 glide plane. When con-

sidering elasticity in continuummechanics, a mirror symmetry appears with (100)𝜃
because cementite has an orthorhombic lattice. Therefore Bagaryatskii pearlite

in our supercell exhibits mirror symmetry about the XOY plane in continuum
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Figure 4.4: (a) Two-layer pearlite supercell with Bagaryatskii OR used for MD simulations. In the

original supercell, X (Z) corresponds to [010]𝜃‖[111]𝛼 (|[100]𝜃‖[110]𝛼 ). The 𝛼 −𝜃 interface is FeC-Fe

which was reported to have the lowest interfacial energy [24]. FeC-Fe means that at the cementite

side the nearest layer at the interface is FeC and next nearest layer is Fe. Equivalent supercells are

defined by replacing the horizontal supercell edge with the slanted vectors (in color), as shown in (b).

(c) displays the loading directions within the XOZ plane, both along and perpendicular to the slanted

supercell edges. Directions are colored according to the corresponding equivalent supercells shown

in (b). The red arrow corresponds to the 0
o
loading angle.

elasticity. When discussing the atomic-scale structure of interfaces, this mirror

symmetry does not exist.

The 𝛼-𝜃 interface structure for the Bagaryatskii OR was systematically exam-

ined by Guziewski et al. [24]. The FeC-Fe interface, see Fig. 4.4(a), which means the

interfacial chemistry is FeC on the side of cementite, was found to be energetically

favorable. Here, we implemented this interface structure by selectively removing

several atom layers in the cementite, resulting in a non-integer unit cell replication

count in cementite along the stacking direction, as shown in Table 4.2.

Following relaxation at 300 K for 20 ps with a Nose-Hoover thermostat, uniaxial

strain was applied along one side of the supercell, as depicted in Fig. 4.4(c). During

tensile testing, normal stresses in directions orthogonal to the applied strain were

maintained at zero and the temperature was kept at 300 K. A strain rate of 1 ×
109𝑠−1 was employed, consistent with previous studies [27, 60]. For each load

direction, three independent simulations were performed with different random

initial velocities to ensure consistency.

It should be noted that shear strains are constrained to zero during tensile

simulations for the following reasons:

1. Due to the low symmetry of pearlite, the simulation box under uniaxial stress

naturally develops shear strain. This complicates the determination of slip

plane indices and resolved shear stresses and obfuscates analysis.

2. Previous MD studies on pearlite employed orthogonal simulation boxes,
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thereby eliminating shear strains. Adopting the same constraint allows for

comparison with previous studies.

For each tensile direction (direction "x"), we constrain the three shear strains to

zero and set the normal stresses in the two directions perpendicular to the loading

direction to zero. With Voigt notation (loading direction "x", stacking direction "y"),

the stress and strain components for current loading condition are calculated:

𝜎 = 𝐶𝑝 ⋅ 𝜀, (4.11)

where 𝜎 = [𝜎1,0,0,𝜎4,𝜎5,𝜎6], 𝜀 = [𝜀1, 𝜀2, 𝜀3,0,0,0], and 𝐶𝑝 is the elastic matrix for

pearlite (as described in Section 4.3). For 𝑉 𝜃/𝑉 𝛼 = 4, using the elastic tensor

components for ferrite and cementite shown in Table 4.1 (MEAM), the pearlite

elastic tensor (in GPa) under 0o loading direction is given as,

𝐶𝑝 =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎣

319 98 102 0 0 −1
283 119 0 0 −31

299 0 0 33
62 21 0

𝑠𝑦𝑚𝑚𝑒𝑡𝑟𝑖𝑐 64 0
64

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦

. (4.12)

For other loading directions 𝐶𝑝 must be rotated. It should be remarked that the

pearlite supercell has an orthorhombic shape, but not orthorhombic symmetry due

to the absence of mirror planes perpendicular to X and Y. For 𝜎1 = 1 GPa along
various directions, the resulting stress and strain components of the supercells

are listed in Table 4.3. The stress components are expressed in a local Cartesian

coordinate system, where 𝜎1 aligns with the loading direction and the local y-

axis is aligned with the global Y-axis. In particular, the shear stress can reach

19% of the tensile stress in the loading direction. In previous MD studies on

pearlite, the additional shear stresses arising from the low symmetry of pearlite are

overlooked [24, 25, 28, 56]. This oversight leads to an incomplete understanding of

the stress state and its influence on the deformation mechanisms.

It should be noted that molecular dynamics (MD) simulations are inherently

limited in both temporal and spatial scales. In typical pearlite, the lamellar spacing

is in range 100–500 nm [61]. Due to computational constraints and the large

number of simulations required in this study, the thickness of a single pearlite

lamella (comprising one ferrite layer and one cementite layer) was set to 25 nm,

which is smaller than that found in real microstructures. Nevertheless, the model

preserves the correct orientation relationship, interface structure, and the stress

redistribution arising from the elastic difference between the two phases.
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𝜎4 (GPa) 0 0.09 0.06 -0.10 -0.19 -0.10 0.06 0.09

𝜎5 (GPa) 0 -0.14 -0.03 0.10 0 -0.10 0.03 0.14

𝜎6 (GPa) 0 0.05 0.18 0.17 0 -0.17 -0.18 -0.05

𝜀1 ×103 3.7 4.5 5.5 4.9 4.2 4.9 5.5 4.5

𝜀2 ×103 -0.9 -1.0 -1.2 -1.4 -1.5 -1.4 -1.2 -1.0

𝜀3 ×103 -0.9 -1.7 -2.4 -1.7 -0.9 -1.7 -2.4 -1.7

Table 4.3: Stress and strain components applied on supercells induced by 𝜎1 = 1 GPa loading along
various directions. The stress and strain components are given in the local coordinate system, where

𝜎1 is along the (local) loading direction and the local y-axis is aligned with the global Y-axis.

The unit cell model for cementite was obtained from the Materials Project

database (mp-510623) [62]. The construction of the supercell was carried out using

Atomsk [63]. MD simulations were performed with the Large-scale Atomic/Molec-

ular Massively Parallel Simulator (LAMMPS) [64], and the results were analyzed

and visualized using OVITO 3.7.4 [65].

4.5 Results
4.5.1 Tensile behavior for pearlite
Fig.4.5 presents the stress-strain curves for tensile deformation along eight different

loading directions. For all directions, the initial response is nearly linear, with stress

increasing proportionally with strain. Both the tensile modulus and maximum

stress exhibit significant variation across these loading directions. As in prior

work [25, 27] we identify the maximum stress as the yield point. After yielding,

the stress quickly drops to around 5 GPa and stabilizes at this level, except in 135o
supercell, where stress decreases to a negative value post-yield. Utilizing the BCC

Defect Analysis (BDA) algorithm [66], we attribute this anomalous negative stress

to the formation of deformation twins within the ferrite phase in the 135o supercell.
A detailed analysis of this phenomenon, however, lies beyond the scope of the

present study. Tensile MD simulations are repeated three times, shown in black,

red and blue, in order to verify reproducibility of the results.

The key features of these simulations are summarized in Fig. 4.6. Since the

loading condition is not uniaxial, the so-called tensile modulus, defined as 𝜎1/𝜀1,
does not (exactly) correspond to the Young’s modulus. In Fig. 4.6(a) the red squares

and error bars represent the mean and standard deviation of the tensile modulus,

measured at 1% strain, from three independent simulations as function of the

loading direction. It shows that the modulus is highest at 0o(or equivalently 180o),
reaching 274 GPa, while it is lowest at approximately 45o and 135o, dropping to

about 190 GPa, 69% of the maximum value. The black solid line represents the

tensile modulus calculated using the bicrystal model (Section 4.3) with a volume
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Figure 4.5: Stress-strain curves for tensile deformation along eight different loading directions, with

the specific direction labeled in each plot. Red and blue lines represent two replicates using different

random seeds for initial velocity generation.

ratio of 4:1. The close agreement between the black line and the simulated values

demonstrates the validity of the bicrystal model. The red solid line shows the

calculated modulus for a volume ratio of 8:1, which corresponds to actual pearlite.

The 8:1 ratio exhibits slightly larger fluctuations than the 4:1 case but the tensile

modulus variation with loading direction is almost identical.

By taking the highest stress value in the near-linear phase of the tensile process

as the yield strength, Fig. 4.6 (b) illustrates the variation in yield strength across

different loading directions. The yield strengths show a dramatic variation as

function of loading direction, ranging from 9.5 GPa to 16.7 GPa. The yield strength

reaches a maximum of 16.7 GPa at 0o and 90o. Interestingly, these directions

correspond to the most extensively studied cases, and the 0o and 90o yield strengths
are close to each other, which aligns well with previous reports [24, 56]. Conversely,

the minimum yield strength occurs at 45o and 135o—directions that were not

considered in prior studies. Generally plastic deformation modes with lower yield

strengths are assumed to be activated earlier during homogeneous deformation.

Therefore, previous MD studies on the tensile behavior of pearlite appear to have

overlooked the most probable deformation modes.

Compared with laboratory deformation rates, MD necessarily employs unre-

alistically high strain rates. For thermally activated events such as dislocation

nucleation and glide, transition-state theory [67] gives

𝜈 = 𝜈0 exp[−
Δ𝐺(𝜏,𝑇 )
𝑘B𝑇 ] ,

where 𝜈 and 𝜈0 are the event frequency and the attempt frequency, respectively,

and Δ𝐺(𝜏,𝑇 ) is the activation free-energy barrier that depends on the resolved
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(a) (b) (c)

Figure 4.6: (a) Tensile modulus and (b) yield strength for tensile deformation along eight different

directions, as obtained from MD simulations. The tensile moduli predicted by the bicrystal model are

also included in (a) for comparison. Error bars indicate the standard deviation from three independent

simulations. (c) Strain at which slip initiates, marked by squares, in cementite (black) and ferrite

(red). Regions where plastic deformation occurs first in ferrite (cementite) are highlighted with red

(black) shading. Lines provide guides to the eye.

shear stress 𝜏 and temperature 𝑇 . At a fixed 𝑇 , achieving a lower macroscopic

strain rate requires a lower event rate. This corresponds to a larger effective barrier

and hence a lower driving stress. Once Δ𝐺(𝜏) is known (e.g., from nudged elastic

band (NEB) method [68, 69]), the stress response can be mapped quantitatively

across strain-rate regimes.

Empirically, the rate sensitivity is often expressed as a power law [70],

𝜎 = 𝜎0(
𝜀̇
𝜀̇0)

𝑚

,

where 𝑚 is the strain-rate sensitivity. Using polycrystalline Cu as a reference,

MD data fitted for uniaxial tension give 𝑚 ≈ 0.09 [71]. Assuming, as a first-order

estimate, that pearlite exhibits a comparable 𝑚, rescaling our MD results from

𝜀̇ = 109 s−1 to a representative experimental rate 𝜀̇ ≈ 10−3 s−1 reduces the flow stress

by a factor (10−12)0.09 ≈ 1/12. Thus, the experimental-rate yield strengths inferred

from our simulations would be on the order of 0.8–1.4GPa.
These values still exceed many reported measurements [72], likely because

our models are nearly defect-free and feature relatively fine pearlite interlamellar

spacings—both of which raise the strength relative to typical bulk microstructures.

Fig. 4.6 (c) shows the overall strain at which plastic deformation initiates in

ferrite (red squares) and cementite (black squares), determined from observations

of slip bands in the supercells. For ferrite, plastic deformation occurs latest under

tensile loading along 0o and 90o, and earliest near 45o and 135o. Notably, in the

45o direction, plastic deformation begins at a strain of less than 6%. For cementite,

plastic deformation is delayed the longest at 26o and 154o (above 10% strain), while

it occurs earliest at 135o with a strain of 7.2%. Interestingly, for loading directions
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at 64o and 116o, plastic deformation in cementite occurs earlier than in ferrite—an

observation not previously reported in MD simulations of pearlite deformation.

The tensile moduli along various directions are depicted in Fig. 4.6(a) shows

a symmetry with respect to (110)𝛼 ||(100)𝜃 plane. The strain corresponding to

plasticity initiation shown in Fig. 4.6(c) does not exhibit such symmetry as explained

in Section 4.3.2 based on the analysis of pearlite symmetry. In Fig. 4.6(b), the yield

strength for various loading directions also seems to show such symmetry. It should

be accidental, as the strain corresponding to the same yield strength and the plastic

behavior within the two phases are not always consistent. Moreover, Fig.4.5 shows

that the stress strain curves for 26o and 154o, 45o and 135o, and 64o and 116o are
similar but not identical.

4.5.2 Interfacial dislocation structure
Fig. 4.7 highlights the high-energy atoms near the interface (low energy atoms

are made transparent for clarity), revealing the dislocation network formed due

to lattice misfit. A topological model was employed in prior work [73], in which

the structural continuity across the ferrite–cementite interface was analyzed based

on the atomic positions of Fe atoms. Dislocation patterns were systematically

determined for five common ORs, including the Bagaryatsky OR adopted in this

study. Notably, the dislocation network predicted for B-OR is in full agreement

with the dislocation configuration observed in the present simulations, as compared

in Table 4.4.

Burgers vector [𝑏𝑥 ,𝑏𝑧] (Å) Line orientation (deg.) Line spacing (Å)

𝑏1 𝑏2 Angle 1 Angle 2 𝑑1 𝑑2
[73] [0.00, 4.20] [-2.47, 0.00] 0.00 90.00 40.32 81.48

This work [0.00, 4.03] [-2.47, 0.00] 0.00 90.00 40.32 81.52

Table 4.4: Burgers vectors, dislocation line orientations, and spacings for ferrite-cementite interface

with the Bagaryatsky orientation relationship.

It is worth noting that, although many theoretical and atomistic simulation

studies have adopted this orientation relationship and the corresponding interfacial

dislocation network as a basis, to the best of our knowledge, there is currently no

direct experimental observation that unambiguously confirms the specific dislo-

cation network associated with the Bagaryatsky OR. However, the Bagaryatsky

OR itself has been firmly established by numerous experimental characterizations,

such as [74]. For the Isaichev orientation, TEM studies have reported interfacial

dislocations arising from lattice mismatch (see Ref. [75]), demonstrating that such

dislocation structures can indeed occur at this type of interface. Therefore, even

though direct experimental evidence for the Bagaryatsky-OR-related dislocation
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network is lacking, the conclusions of this work remain strongly supported and

experimentally relevant.

The interfacial dislocations consist of two types of edge dislocations. The

first type has dislocation lines parallel to [010]𝜃‖[111]𝛼 , with a Burgers vector

𝐛1 = [110]𝛼 and a dislocation spacing 𝑝1 of 40.3 Å. The second dislocation lines

parallel to [100]𝜃‖[110]𝛼 , with a Burgers vector 𝐛2 = 1/2[111]𝛼 and a dislocation

spacing 𝑝2 of 81.5 Å. The pattern is identical to previous studies on the interface

structure in pearlite with the Bagaryatskii OR [24, 27]. The interfacial dislocation

structure is the same for all equivalent supercells.

p1

p2

b1

b2

Figure 4.7: Atoms with relatively high potential energy after relaxation are shown in the figure. The

misfit dislocation pattern at ferrite/cementite interface is marked with red lines. The Burger’s vectors

and spacings of the two dislocations are labeled on the figure.

4.5.3 Plasticity in ferrite
During the tensile simulation, the atomic configuration was recorded every 0.2%

strain. The shear strain for each atom is calculated with initial configurations

as references. Atoms with shear strains greater than 20% are considered to be

the atoms that undergo plastic deformation. The planes formed by these atoms

are regarded as slip planes, which are surrounded by dislocation lines (based on

Dislocation Extraction Algorithm [76]). In the tensile simulations along various

directions, five slip planes in ferrite at the initial stage of plasticity are observed, as

shown in Figs. 4.8 (a-e). In these figures atoms belonging to the 𝜃 phase are colored
gray. In the 𝛼 phase only atoms with shear strain more than 20% are shown. The

blue (white) atoms have a (non) BCC nearest neighbor shell according to common

neighbor analysis. The schematic figure at upper right corner of each figure shows

the position of the intersection lines of the slip plane at the interface (blue line) in

relation to the misfit dislocation network (red line).

The nominal Schmid factors 𝑚n of each slip system under various loading
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Angle 1 Angle 2 0
o

26
o

45
o

64
o

90
o

116
o

135
o

154
o

Unit Degree Dimensionless

(110)[111] 90 0 0.287 0.496 0.403 0.237 0.058 0.112 0.077 0.066

(110)[111] 90 0 0.287 0.066 0.077 0.112 0.058 0.237 0.403 0.496
(110)[111] 0 90 0 0.381 0.420 0.402 0 0.402 0.420 0.381

(121)[111] 73 17 0.338 0.076 0.167 0.306 0.310 0.128 0.352 0.468

(211)[111] 73 17 0.338 0.468 0.352 0.128 0.310 0.306 0.167 0.076

(101)[111] 59 31 0.298 0.315 0.207 0.015 0.479 0.418 0.212 0.066

(011)[111] 59 31 0.298 0.066 0.212 0.418 0.479 0.015 0.207 0.315

(112)[111] 39 51 0.178 0.039 0.201 0.417 0.519 0.155 0.007 0.078

(112)[111] 39 51 0.178 0.078 0.007 0.155 0.519 0.417 0.201 0.039

Table 4.5: Nominal Schmid factors 𝑚n for slip systems which are observed in MD simulations at the

initial stage of plasticity in ferrite. Angle 1 and 2 are the angles between the intersection of each slip

plane with the two types of misfit dislocation lines on the interface. For each loading direction, the

maximal 𝑚n is highlighted in bold, and the actually activated slip planes are marked by underlining.

The influence of incompatibility stress at the interface is taken into account.

conditions were calculated using the model presented in Section 4.3, as summarized

in Table 4.5. The actual relative external stress for each loading mode is shown in

Table 4.3. For each loading direction, the highest 𝑚n is highlighted in bold, and slip

systems observed in the simulations are underlined. Angle 1 and angle 2 denote

the angles between the intersection lines of slip planes with the interface and the

initial interfacial dislocation lines 𝐛1 and 𝐛2, respectively. The activation of slip

systems in ferrite has been experimentally studied [77] with micro-tensile tests. It

was found that {110} < 111 > and {112} < 111 > have similar critical resolved shear

stresses (CRSS) [77]. Therefore slip systems with high 𝑚n are considered more

likely to be activated in ferrite.

The (110)𝛼 and (110)𝛼 slip planes are of particular interest. Their intersection

lines at the interface are parallel to the initial dislocation network with Burgers

vectors 𝐛1 and 𝐛2. In addition, due to the pearlite structural symmetry discussed

in Section 4.4, the 𝑚n for slip planes in the table show a certain symmetry with

respect to the row of 90o. E.g. the 𝑚n for loading angles 90o+𝛽o for the (110)[111]
slip system are equal to the 𝑚n for loading angles 90o−𝛽o for the (110)[111] slip
system.

For loading along 0o ([010]𝜃‖[111]𝛼), the slip planes are (110)𝛼 and (121)𝛼 . The
𝑚n are relatively low, therefore external stress required for slip activation is high.

For the 26o supercell, the 𝑚n for the two planes are getting higher,leading to a

drop in the yield strength. When loaded along 45o, both (110)𝛼 and (110)𝛼 planes
exhibit high 𝑚n. However, surprisingly, slip occurs on the (110)𝛼 plane only. Under
135o loading both the (110)𝛼 and the (110)𝛼 planes have the same 𝑚n as under 45o
loading. Nevertheless, under 135o loading slip occurs extensively on the (110)𝛼
plane rather than on the (110)𝛼 plane. This surprisingly distinct yielding behavior
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(a) (b) (c)

(e)

(110) and (121) (110) (110)

(112)(d) (101)

Figure 4.8: Four types of slip plane found in ferrite. (a) A combination of (110) and (121) planes;
(b) (110) plane; (c) (110) plane, and (d) (112) plane. The OR between observed slip plane-interface

intersection (blue lines) and the misfit dislocations at the interface (red lines) are shown in each

subplot.

under 45o and 135o is evident by the red symbols in Fig. 4.6(c).

Considering the symmetry of pearlite discussed in Section 4.4, the onset of

yielding and its progression is dependent on the symmetry properties of the whole

supercell and on the atomic-scale structure.

For 64o, (110)𝛼 is the main slip surface although it has a lower 𝑚n than (011)𝛼 .
Slip on (011)𝛼 is observed also, which has a higher 𝑚n but a larger angle to the

initial dislocation. When loading along 90o ([100]𝜃‖[110]𝛼), the 𝑚n on both (110)𝛼
and (110)𝛼 slip surfaces are close to 0. (112)𝛼 and (112)𝛼 slip planes, which have

the highest 𝑚n, are activated. The cases of 116o and 154o supercells are consistent
with the cases of 64o and 26o supercells, respectively.

A few key features of slip activity in ferrite are identified by combining obser-

vations of slip planes with 𝑚n calculations:

1. Consistency with previous studies: Shimokawa et al. [27] and Zhang et

al. [56] reported that under tensile loading along [100]𝜃‖[110]𝛼 , the {112} <
111 > slip system is activated, while for loading along [010]𝜃‖[111]𝛼 , the
{110} < 111 > slip system dominates deformation. The slip planes observed

in this study align well with these earlier findings, validating the current

modeling approach.

2. Significance of nominal Schmid factor: For different loading directions, the

slip systems with the highest 𝑚n are generally activated. However, for the

45o case, the slip system with the second-highest 𝑚n is activated instead.

3. Alignment with initial dislocation network: Slip planes with intersection

lines parallel to the initial dislocation at the interface, such as (110) and
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0
o

26
o

45
o

64
o

90
o

116
o

135
o

154
o

Slip plane 1 (110) (110) (110) (110) (112) (110) (110) (110)
CRSS (GPa) 4.81 6.86 3.88 4.82* 8.80 4.87* 4.00 6.88

Slip plane 2 (121) (211) (011) (101) (121)
CRSS (GPa) 5.66 6.47 5.00* 5.06* 6.49

Table 4.6: Critical resolved shear stress for slip planes in ferrite calculated according to Eq. 4.13.

Numbers marked with an asterisk correspond to the plastic deformation initiating in cementite, see

Fig. 4.6(c).

(110), exhibit higher activity. For every loading direction studied, at least

one active slip plane aligns with the initial dislocation. An exception is in

the 90o case, where the 𝑚n for the (110) and (110) slip planes are nearly zero.

Then, slip occurs on (112) and (112) planes. For the 0o, 64o, and 116o loading
directions, (110) and (110) slip planes are observed, while other slip systems

with slightly higher 𝑚n remain inactive.

From the tensile simulation, CRSS for slip systems in ferrite are calculated using

𝜎CRSS = 𝜎yield ⋅𝑚n, (4.13)

where 𝜎yield
is the yield strength shown in Fig. 4.6(b) and 𝑚n is shown in Table. 4.5.

The CRSS values for all activated slip systems in ferrite are provided in Table 4.6. In

general, the CRSS for {110}𝛼 and {112}𝛼 planes are comparable, as observed for load-

ing directions of 0
o
, 26

o
, and 154

o
, consistent with experimental observations [77].

However, a notable exception is the (112)𝛼 plane under 90o loading, which exhibits

a significantly higher CRSS of 8.80 GPa compared to other {112}𝛼 planes. This

highlights the critical influence of slip system alignment with interface dislocations

in reducing the CRSS. For the (110)𝛼 plane, the CRSS varies from 3.88 GPa (45
o

loading) to 6.88 GPa (154
o
loading). This variation arises from changes in the local

atomic environment induced by significant, loading direction dependent, elastic

deformation before slip initiation. It should be noted that the elastic strain exceeds

6% before yielding.

4.5.4 Plasticity in cementite
As shown in Fig. 4.9, the deformation of cementite, while straining pearlite super-

cells, can be categorized in three types,

1. slip bands in cementite appear after significant plastic deformation in ferrite.

E.g., Fig. 4.9(a) shows slip bands in the 0o supercell under 10% tensile strain,

where a certain alignment between the slip planes in cementite and ferrite is

observed. Slip transmission across the interface driven by strong plasticity

in ferrite is reported previously as well [27, 28].
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(021)
(021)(011)

0o, 10.0% strain

(201)(301)
(203)

135o, 7.4% strain 116o, 8.4% strain(a) (b) (c)

Figure 4.9: Three types of slip planes observed in cementite. (a) Type I: slip systems in cementite

are activated after significant plastic deformation in ferrite. (b) Type II: slip planes in ferrite and

cementite are activated synchronously, exhibiting identical slip traces at the interface. (c) Type III:

slip occurs first in cementite. The classifications for various loading conditions are listed in Table 4.7.

Fe (C) atoms with a shear strain of more than 20% are colored in red (blue) while atoms with less than

20% shear strain are not shown. The perspectives of the three figures correspond to the directions

along [100]𝜃 and twice [010]𝜃 . Animations corresponding to the three types of plastic deformation

are provided in Supplement 1.

Loading condition 0o 26o 45o 64o 90o 116o 135o 154o

Slip plane

(021) (021) (021) (201) (201) (201) (201) (011)
(011) (031) (031) (101) (101) (101) (301) (032)
(021) (101)

Corresponding Strain (%) 9.4 10.0 8.1 7.7 10.5 7.9 7.2 10.3

Relation to Slip in ferrite I I I II, III I III II I

CRSS (GPa) 4.1 4.2 5.8

Table 4.7: Slip planes observed during the initial stage of plastic deformation in cementite under

various loading conditions. The strain values required to activate these slip planes, averaged over

three independent simulations, are listed also. For loading directions where slip occurs in cementite

first, the CRSS is calculated according to Eq. 4.13.

2. slip bands in cementite are activated shortly after plastic deformation begins

in ferrite, as shown in Fig. 4.9(b). Strong correspondence of slip planes at

two sides of the interface is observed.

3. slip bands in cementite appear before plastic deformation in ferrite occurs,

as shown in Fig. 4.9(c).

The slip planes observed during the initial stage of cementite plastic deforma-

tion under various loading conditions and their corresponding strain values are

summarized in Table 4.7.

The cementite slip bands can be classified into two types according to their

intersection lines at the 𝜃−𝛼 interface.

1. (0𝑘𝑙)𝜃 slip bands with an intersection line of [100]𝜃‖[110]𝛼 at the interface.

2. (ℎ0𝑙)𝜃 slip bands with an intersection line of [010]𝜃‖[111]𝛼 at the interface.
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Slip planes in ferrite and slip bands in cementite are observed to form matching

pairs: for supercells where the (110)𝛼 slip plane is activated in ferrite, cementite

exhibits (0𝑘𝑙)𝜃 slip bands, while when the (110)𝛼 slip plane is active in ferrite,

cementite displays (ℎ0𝑙)𝜃 slip bands. The specific slip plane that occurs in ferrite

as a function of the loading angle is given in Table 4.5.

Computational works, such as those by Karkina et al. [78, 79], have shown

that the stacking fault energy for different slip systems in cementite varies a lot.

For example, the energy for stable stacking faults in (103)𝜃 is 0.28 𝐽 ⋅𝑚−2
while

for (102)𝜃 the value is 0.87 𝐽 ⋅𝑚−2
[79]. Although the interatomic potential used

previously [79] differs from the one applied in this work, here too, there is strong

variation in the difficulty of initiating slip on various slip planes within cementite.

Therefore, 𝑚n for various slip systems in cementite are not a good indicator for

the propensity of slip activation. Previous experiments [11, 12] have suggested

[100]𝜃 ([010]𝜃) is the slip direction for (011)𝜃 ((101)𝜃) slip planes. In this study, we

adopt these directions for the (0𝑘𝑙)𝜃 and (ℎ0𝑙)𝜃 slip planes. This choice can be

rationalized by the fact that slip systems with shorter Burgers vectors generally

exhibit lower energy barriers during slip. Consequently, 𝑚n for these slip systems

are close to zero for the 0o and 90o loading cases but reach relatively high values

for the 45o and 135o cases, as illustrated in Fig. 4.2(b).

To illustrate the influence of interfaces and incompatibility stresses on the acti-

vation of slip systems in cementite, we directly compare the deformation behavior

of the cementite phase within pearlite with that of pure cementite under the same

loading direction, as shown in Fig. 4.10. The tensile direction is 116o, corresponding
to Type III deformation mode of pearlite in Fig. 4.9, in which slip occurs first in

cementite. The slip planes were identified as atoms with shear strain greater than

0.2. Fig. 4.10(a) and (b) show the slip planes of cementite in pearlite and bulk

cementite, respectively. In (a), slip occurs at a strain of 8.4%, while in (b), the value

is 13.4%. For bulk cementite, the slip planes are (201)𝜃 and (201)𝜃, which can be

inferred as the most favorable slip planes under this loading condition. Multiple

slip planes are formed simultaneously. In contrast, for cementite within pearlite,

slip occurs on the (201)𝜃 and (203)𝜃 planes. Compared to bulk cementite, on one

hand, the slip planes in pearlite originate from interfacial dislocations and are fewer

in number; on the other hand, they include both the (201) plane, consistent with

bulk cementite, and the (203)𝜃 plane, which forms to maintain compatibility with

interfacial dislocations.

Fig. 4.10(c) shows the stress-strain curves for pearlite and cementite under

the same loading condition. Three independent simulations for bulk cementite

were performed with different random initial velocities to ensure consistency. For

ferrite and cementite in pearlite, the stresses are represented by red and blue dots,

respectively, obtained by averaging the stresses of atoms located at least 5 Å away
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from the interface in each phase. Key observations include:

1. The stress required for slip in cementite within pearlite is 13.8 GPa, whereas

for bulk cementite it is approximately 40% higher at 19.3 GPa.

2. In pearlite deformation, the two phases bear different stress levels. Ferrite,

with a lower tensile modulus, exhibits lower stress (red dots), while cementite

exhibits higher stress (blue dots). Even after substantial elastic deformation

when the two phases are no longer in the linear elastic regime, the cementite

still bears the higher tensile stress.

3. The model shown in Section 4.3 predicts the stresses in the two phases during

deformation, as shown by the two dashed lines. At low strains, the predicted

values agree well with the MD simulation. At higher strains, although the

material remains in the elastic regime, the stress-strain relationship becomes

non-linear, and the MD stress levels are lower than the predicted values.

4. Compared to bulk cementite, cementite within pearlite exhibits higher stress

at the same strain, as predicted by the analytical model, which shows the

influence of incompatibility stresses. The contribution of incompatibility

stresses exists throughout the elastic regime. When the overall strain exceeds

6%, the stress in cementite within pearlite becomes lower than that in bulk

cementite due to interface sliding.

In brief, the lower slip stress in cementite within pearlite at this loading direction

is attributed to three factors: the higher tensile modulus of cementite relative to

ferrite, stress concentration caused by interfacial incompatibility stresses, and the

facilitation of slip by interfacial dislocations. For the case of loading along 116o,
Fig. 4.10(c) demonstrates that the dislocations near the interface initiate slip in

cementite at lower stresses than in bulk cementite.

[80] performed in situ tensile observations on pearlite with two different lamel-

lar spacings and found that, in coarse-lamellar pearlite (lamellar spacing ∼ 400nm),

the cementite fractured in a brittle manner, whereas in fine-lamellar pearlite (spac-

ing ∼ 90nm) the cementite exhibited appreciable plasticity (e.g., necking and the

formation of small fragments). This contrast was attributed to the stability of voids

within the cementite lamellae. The observation is consistent with our finding that

plastic deformation initiates in the cementite phase for current models.
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(b) Pure cementite
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Figure 4.10: Comparison of tensile deformation in cementite embedded in pearlite and pure cementite.

(a) Slip bands in cementite as part of pearlite, loaded along the 116o direction at an overall strain

of 8.4%. (b) Slip bands in bulk cementite under same loading direction as (a), at a strain of 13.4%.

(c) Stress-strain curves for the two supercells. For ferrite and cementite in pearlite, the stresses

are represented by red and blue dots, respectively, while the black line represents the stress-strain

relation in bulk cementite. The stress is obtained by averaging the 𝜎1 atomic stress component of

atoms located at least 5 Å away from the interface in each phase. The theoretical stresses in the two

phases, calculated using the analytical model in Section 4.3, are shown as dashed lines.

4.6 Discussion
4.6.1 Factors influence the plasticity in pearlite
In this paper, the effect of the loading direction on the deformation behavior of

pearlite is demonstrated using equivalent supercells with carefully designed period-

icities. The analytical model in Section 4.3 gives insight in the elastic properties of

pearlite and considers the nominal Schmid factors𝑚n in both the ferrite and cemen-

tite constituents. On the basis of𝑚n, the onset of plastic deformation can be guessed,

however, our MD simulations reveal that such a description is oversimplified. There

are various factors affecting the deformation of pearlite.

1. Nominal Schmid factors 𝑚n. 𝑚n aligns closely with the activation of slip

systems. For ferrite, the Schmid factor provides a quantitative prediction of

the activated slip planes, as found previously also [25]. For cementite, the

magnitude of 𝑚n qualitatively explains the influence of the loading direction

on slip activation. For loading directions with high 𝑚n in cementite (e.g., 45o
and 135o), slip planes in cementite are activated at strains of 8.1% and 7.2%,

respectively. In contrast, for directions with low 𝑚n in cementite (e.g., 0o and
90o), slip activation occurs at strains of 9.4% and 10.5%, respectively, showing

a significant increase.

2. Interfacial dislocations. The initial interfacial dislocation structure reduces

the critical resolved shear stress (CRSS), enabling slip planes parallel to the

interfacial dislocation lines to activate earlier, here: (110)𝛼 and (110)𝛼 . The
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CRSS for ferrite slip can be estimated by dividing the yield strength by 𝑚n of

the activated slip system. For the (112)𝛼 plane, which has a 39o angle with
interfacial dislocations, the CRSS is 8.8 GPa. For the (110)𝛼 slip plane along

the dislocation line, the CRSS is only 4.8 GPa, 45% less than for (112)𝛼 . When

loading at 0o, the initial slip occurs on the (110)𝛼 plane. This plane aligns

with the interfacial dislocation 𝐛2. The (121)𝛼 plane, which has a higher 𝑚n

but is not as well aligned with interfacial dislocations, slips subsequently. For

cementite, the [010]𝜃 and [100]𝜃 directions are aligned with the interfacial

dislocation lines. Therefore the intersection lines of (0𝑘𝑙)𝜃 and (ℎ0𝑙)𝜃 planes
on the interface is parallel to the interfacial dislocation. It can be expected that

this specific orientation facilitates a lower energy barrier for slip activation

in cementite.

3. Loading direction. The loading direction significantly influences the 𝑚n.

In pure ferrite, the abundance of slip systems results in relatively low 𝑚n

anisotropy. However, in pearlite, the interfacial dislocations reduce the CRSS

for (110)𝛼 and (110)𝛼 planes, introducing pronounced anisotropy in ferrite

slip activation. For cementite, the limited number of slip systems causes

substantial anisotropy in 𝑚n, as shown in Fig. 4.2(b).

4. Volume ratio of the two phases. While phase volume fractions do not directly

alter the geometric relationship between interface structure and slip systems,

they strongly affect the distribution of incompatibility stresses at the interface.

The stress partitioning is inversely proportional to the phase volume fraction,

leading to significant stress concentrations in the phase with smaller volume,

as shown in Fig. 4.3(a). In pearlite with a ferrite-to-cementite volume ratio

of 8 ∶ 1, this amplifies the anisotropy of slip activation in cementite.

5. Temperature. During the tensile simulations, the temperaturewasmaintained

at 300 K using a Nose-Hoover thermostat. This temperature is significantly

higher than that used in previous MD simulations [24, 25, 27]. Given that

the plasticity of cementite is highly temperature-sensitive [9], this elevated

temperature may explain the occurrence of slip bands in this work. From a

practical perspective, the actual wire drawing process of pearlite involves

large plastic deformation, which results in substantial heat accumulation.

Takahashi et al. [81] demonstrated that reducing the drawing speed to miti-

gate thermal effects can suppress the decomposition of cementite. Therefore,

the temperature setting in MD simulations warrants careful consideration

in order to accurately represent realistic thermal conditions during pearlite

processing.
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4.6.2 Insights into the anisotropy of plastic deformation
The current analysis shows a significant dependence of the plasticity of pearlite

on the loading direction, which arises from factors such as the lamellar structure,

initial dislocations at interfaces, and the geometric relationship between the loading

direction and slip systems. We hypothesize that the deformation mechanism of

pearlite proceeds as follows:

In the earliest stages of deformation, ferrite with favorably oriented slip systems

deforms first and undergoes work hardening through dislocation multiplication.

The plastic deformation is highly localized, as observed in experiments [18, 20, 82].

This explains the relatively low yield strength of pearlite, as shown in pearlite

tensile tests [82].

Subsequently, cementite in geometrically favorable orientations begins to

slip with the assistance of interfacial dislocations. This challenges the view that

cementite plasticity is caused only by dislocation pile-up in ferrite at the inter-

face [24, 25, 28, 59]. By examining a wider range of loading directions, we find

that the tensile stress needed for slip behavior in cementite can be less than 10

GPa, which is much lower than previous studies, for example, 12-19 GPa from first

principles calculation [46] and 15-20 GPa from MD simulation [24]. The loading

direction selected in previous studies [24, 27, 28, 56, 59] corresponds to a rela-

tively low 𝑚n in cementite, as shown in Fig.4.2, which explains the high external

stresses that are required for activation of slips in cementite in these works. The

predicted early onset of cementite slip suggests that cementite fragmentation and

amorphization observed in experiments [13, 82] could occur at the initial stages

of pearlite drawing. Interfacial dislocations also emit dislocations into the ferrite.

The geometrically connected slip planes on both sides of the interface facilitate

the relocation of carbon atoms from cementite to ferrite [15, 83]. This carbon

relocation enhances the work-hardening rate in ferrite, which in turn maintains

the load-carrying capacity of the material and prevents necking instability during

severe plastic deformation.

For cementite with geometrically unfavorable orientation, dislocations origi-

nating in the adjacent ferrite accumulate at the interfaces and eventually penetrate

into the cementite, as described previously [24, 25, 28, 59]. This process repre-

sents a secondary strengthening mechanism that becomes active as deformation

continues. As the thickness of cementite layer decreases, stress concentration

within the cementite becomes more pronounced, as discussed in Section 4.3.1. This

mechanism further promotes cementite decomposition and enhances solid-solute

strengthening in ferrite.

Several key characteristics of pearlite are crucial for achieving exceptional

work-hardening rate increases as a function of strain.

1. The presence of (semi-)coherent interfaces ensures interfacial strength and
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facilitates slip transfer.

2. The low volume fraction and the very fine lamellar distribution of the brittle

phase allow it to undergo slip without crack formation when embedded in a

deformable phase.

3. The brittle phase can decompose, releasing a large number of interstitial

solute atoms, leading to strengthening through the coupling of dislocations

and solute atoms during deformation.

4. The significant variation in yield strength among domains with different

stacking orientations contributes to the ability to achieve large plastic defor-

mation before failure.

Many eutectic and eutectoid alloys have finely layered microstructures, resembling

pearlite, suggesting that theremay be other alloyswhere high strength and plasticity

can be achieved [84–87]. For example, Chen et al. [88] applied heavy drawing to a

eutectic high-entropy alloy wire with a FCC-B2 structure. After severe deformation,

the wire showed excellent strength while maintaining good ductility.

Previous studies have emphasized the importance of 𝜓, the angle between the

loading direction and the pearlite stacking direction, in analyzing pearlite deforma-

tion [18, 57, 89]. For example, Toshihiko et al. investigated the relationship between

the strain within a pearlite colony and 𝜓 [89]. However, this work demonstrates

that even when the loading direction lies within the plane of the 𝛼-𝜃 interface, the

mechanical properties and deformation mechanisms of pearlite exhibit significant

variation, as shown in Fig. 4.6. For a general 𝜓, the pearlitic orientations corre-
sponding to a specific angle form a conical surface in three-dimensional space. In

Fig. 4.2, points on circles centered at the origin of the XOZ stereographic projection

represent the same 𝜓. 𝑚n (indicated by color) vary widely across these orientations.

This variation highlights the inadequacy of classification methods based solely on

the angle between the loading direction and the stacking direction. Moreover, in

real materials, plastic deformation is governed by regions that yield first, making

deformation modes with lower yield strengths more relevant. Therefore, for struc-

turally anisotropic materials like pearlite, a careful selection of loading directions

is crucial to ensure representative results in simulations and micro-mechanical

experiments.

4.7 Conclusion
In this study, molecular dynamics simulations combined with an analytical model

are employed to investigate the deformation behavior of pearlite. For the Bagary-

atskii orientation relationship, we find that the loading directions chosen in previous
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studies do not adequately represent the actual deformation mechanism of pearlite.

To allow a wide range of loading directions in atomically identical supercells, tensile

simulations are conducted using equivalent supercells with carefully designed peri-

odicities. As during wire-drawing lamellae are observed to align with the drawing

direction, various loading directions perpendicular to the stacking direction were

examined. The main conclusions are as follows.

1. Pearlite exhibits significant anisotropy in plastic deformation capacity. Even

when the loading direction is within the interface plane, the yield strength

varies greatly with the angle between the loading direction and the [010]𝜃
direction, ranging from a minimum of 9.5 GPa at 45o and 135o to a maximum

of 17.0 GPa at 0o and 90o.

2. In certain loading directions, slip bands in cementite activate before ferrite,

challenging the conventional assumption that deformation always starts

in ferrite and then transfers to cementite. A sequence of strengthening

mechanisms—initial work hardening in ferrite, slip in favorably oriented

cementite, and slip transfer into unfavorably oriented cementite—coupled

with interfacial effects and carbon dissolution, results in work hardening

over a wide range of strain, explaining the remarkable plastic deformation

and exceptional tensile strength.

3. During early-stage deformation, slip systems in both phases align with initial

interfacial dislocations. Slip activation in ferrite is according to the nominal

Schmid factor 𝑚n. At specific loading directions, and during later stages of

deformation, slip initiation in cementite occurs. This is promoted by the low

cementite volume fraction and by high temperature.

The approach presented here is applicable to other lamellar alloy systems. By

leveraging the structural and processing insights from pearlite, it is anticipated that

other materials with superior deformability and high strength can be developed.
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Appendix E Validation of MEAM Potential on GSFE
and Screw Dislocation Core
Figure E.1 (a) shows the generalized stacking fault energy (GSFE) and (b) the

differential displacement map for the core structure of screw dislocations in BCC Fe

using theMEAMpotential [22]. For the GSFE curves, the potential correctly predicts

the trend 𝛾112 > 𝛾110. However, for screw dislocations, the potential produces a

split-core structure, which is inconsistent with DFT results [90]. The discrepancy

is known to be an artifact of many empirical potentials [38].

(a) (b)

Figure E.1: (a) Generalized stacking fault energy curves for the {110}〈111〉 and {112}〈111〉 slip systems.

DFT data are taken from [91]. (b) Differential displacement map of the screw dislocation core structure

predicted by the MEAM potential. Atom colors indicate their positions along the 𝑦-axis (normal to

the page): atoms with smaller Y-coordinates (closer to the observer) are shown in blue, while those

with larger Y-coordinates (farther away) are shown in red.
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Appendix F ACE Potential Training and Comparison
with MEAM in Tensile Simulations
An ACE potential was trained using the dataset provided in [39], which contains

32,000 configurations. The cutoff distance was set to 6.5 Å. The parameters for

the embedding function were set to [1, 1, 1, 0.5, 1, 0.75, 1, 0.25, 1, 0.125, 1, 0.375,

1, 0.875, 1, 0.625]; therefore, 600 functions with 5475 parameters were used. The

ratio between the weights for force and energy was 0.01. A BFGS optimizer was

applied for 2000 cycles. The root mean square error (RMSE) for the training set is

3.43 meV/atom for energy and 75.14 meV/Å for force.

The computational efficiency of three Fe–C interatomic potentials are bench-

marked: MEAM [22], NNP [39], and the ACE potential developed here, using a

600,000-atom system on a CPU (AMD EPYC 9654 with 192 cores). The relative

efficiency is approximately NNP : ACE : MEAM = 1 : 12 : 125, which is consistent

with the performance trends reported in [92].

Tables 4.8 and 4.9 present the basic properties of BCC Fe and 𝜃-Fe3C computed

using density functional theory (DFT), the NNP [39], and the ACE potential. It

can be seen that the ACE potential accurately describes lattice parameters, elastic

constants, surface energies, and vacancy formation energy.

Table 4.8: Comparison of basic properties of BCC Fe between DFT, NNP, and ACE.

Lattice constant (Å)

Elastic constants (GPa) Surface energy (Jm−2
) 𝐸v (eV)

𝐶11 𝐶12 𝐶44 (100) (110) (111) (112)

DFT 2.830 297 151 105 2.488 2.449 2.691 2.575 2.223

NNP 2.828 270 135 92 2.479 2.426 2.667 2.590 2.183

ACE 2.832 262 135 89 2.472 2.395 2.724 2.588 2.144

ACE Relative

Error(%) 0.1 -11.8 -10.6 -15.2 -0.6 -2.2 1.2 0.5 -3.6

Table 4.9: Comparison of lattice constants and elastic constants of Fe3C between DFT, NNP, and ACE.

Lattice constant (Å) Elastic constants (GPa)

Method 𝑎 𝑏 𝑐 𝐶11 𝐶22 𝐶33 𝐶12 𝐶13 𝐶23 𝐶44 𝐶55 𝐶66

DFT 4.48 5.04 6.72 322 388 345 164 162 156 134 15 134

NNP 4.47 5.02 6.74 310 365 341 153 177 172 115 14 122

ACE 4.48 5.07 6.70 323 372 366 166 177 192 127 24 126

ACE Relative

Error(%) 0.0 0.6 −0.3 0.3 −4.1 6.1 1.2 9.3 23.1 −5.2 60.0 −6.0

The ACE potential also accurately reproduces key dislocation-related properties

in BCC Fe, such as the screw dislocation core structure, the Peierls potential, and
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(b) (c)(a)

Figure F.1: Characteristics of dislocations in BCC Fe as described by the ACE potential. (a) Differential

displacement map of a screw dislocation. The atoms are colored according to their positions along

the Y-axis: atoms with smaller Y coordinates (closer to the observer) are shown in blue, while those

with larger Y coordinates (farther away) are shown in red. (b) Peierls potential at 0 K under zero

applied stress. (c) Generalized stacking fault energy (GSFE) curves for the {112}〈111〉 and {110}〈111〉
slip systems.

generalized stacking fault energy (GSFE), as shown in Fig. F.1. A comparison with

DFT data [68, 90, 91] confirms the high accuracy of the ACE potential in describing

these features.

The performance of the ACE potential in predicting the phonon spectrum of

BCC Fe and the GSFE of 𝜃-Fe3C is further examined, shown in Fig. F.2. The phonon

spectra were computed with Phonopy [93]. The GSFE for the (100), (010), and

(001) planes of 𝜃-Fe3C was modeled using deformed supercells (for details see [94]),

with a sampling step of 10% of the reaction coordinate (i.e., 100 configurations

constructed for each plane). The RMSE of the predictions from the three potentials

was calculated over all configurations. All DFT calculations are preformed with the

same setting as that in [39]. It can be seen that the ACE potential captures phonon

characteristics with satisfactory accuracy, and its error in GSFE prediction is much

lower than that of the MEAM potential, while comparable to, or even lower than,

that of the NNP.

Using this potential, the tensile simulations along the 0
◦
and 45

◦
directions of

the pearlite model were repeated. Figure F.3 presents a comparison between the

ACE and MEAM potentials in terms of dislocation nucleation (visualized via atoms

with shear strain larger than 0.2) and stress–strain curves. The ACE potential

predicts the same sequence of slip activation and exhibits a similar trend in the

dependence of yield strength on the loading direction.
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(a) (b)

Figure F.2: Performance of the three potentials on (a) phonon spectrum for BCC iron; (b) generalized

stacking fault energy for (100), (010), and (001) planes of cementite. The RMSE are evaluated on 100

configurations.

{110}

{110}

{112}

{112}

{112}

{112}

(a) (b)

(c) (d)

(e)

Figure F.3: Results of tensile simulations repeated with ACE potential, in comparison with MEAM

potential. (a-d) Slip bands in ferrite at the initiation of plasticity. (e) Stress-strain curves during

tensile simulations.
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5.1 Abstract
The mechanical strength of sintered nanoparticles (NPs) limits their application in

advanced electronics packaging. In this study, we explore the anisotropy in the mi-

crostructure and mechanical properties of sintered copper (Cu) NPs by combining

experimental techniques with molecular dynamics (MD) simulations. We establish

a clear relationship between processing conditions, microstructural evolution, and

resulting properties of pressure-assisted sintered Cu NPs. Our findings reveal that

pressure-assisted sintering induces significant anisotropy in the microstructure,

as evidenced by variations in areal relative density and the orientation distribu-

tion of necks formed during sintering. Specifically, along the direction of applied

stress, the microstructure exhibits reduced variation in areal relative density and a

higher prevalence of necks with favorable orientations. The resulting anisotropic

mechanical properties, with significantly higher strength along the pressure di-

rection compared to other directions, are demonstrated through micro-cantilever

bending tests and tensile simulations. This anisotropy is further explained by the

combined effects of strain localization (influenced by areal relative density) and

the failure modes of necks (determined by their orientation relative to the loading

direction). This work provides valuable insights into the analysis of sintered NPs

microstructures and offers guidance for optimizing the sintering process.

Keywords:Sintered Cu nanoparticles, Micro-cantilever bending tests, anisotropy,

3D reconstruction, Molecular dynamics simulation

5.2 Introduction
Wide band gap (WBG) materials like silicon carbide (SiC) and gallium nitride (GaN)

have been widely used in power modules owing to their excellent electric and

thermal properties and performance [1–3], especially when operated at high break-

down voltages and high temperatures (< 200
o
C). Traditional interconnect bonding

materials like Sn- or Pb-based solder alloys face limitations in power devices due

to the low melting point, limited thermal conductivity and insufficient creep resis-

tance [4–7]. In recent years, sintered silver (Ag) and copper (Cu) nanoparticles (NPs)

interconnects are proposed as an alternative to solder alloys in the die-attachment

of WBG semiconductors because of their low sintering temperature, high melting

temperature and high electrical and thermal conductivity [8–12].

Despite these advantages, the anisotropy of the microstructure and mechanical

properties of sintered Cu NPs poses a critical challenge for the bonding quality

and long-term reliability of joints. NPs sintering is characterized by low sintering

temperatures (less than 300
o
C), short sintering times, and the assistance of uniaxial

compressive stress [13]. This process, while efficient, inherently induces anisotropy

in the sintered microstructure. Many experiments have highlighted the anisotropy
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in micrometer-sized particles, such as alumina and Cu, when sintered with uniaxial

compressive stress [14–16]. The sintered bodies exhibit greater shrinkage in the

direction of the applied stress. At the microscale, this anisotropy originates from

the evolution and orientation change of the pores [14]. The aspect ratio of the pores

increases after sintering, and the orientation of the long axis tends to align parallel to

the stress direction [17, 18]. Additionally, the constraints imposed by the substrate

on particle merging affect the shape of the pores [19]. For Cu NPs, the sintered

microstructure is highly porous, and the anisotropy is even more pronounced under

these conditions. From a bonding quality perspective, this anisotropy can lead to

uneven stress distribution within the joint, particularly during thermal cycling

or mechanical loading [16], potentially compromising the structural integrity.

Furthermore, from a reliability viewpoint, local variations in mechanical properties

can influence crack initiation and propagation pathways [20], significantly affecting

the long-term performance. These concerns are especially critical for SiC devices,

which often operate under extreme conditions, including high temperatures and

power densities. Addressing the anisotropy in the microstructure and mechanical

properties of sintered Cu NPs is therefore essential. Given the sintering conditions

for NPs, the resulting microstructure after sintering is highly porous, and severe

anisotropy is expected [15].

The high porosity and small feature sizes of sintered NPs pose challenges for

mechanical property testing andmicrostructure characterization. Scanning electron

microscopy (SEM) and transmission electron microscopy (TEM) are widely used

for microstructure observation, such as examining pore shapes and necks formed

during sintering. Zuo et al. [21] studied the microstructure evolution of Cu NPs

during pressureless sintering. The grain growth and grain boundary movement

were clearly observed using TEM at elevated temperature. Since the spatial features

of particle packing and pore distribution strongly influence the electrical, thermal,

and elastic properties of sintered NPs, three-dimensional (3D) characterization

of the microstructure is crucial. Two methods for 3D reconstruction have been

reported: focused ion beam combined with scanning electron microscopy (FIB-

SEM) [22–24], and synchrotron X-ray computed tomography [25, 26]. Through 3D

reconstruction, the inter-particle necks can be identified, and the evolution of the

microstructure can be described using metrics such as pore numbers [23], mean

intercept length [24], and particle shape [25]. Areal relative density curves have

also been proposed to illustrate variations in local microstructure [22, 27].

The mechanical properties of sintered NPs are typically measured with mi-

cropillar compression tests [28] and micro-cantilever bending tests [29–31]. Chen

et al. [29] studied the effect of micro-cantilever size (20, 10 and 5 𝜇m in width) on

fracture toughness of sintered Ag NPs by micro-cantilever bending tests, reveal-

ing that fracture toughness decreases as specimen size decreases. Recently, we
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studied the effect of depth of pre-crack on the fracture toughness of sintered Cu

NPs by micro-cantilever bending tests [31]. Results show that microscopic fracture

toughness presents a limited relationship with notch depth.

Due to difficulties in experiments, simulation methods spanning multiple length

and time scales are applied to investigate various aspects of NPs sintering. Discrete

element modelling (DEM) primarily focuses on the particle packing [19] and neck

formation during sintering [32]. Specifically, Wonisch et al. [33] analyzed the

anisotropic microstructure of sintered micro-sized particles induced by external

stress using both experiments and DEM, identifying the size of contact areas in

different directions as a crucial factor. The grain growth and evolution of pores

during sintering process are also studied using phase field simulation in both

two-dimensional (2D) [34] and 3D [35, 36] models. The relationship between

microstructure and properties is modeled using finite elementmethod (FEM) [37, 38]

and phase field methods [39]. The porous structure for the simulation are from

SEM images [37] and stochastic modeling [38, 39].

Molecular dynamics (MD) simulations have been used to study the NPs sinter-

ing process and subsequent mechanical tests. Two-particle models are extensively

utilized to examine atom diffusion and neck formation during sintering [40–42].

Multi-particle sintering has also been explored with MD [43–45]. Guo et al. sim-

ulated the densification process of a high-entropy alloy to show the influence of

initial particle packing [44]. The accuracy and effectiveness of the multiple particles

sintering model were verified using a phase-field model. This method was also

applied to investigate the influence of initial particle morphology on the sintering

of gold NPs [45]. Due to the limited timescale of MD simulations, the contributions

of diffusion mechanisms, such as surface diffusion and bulk diffusion, are under-

estimated, and densification in these simulations is mainly caused by plastic flow

under stress. However, MD simulations are expected to yield physically meaningful

results considering the short sintering time and low temperature characteristic

of NP sintering. Additionally, Zuo et al. [21] demonstrated that without external

stress, grain growth and grain boundary mobility are insignificant at 220
o
C.

This paper aims to elucidate the relationship between sintering methods and

microstructural anisotropy, as well as the anisotropy of mechanical properties,

through a combination of experiments and simulations. Section 2 details the

experimental and simulation methods. In Section 3, the microstructure of sintered

Cu NPs from FIB-SEM reconstruction, precession electron diffraction and MD

simulations are analyzed based on areal relative density and neck formation during

sintering. The origin of microstructural anisotropy is discussed. In Section 4, the

strength of sintered NPs is measured by micro-cantilever bending tests and tensile

simulations, and the anisotropic strength of sintered Cu NPs is connected with

their microstructure.
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5.3.1 Cu nanoparticles and sintered sample preparation

TheCu paste used in this studywas prepared by a reductive pretreatmentmethod [46].

Fig. 5.1(a) presents an SEM image of the Cu NPs, showing them as quasi-spherical

and uniformly distributed with an average size (diameter) of 150 nm [Fig. 5.1(b)].

Energy dispersive spectroscopy (EDS) was conducted on the cross-section, con-

firming the sintered Cu NPs is almost pure with minimal oxidation, as shown in

Fig. 5.1(c). A die-attach structure (Cu dummy die, sintered Cu NPs layer, and Cu

substrate) was prepared using pressure-assisted sintering technology. As illustrated

in Fig. 5.1(d), the Cu paste was firstly transferred onto the Cu substrate with a

stencil thickness of 100 𝜇m using a screen printer and a flat scraper. Second, the

substrate was heated to 120
o
C for 5 minutes to evaporate the organic solvent after

removing the stencil. Then, the Cu dummy dies were attached to the substrates us-

ing a vacuum pick-up pen. Pressure-assisted sintering was conducted in a nitrogen

atmosphere (Applied Microengineering Ltd., UK). The Cu paste was sintered for

10 minutes at 250
o
C under 25 MPa uniaxial stress in a reducing atmosphere (5%

H2/N2). Finally, the sintered sample [Fig. 5.1(e)] was removed from the furnace

after cooling down. The schematic diagram of the die-attach structure in power

electronics is shown in Fig. 5.1(f).

5.3.2 FIB-SEM tomography

FIB-SEM tomography, an SEM-based technique, enables advanced characterization

and improved understanding of 2D results. Here, we used FIB-SEM tomography to

characterize the void distribution in sintered Cu NPs. The methodology involved

using a dual-beam FEI Helios G4 CX FIB-SEM system for imaging and slicing to

reconstruct 3D structures. Before ion milling, a platinum protective layer, approx-

imately 1 𝜇m thick, was deposited on the region of interest to prevent damage

during ion milling. Subsequently, fiducial markers were strategically placed on

the samples, allowing for real-time drift correction between successive milling

operations. To facilitate FIB-SEM tomography, the sample was tilted at 52°, enabling

milling perpendicular to the surface. Additionally, a U-shaped trench was milled

alongside the area of interest to create space for redepositing material removed

during tomography. The FIB slicing was conducted at an accelerating voltage of 30

kV and 40 pA, and SEM images were taken at 10 kV using an SE detector. The Auto

Slice and View software (ASV4) was utilized to automate the tomography process

by estimating the next slice position based on the top view image.
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Figure 5.1: (a) SEM image of the Cu NPs; (b) size (diameter) distribution; (c) EDS Spectrum of the

sintered Cu NPs; (d) pressure-assisted sintering technique; (e) schematic diagram of sintered die-

attach structure; (f) schematic diagram of the die-attach structure in power electronics.

5.3.3 Precession electron diffraction
To characterize the grain orientation of sintered Cu NPs, precession electron diffrac-

tion (PED) [47–54], a state-of-the-art transmission electron microscopy (TEM)-

based technique was employed in this study. PED was performed using a JEM-

2200FS (JEOL) transmission electron microscope (TEM) operating at 200 kV and

equipped with the ASTAR system (Nanomegas) [53]. The microscope was operated

in nanobeam diffraction (NBD) mode with the smallest spot size and a condenser

aperture of 10 𝜇m. The probe diameter was approximately 1 nmwith a convergence

angle of 2 mrad. A precession frequency of 100 Hz and a precession angle of 0.5°

were applied during nanobeam scanning. This configuration reduces dynamical

diffraction effects and enables reliable orientation and phase identification by in-

tegrating intensities over multiple diffraction conditions. By tilting the incident

electron beam in a conical motion, PED reduces dynamical diffraction effects and

enhances the reliability of orientation and phase identification. Compared to con-

ventional techniques such as electron backscatter diffraction (EBSD) with 50-100

nm [49] and transmission Kikuchi diffraction (TKD) with 10-20 nm [54], PED offers

superior resolution down to 1 nm, sensitivity to weak reflections, and the ability to
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analyze thin samples, making it particularly suitable for nanocrystalline materi-

als. These advantages establish PED as a critical tool for detailed microstructural

analysis and phase fingerprinting in advanced materials research.

5.3.4 Micro-cantilever bending tests

Micro-cantilever bending test is an effective technique for probing the mechanical

properties of microscale samples [55, 56]. As shown in Fig. 5.2(a), three kinds

of micro-cantilevers with different orientations with respect to the direction of

external pressure during sintering were fabricated, i.e. 0
o
(perpendicular), 45

o
, and

90
o
(parallel). For each orientation, six specimens were prepared to ensure the

reliability of the data. Fig. 5.2(b) illustrates that the fabrication process involved

five steps: milling a notch with a low ion current (10 pA), creating U-shaped

trenches with a large beam current (20 nA), tilting and milling the base with 3

nA, rotating and repeating on the other side, and forming the micro-cantilever

by undercutting. The micro-cantilever was then polished with 1 nA to ensure

symmetry and cleaned with 100 pA to minimize damage. A precise marking

was made on the free end to establish a well-defined loading point. Fig. 5.2(c)

shows a typical SEM image of the micro-cantilever. The micro-cantilevers were

fabricated at the middle position of the die-attach layer. This choice was deliberate

to ensure consistency in the microstructure and minimize variations caused by

non-uniformities during sintering [57]. The middle region is more representative

of the average sintering degree and microstructure, as the edges may experience

different thermal and pressure conditions [58]. By focusing on this central position,

the influence of local non-uniformity was reduced [59], leading to more reliable

and reproducible mechanical property measurements. The micro-cantilever has

a pentagonal cross-section. We chose this shape for two reasons: it provides

more flexibility in selecting the location compared to a rectangular shape, and

the stress distribution in a pentagonal cross-section is less affected by preparation

inaccuracies, leading to more reliable mechanical property measurements [60, 61].

An in-situ nanoindenter setup from Alemnis AG (Switzerland) was utilized

to perform micro-cantilever bending tests in a Zeiss Ultra55 FEG SEM chamber.

Before conducting the bending tests, the SEM carefully positioned the indenter

tip to the fiducial mark on the top surface of the micro-cantilever, as shown in

Fig. 5.2(c). The quasi-static bending test is controlled by displacement. A constant

load rate of 10 nm s
-1
was applied for all micro-cantilevers until fracture occurred.

The bending load was applied with a conospherical diamond tip (radius = 1 𝜇m).

Compared with the sharp-tipped indenter, such as the Berkovich indenter, the

conospherical indenter with a spherical tip exhibited minimal indentation on the

surface of the micro-cantilever [62].
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Figure 5.2: (a) Relationship of micro-cantilever orientations with pressure during sintering process;

(b) FIB process for micro-cantilever fabrication; (c) SEM image of a micro-cantilever.

5.3.5 MD simulations of the sintering process and tensile
tests

The sintering and tensile process were simulated by the MD method using Large-

scale Atomic/Molecular Massively Parallel Simulator (LAMMPS) software [63]. The

atomic configurations were visualized and analyzed with the Open Visualization

Tool (OVITO) [64]. The Cu embedded atom method (EAM) interatomic potential

proposed by Mishin et al. [65] is employed to describe the atomic interaction, which

has been successfully applied in simulating various mechanical properties and

microscopic phenomena in Cu, such as diffusion and grain boundary migration [66–

68]. Themelting point of bulk Cuwithin this potential is 1273± 30 K, whichmatches

well with the experimentally observed value of 1358 K. The initial Cu particle model

has the following characteristics: spherical shape, non-contact or point-contact

interactions between particles, a total volume fraction of about 45%, random spatial

orientation of each particle, and a particle size distribution that is comparable

to experimental observation. To enhance computational efficiency, the particle

diameter in the simulation was 3-12 nm, as shown in Fig. 5.3(b). Similar values

(2-15 nm) have been used in previous MD simulations of the sintering process of Cu

NPs [41]. Moreover, since Fig. 5.1(c) shows that the organic substances evaporated
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during the sintering process, the influence of the organic binder in the sintering

process is ignored.

The procedure for generating 3D models of Cu NPs is as follows:

1. Select a point in 3D space randomly to be the center of the Cu NPs. The

particle radius is determined by a randomly generated number that follows a normal

distribution

2. Validate the new particle by making sure it does not overlap with existing

spheres considering the periodic boundary condition (PBC).

3. Assign a random orientation to the particle.

4. Repeat the procedure until the acceptance rate is very low.

5. Select particles randomly and expand them until they meet each other.

6. Execute energy minimization by employing the conjugate gradient (CG)

algorithm.

Fig. 5.3(a) shows the resulting particle model of Cu NPs, which is color-coded

with Adaptive Common Neighbor Analysis and has dimensions of roughly 450

× 450 × 450 Å
3
, consisting of around 240 particles and 3.6 million atoms. The

initial relative density of the model is approximately 45%. Two types of external

stresses (uniaxial and hydrostatic) during the sintering process are considered in

MD simulation. The models sintered under uniaxial and hydrostatic stress are

labeled as US and HS, respectively. The sintering method employed in US model is

similar to sintering process in Section 2.1, while the HS model shares similarities

with a constrained sintering method reported in [69].

The sintering process in the MD simulation includes three stages. Initially, the

temperature increases to 523 K (in consistent to the experiments) with a Nose-

Hoover thermostat at a speed of 2 K/ps. Subsequently, a uniaxial strain is applied

to the US model, with strain rate of 1×109 s-1. The pressure in the non-compressed

direction is maintained at 0, corresponding to the sintering process in experiments

which is unconstrained in the non-loading direction. The overall deformation

along strain direction is 40%, according to the height changes of the powder during

sintering in experiments (roughly from 1.8 𝜇m to 1.3 𝜇m). For the HS model, a

hydrostatic stress is applied on all surfaces during the sintering process until the

relative density reaches the same level as the US model. The loading rate is 0.2

MPa/ps. The sintering process finishes after approximately 800 ps. Finally, the

temperature is kept at 523 K, the volume remains constant, and a relaxation period

of 100 ps is applied to eliminate the additional stress caused by the high strain rate

in the previous loading step. The US and HS models after sintering are shown in

Figs. 5.3(c) and (d), respectively.

Due to the significant anisotropy of models after sintering on both microstruc-

ture and mechanical performance, directional terminology is introduced for con-

venience of description. The direction aligned with the stress direction during
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Figure 5.3: 3D Cu NPs model (a) before and after (c, d) sintering. (b) radius value distribution of Cu

NPs; (c) after uniaxial stress sintering along the X-axis; (d) after hydrostatic stress sintering.

sintering is labeled as US-A, while the direction perpendicular to the stress direction

during sintering is denoted as US-P, as shown in Fig. 5.3(c). Note that US-A and US-P

represent the loading and observation directions. However, such distinction is not

necessary for HS models, and all three orientations are labeled as HS-D, as shown

in Fig. 5.3(d). Given the impact of the initial particle distribution on sintering and

mechanical performance, three independent models with random initial particle

packing are employed. Before simulating the tensile process, a relaxation proce-

dure with variable box dimensions is implemented to ensure that the model has no

residual internal stresses. The tensile simulation is under fully periodic boundary

conditions using the NPT ensemble (constant number of particles, pressure, and

temperature) and the temperature is maintained at 300 K (room temperature). The

maximum tensile strain is 45% in this study, and the loading rate for the tensile

simulation is set at 5×108 s-1. This loading rate is commonly employed in literature

[70]. The stress values in directions other than the tensile direction are maintained

at 0.
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5.4 Anisotropy in structural evolution during sin-
tering

5.4.1 Areal relative density by FIB-SEM
Fig. 5.4(a) presents the image of the slicing and imaging area under FIB-SEM

tomography. The dimension of the imaging area is around 10 × 8 𝜇m2
and the

depth is around 4.5 𝜇m. To obtain reliable and representative results, it is crucial to

estimate the minimum volume size that must be reconstructed. The critical volume

size, which is commonly called a representative volume element (RVE) or stochastic

equivalent representative volume element (SERVE), has been extensively discussed

in [71–75]. Given that the width and thickness of the micro-cantilevers are near 4

𝜇m, the reconstructed volume of 4 × 4 × 4 𝜇𝑚3
is large enough to depict the real

microstructure of sintered Cu NPs. 3D reconstruction was carried out by Avizo

(Thermo Scientific) after serial image acquisition, which entailed alignment, image

processing, and segmentation. Fig. 5.4(b) shows the image sequence generated via

FIB-SEM. Once imaging is done, FIB milling can remove another layer of material

using the same parameters to obtain a second image with SEM. By repeatedly

performing this milling and imaging process, a 3D dataset of SEM images is created,

with each image depicting a 25 nm thick section of the sintered Cu NPs. 200 images

were obtained, and around 160 high-resolution images were used to finish the 3D

construction. The ‘thresholding’ method was applied in this study [76, 77]. The

optimal thresholds for the reconstruction were selected by comparing reconstructed

models with the morphology of voids in SEM. Figs. 5.4(c) and (d) represent the

sintered Cu NPs and the void volume, respectively.

Here, we define areal relative density as

𝐷areal

r
=

𝐴matter

𝐴cross-section
×100% (5.1)

where 𝐴matter
and 𝐴cross-section

are the area of the sintered Cu NPs domain and the

cross-section, respectively. The areal relative density and its mean (𝜇) and standard
deviation (SD, 𝜎) of the 3D reconstructed model along different directions are

measured, as shown in Fig. 5.4(e). The XY plane is perpendicular to the pressure,

while the YZ and XZ planes are parallel to the pressure. For the SD of areal relative

density, a significantly lower SD (0.8%) is obtained on XY cross-section, compared

with 1.5% of YZ and XZ cross-sections. Meanwhile, the XY cross-section has a

minimum areal relative density of 78%, which is greater than that of the YZ (73%)

and XZ (74%) cross-sections. It is evident that the areal relative density of the

porous structure is anisotropic. Therefore, pressure direction leads to a more

uniform distribution of areal relative density, with a relatively high minimum area

of cross-section compared to the other two directions.
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Figure 5.4: (a) FIB-SEM tomography image showing the slicing and imaging areas; (b) stacked SEM

slices illustrating the consecutive slicing process; (c) sintered Cu NPs domain; (d) porous domain; (e)

areal relative density in different directions

5.4.2 Areal relative density by simulation
The sintered structures obtained from the MD simulation are referred to Figs. 5.3(c)

and (d). The final volumetric relative densities for models after simulated sintering

is 67.4 ± 0.7% (under HS), and 68.3 ± 1.7% (under US). The density is slightly lower

than that for experiments because of the limitations of MD simulations on time

scales. As for the microstructure, the spherical shape of the particles is preserved

after sintering and numerous sintering necks are formed. The majority of pores

remain interconnected and the growth and merging of grains are not significant

(as evidenced by the minimal change in grain count before and after sintering).

The simulated structures are very similar to those reconstructed with FIB-SEM, as

shown in Fig. 5.4(c), illustrating the reliability of this modeling approach. Since

the atomic position in the model is discrete, the model is divided into slices with a

thickness of 2 ∀ (about 1/30 of the average particle diameter) along the observation

direction to calculate areal relative density. Within each slice, the ratio of the

number of atoms to the volume of the slice is calculated, and this ratio is then

scaled by the atomic density in a dense cubic Cu. Therefore, the areal relative

density is defined as

𝐷areal

r
=
𝑁 slice𝑉 atom

𝑉 slice
×100% (5.2)
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where 𝑁 slice𝑉 atom
is the number of atoms inside the slice of the model. 𝑉 slice

and

𝑉 atom
is the volume of the slice and a single Cu atom in FCC crystal (a = 3.615

∀), respectively. Our tests show that this slice thickness can capture structural

variations without being excessively sensitive, for example, to the influence of

grain orientation.

To investigate the effect of the sintering method on the areal relative density

distribution, we calculated the areal relative density distribution along different

directions for sintered models obtained from the same particle model by different

sintering methods. Fig. 5.5(a) is the schematic diagram of the view direction for

measuring the areal relative density.

Figs. 5.5(b-d) show the changes of areal relative density along three directions,

i.e. X, Y, and Z-axis. Each figure contains four curves corresponding to four

sintering methods, i.e. under hydrostatic stress (HS) and uniaxial stress along the

X-, Y-, and Z-axis (US-X, US-Y, and US-Z, respectively). Curves corresponding to

US-A, which means for the model the observation direction is consistent with the

direction of the stress during sintering, are with deeper color. The normalized

coordinates are used as the horizontal axis due to the inconsistent dimensions of

the sintered models. Three findings can be drawn from Figs. 5.5(b-d).

First, a certain degree of heritability in the location of the peaks and troughs of

the curves is observed in areal relative density. That means for the same particle

model sintered using different methods, when observing along the same direction,

the positions of the peaks and valleys of areal relative density curves still exhibit a

certain correspondence (although the relative height changes are different), showing

the influence of the particle initial packing.

Second, the cross-sections in the US-A direction consistently exhibit a smaller

SD and a higher minimum areal relative density value than those of cross-sections

in the US-P direction for US models. That means during the sintering process,

along the stress direction, the low-density regions caused by the random packing

of particles are effectively filled. Surprisingly, US-A curves show lower peaks than

US-P curves, indicating particles in high-density regions become more dispersed

in the sintering direction. Close inspection of the atomic displacement reveals that

due to higher strain and stress in the loading direction, particles require greater

displacement along this axis to connect with other particles and bear the load,

while along other directions particles have lower driven force for movement.

Third, the cross-sections in HS models generally show intermediate values

between those of US-A and US-P for both areal relative density SD and minimum

areal relative density. The deviation from the general trend, where the cross-

sections of HS model exhibit a lower SD of areal relative density than US-A along

the Z-direction, can be attributed to the low areal relative density of the US model

compared to the HS model.



5

120

5 Microstructural and Mechanical Anisotropy in Pressure-Assisted Sintered Copper

Nanoparticles

Figure 5.5: (a) Sintered model showing the orientations of cross-sections for measuring the areal

relative density; (b-d) the changes of areal relative density with position along (b) X-axis, (c) Y-axis

and (d) Z-axis under four different sintering conditions, namely, hydrostatic stress (HS) and uniaxial

stress (US-X, US-Y, US-Z); (e) the minimum areal relative density versus volumetric relative density;

(f) the SD of areal relative density versus volumetric relative density.

In order to quantitatively characterize the changes in these structures during

sintering, we calculated the minimum values and SD of areal relative density of

cross-sections along different directions for each model at various time points

during the sintering process, as depicted in Figs. 5.5(e) and (f).

We found that as the bulk density rises during sintering, the minimum value

of the areal relative density rises linearly. The slope of the fitted line for US-A in

minimum areal relative density is slightly higher than that for US-P. The case of

HS-D is between US-A and US-P. However, for SD of the areal relative density, the

tendency is distinctly different for different sintering conditions and observation
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directions. For the US-A direction, the SD decreases with the increase in bulk

density. In contrast, the SD of cross-sections in the US-P direction increases with

the rise in bulk density, indicating amplification of structural fluctuations along

the direction perpendicular to the applied stress during the sintering process. For

HS-D, SD remains nearly constant, implying that the fluctuations in the structure

across different directions are at the same magnitude during sintering. Both the

two properties along the US-P direction exhibit larger fluctuations than those for

US-A, suggesting a more significant influence from the initial particle packing. The

fluctuation range for HS-D falls between these two cases.

5.4.3 Grain orientation characterization
To investigate the effect of sintering pressure on grain orientation and void distribu-

tion, two TEM samples were fabricated from the sintered Cu NPs layer. One TEM

sample was extracted perpendicular to the sintering pressure direction, aligning

with the orientation of the 90
o
micro-cantilevers. The other one was extracted

parallel to the sintering pressure direction, corresponding to the 0
o
micro-cantilever

orientation. Precession electron diffraction (PED) was subsequently performed to

characterize the grain orientation maps and void distributions of the two samples.

The results are presented in Fig. 5.6. Figs. 5.6(a) and (b) depict the grain orientation

maps for the perpendicular and parallel directions, respectively. The PED analy-

sis demonstrates that the grain orientation shows no significant dependence on

the applied sintering pressure. However, clear anisotropy is observed in the void

morphology and particle deformation. In the perpendicular direction (Figs. 5.6(c,

e)), the voids appear irregular and smaller, reflecting localized densification with

minimal particle elongation. Conversely, in the parallel direction (Figs. 5.6(d, f)),

the voids are larger and elongated, which can be attributed to the deformation of

particles under uniaxial stress during sintering. The external pressure facilitates

particle flattening and void coalescence along the loading direction, leading to an

anisotropic void structure. These observations align with the findings discussed

in Sections 3.1 and 3.2, where the pressure direction enhances the uniformity of

areal relative density while reducing structural fluctuations. Specifically, the lower

standard deviation of relative density along the pressure direction indicates a more

stable and homogeneous microstructure. In contrast, the larger density fluctuations

in the perpendicular direction reflect the significant influence of initial particle

packing and localized void formation.

5.4.4 Formation of necks during sintering
The fusion between the particles plays an important role in the densification process.

According to Ref. [78], the contact area between two particles is considered the

sintering neck. In MD models, if atom A, belonging to particle 𝑃𝐴, is within the
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Figure 5.6: PED analysis of sintered Cu NPs under external pressure. (a) Grain orientation map

of the the TEM sample aligned perpendicular to the sintering pressure, corresponding to the 90
o

micro-cantilevers. (b) Grain orientation map of the TEM sample aligned parallel to the sintering

pressure, corresponding to the 0
o
micro-cantilevers. (c, d) Virtual bright-field images of the dashed

regions in (a) and (b), respectively, revealing local grain morphology. (e, f) Corresponding orientation

maps of the local regions shown in (c) and (d), respectively.

cutoff distance of atom B, which belongs to particle 𝑃𝐵, then both atom A and B

are considered part of the sintering neck between 𝑃𝐴 and 𝑃𝐵. The cutoff distance is

set to 3.5 ∀ to ensure that all sintering necks are sufficiently large for meaningful

measurement. Using this method, the shape of the necks before and after sintering

under stress along the X-axis is shown in red in Figs. 5.7(a) and (b), respectively.

Different particles are distinguished by different shades of gray. The shrinkage

along the X-axis after sintering is about 40%. A significant rise in the number and

volume of neck regions can be observed. After sintering, the fractions of atoms
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that were labeled as "neck" increased from 4.6% to 14.8%. Moreover, the necks are

interconnected to form a 3D network after sintering is completed, which is beyond

the 2D model used in previous simulations of sintering.

To further determine the orientation of each sintering neck, the positions of the

atoms for a single sintering neck are extracted, as shown in Fig. 5.7(c). We consider

the neck to be a thin sheet with a significant difference between thickness and

area, with the thickness direction representing the orientation of the neck. Using

principal component analysis (PCA), the three orthogonal principal component

(PC) vectors for the atomic positions are determined. The plane defined by PC1

and PC2 is the plane with the most dispersed atomic coordinates. PC3, which

is perpendicular to this plane, is the direction with the least atomic dispersion,

indicating the orientation of the sintering neck. Fig. 5.7(d) is a schematic diagram

for calculating the angle 𝜃 between the neck orientation (PC3) and the X-axis. It is

clear that when 𝜃 approaches 0, the neck is perpendicular to the given axis, while

𝜃 near 90o means the neck is parallel to the given axis.

Figure 5.7: Neck regions in MD simulation for (a) model before sintering and (b) model sintered under

stress along X-axis. (c) A neck between two particles after sintering. (d) Principal component analysis

for atoms location in a neck. The orientation is quantitatively calculated as the angle between the

third principal component and X-axis.

It is important to note that, mathematically, the distribution of the angle of
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a random vector in 3D space with a specific vector is not uniform. It is trivial to

prove that for angle 𝜃 ranging in 0 to 90
o
, the probability density function 𝐹(𝜃) of

the angle between a random vector and a fixed vector is

𝐹(𝜃) ∝ 𝑠𝑖𝑛(𝜃). (5.3)

Thus there is a much higher possibility for a vector to be perpendicular to a specific

axis, rather than parallel to that.

A DEM study of ceramic sintering showed that the anisotropy flattening under

stress has a substantial contribution to structure anisotropy [33]. Since the sintering

of metal NPs is featured by low sintering temperature and short sintering time,

the anisotropy induced by particle deformation is expected to be more significant.

Here we use a 2D schematic to illustrate the effect of deformation caused by the

uniaxial stress on the orientation of the neck formed during sintering. Fig. 5.8(a)

shows two particles before sintering. 𝜃 is the angle between the normal of the

initial contact surface and the stress direction. Here,

tan𝜃 =
𝑎
𝑏
, (5.4)

where 𝑎 and 𝑏 are the dimensions of the initial sintering neck in the parallel

and perpendicular directions to the loading, respectively. After uniaxial stress-

assisted sintering, the particle shape significantly contracts along the direction of

the uniaxial stress with a strain of 𝜀, while Poisson expansion occurs in the other

directions, as shown in Fig. 5.8(b). The neck also grows during sintering. Then 𝜃′
can be estimated as

tan𝜃′ =
𝑘 ⋅𝑎(1− 𝜀)
𝑘 ⋅𝑏(1+𝜈𝜀)

, (5.5)

where 𝑘 describes the uniform growth of the sintering neck dimensions in all

directions, and 𝜈 is the Poisson’s ratio of the bulk material. It should be noted that

the strain during sintering should be smaller than the shrinkage deformation along

the stress direction, as both particle deformation and densification contribute to the

shrinkage. Using this method, the orientation distributions of necks considering

particle deformation are calculated, as shown in Fig. 5.8(c). The black curve, which

is for particles before deformation, corresponding to the distribution described by

Eq. 5.3. The peak of angle distribution significantly shifts to low angle region as

particle strain increases, meaning that after large deformation, necks tend to be

perpendicular to the stress direction geometrically.

The orientations of the necks in the MD models sintered under stress along

the X-axis are analyzed. The US-X with deformation of 40% [Figs. 5.9(a-c)] and

50% [Figs. 5.9(d-f)] contain 742 and 883 necks, respectively. The model with 50%

deformation is analyzed here to better show the effect of uniaxial compression
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Figure 5.8: Schematic illustration of the effect of particle deformation on sintered neck orientation.

(a) Two particles with initial contact before sintering. (b) A neck formed between two deformed

particles. (c) Distribution of 𝜃 for particles with various strain derived from the 2D model.

during sintering on the microstructure. Figs. 5.9(a, d), (b, e), and (c, f) are for the

neck orientations with respect to X-, Y-, and Z-axis, respectively. In each figure, the

histogram counts the number of necks with different angles to the axis. The scatter

plot shows the number of atoms contained in the necks with different orientations.

The size of marks in scatter plots is also adjusted according to the number of atoms.

The distribution curves for the angles between randomly oriented vectors to the

axis (Eq. 5.3) are shown with a red solid line in each histogram for reference. In

Figs. 5.9(a) and (d), the distribution of the neck orientations derived from Eq.5.5 are

shown in blue curves. In the calculation, the strain of each particle is considered as

half of the deformation along the X-axis and 𝜇 = 0.3. Three points can be drawn

from the figure.

1. For the orientation of necks concerning the direction of the uniaxial stress,

here X-axis, the histogram shows that the number is higher between 0 and 50
o

than the reference line. For the orientation of the sintered neck along the Y and

Z axes, the number is higher near 90
o
. This indicates that along the X-axis, more

sintered necks are present perpendicular to the X-axis or at an angle of less than

50
o
, while in the other two orientations, most of the sintered necks are close to

parallel to this orientation.

2. Large dots in the scatter plots corresponding to the X-axis are clustered

in the angle range of 10 to 45
o
, while for the plots of the Y- and Z-axis, the dots
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(b) (c)(a)

(d) (e) (f)

Figure 5.9: Statistics on sintering necks orientation (histograms) and size (scatter plots). (a-c) are

for model with 40% deformation and (d-f) are for model with 50% deformation along X-axis during

sintering. The angle shown in (a,d), (b,e), and (c,f) are between neck normals and X-, Y-, and Z-axis,

respectively. Red reference curves show the angle distribution for randomly oriented vectors. Blue

lines are derived from Eq. 5.5.

representing a larger number of atoms are clustered in the range of 60 to 90
o
. This

suggests that sintered necks oriented close to perpendicular to the stress direction

(here the X-axis) grow larger (compared to those parallel to the X-axis).

3. By comparing models experiencing 40% versus 50% deformation, the effect

of deformation strain on the formation and growth of necks is revealed. With extra

10% compression, both the number and size of necks at an angle of 20 to 50
o
to the

X-axis rise significantly, while there is no such tendency for the Y- and Z-axes.

The orientation of the sintered necks mainly originates from the flattening of

the particle shape under uniaxial stress. In Ref. [33], the authors state that the

particle flattening induced by uniaxial stress is anisotropic, with particles having a

larger size and surface area perpendicular to the stress direction. The trend can be

seen by comparing Fig. 5.8(a) and (b). The difference between the solid blue line

and the actual distribution is mainly caused by the non-uniform strain distribution

during sintering. Another reason for the distribution of neck orientations is the

high body shrinkage along the direction of the sintering stress. Along the direction

of the stress, the particles have more opportunities to contact each other thus more

necks form.



5.5 Mechanical properties of sintered NPs and discussion

5

127

5.5 Mechanical properties of sintered NPs and dis-
cussion

5.5.1 Micro-cantilever bending tests
Due to the limitations of FIB in preparing specimens with different orientations, the

cross-section of the cantilever beam in this study is not rectangle. In our previous

work, the fracture toughness of sintered Cu NPs was measured with standard

micro-cantilevers as 3.2 MPa⋅m1/2
[31], which aligns well with other reports [29].

Figs. 5.10(a-c) show the load-displacement curves obtained from micro-cantilever

bending tests. The initial elastic loading parts matched well across specimens, but

some scatter appeared at larger displacements due to slight differences in sample

dimensions. The maximum load values 𝐹max were retrieved from the peak points

of the load-displacement curves. As depicted in Fig. 5.10(d), the maximum load

and SD of 0
o
, 45

o
, and 90

o
micro-cantilevers are 203 ± 20 𝜇N, 266 ± 68 𝜇N, and

286 ± 36 𝜇N, respectively. Since the specimens are essentially the same size, 𝐹max

is proportional to the fracture strength. The 90
o
micro-cantilevers, in which the

prefabricated notch is perpendicular to the uniaxial stress during sintering, show

41% higher strength than 0
o
micro-cantilevers. The 45

o
micro-cantilevers exhibit

slightly lower strength than the 90
o
micro-cantilevers, and the values are dispersed

in a large range. The slopes of the load-displacement curves indicate the degree

of densification of the specimen in the loaded direction, so we also calculated

the slopes as the effective modulus. For 0
o
, 45

o
, and 90

o
micro-cantilevers, the

modulus are 0.32 ± 0.04 𝜇N ⋅nm-1
, 0.42 ± 0.06 𝜇N ⋅nm-1

, and 0.45 ± 0.05 𝜇N ⋅nm-1
,

respectively. The value for 90
o
micro-cantilevers is slightly higher than that for

45
o
micro-cantilevers, and significantly higher than that for 0

o
micro-cantilevers.

Intuitively, we expect the mechanical property of 45
o
micro-cantilevers to be

between those of 0
o
and 90

o
, following the rule of mixtures. The high toughness

measured on 45
o
micro-cantilevers which is beyond expectation will be discussed

in Section 4.3.

5.5.2 Toughness from MD simulation
Three independent sintering models were used for the simulations, resulting in

nine MD models subjected to uniaxial stress and three models to hydrostatic stress.

Tensile simulations were then conducted in the X, Y, and Z directions for the nine

sintered models, generating 27 stress-strain curves. For the three models sintered

under hydrostatic stress, the tensile tests produced nine stress-strain curves.

To characterize the microstructure andmechanical behavior, we use a model sin-

tered under a stress along the X-axis as an illustrative example, shown in Fig. 5.11(c).

The models under 40% tensile deformation along the X, Y, and Z axes are depicted in

Figs. 5.11(a-c), respectively. Fracture is observed in the models stretched along the
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Figure 5.10: Load-displacement curves of (a) 0
o
; (b) 45

o
, (c) 90

o
micro-cantilevers; (d) maximum loads

of micro-cantilevers with different orientations.
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Y and Z axes, which is also reflected in the stress-strain curves [Fig. 5.11(d)]. The

curve corresponding to tensile stress along the X-direction shows higher tensile

strength than those for the Y and Z directions, matching well with experimental

results. The toughness of the sintered Cu NPs models is related to the areas under

(a) (b)

(d)

(e)

(f)

(c)

(g) (h)

Figure 5.11: (a) Cu NPs model sintered under uniaxial stress along the X-axis. Atoms are colored

according to its local structure. (b-d) Sintered model after 45% tensile deformation along (b) X-axis, (c)

Y-axis and (d) Z-axis. (e) Stress-strain curves for tensile deformation along the three axes. The shaded

area under each curve was used to calculate the tensile toughness. Two features describing the

microstructure are connected with the estimated toughness: (f) minimum and (g) standard deviation

of areal relative density. (h) Toughness for tensile along different directions. US-A(US-P) refer to

the direction along(perpendicular) to the stress direction during sintering. HS-D refers to models

sintered under hydrostatic stress. The dash lines in (g) are guide to eyes.

the stress-strain curves, calculated as follows:

𝐺𝑓 = ∫
𝜀𝑓

0
𝜎𝑑𝜀, (5.6)

where 𝜀𝑓 is the strain corresponding to failure and 𝜎 is the tensile stress [79].

The toughness here indicates the capacity for energy absorption during plastic

deformation, not the fracture toughness. The unit for toughness is MPa or MJ ⋅m-3
.

The fracture toughness estimated from the 36 stress-strain curves is connected

to features of areal relative density. Fig. 5.11(f) illustrates that toughness increases
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rapidly when the minimal areal relative density exceeds 60%. Even with similar

minimal areal relative density, the toughness for tensile stress along the sintering

direction (US-A) is much higher than that for US-P and HS-D. In Fig. 5.11(g),

directions with smaller SD exhibit higher toughness. Moreover, a small SD value

indicates a small variance in toughness. A direct comparison of toughness for US-A,

US-P, and HS-D is shown in Fig. 5.11(h). Along the direction of sintering stress

(US-A), the toughness is twice that of US-P. The toughness of HS-D is close to the

average values in the three directions of the model sintered under uniaxial stress.

5.5.3 Effect ofmicrostructural anisotropy onmechanical per-
formance

Experimental and MD simulations reveal the anisotropy of the sintered structure in

terms of surface density distribution and sintering neck orientation. The influence

of the minimal areal relative density on mechanical properties is evident. Under

uniform deformation, locations with small cross-sections are prone to stress con-

centrations, akin to the necking observed in general tensile deformation. Moreover,

since Cu NPs are at the nanoscale, dislocation generation and multiplication are

suppressed, and work hardening can hardly contribute to the strength of regions

with high strain. Thus, strain localization at cross-sections with small areas is

self-promoting, limiting mechanical performance. Long et al. [80] proved the effect

of strain localization on the mechanical properties of sintered NPs.

For a homogeneous dense structure, stress concentration is bound to occur

at the minimum areal relative density. For sintered Cu NPs, however, the stress

distribution under uniform strain is strongly dependent on the porous structure

and the position with minimal area is not necessarily the most dangerous region.

The MD simulations of the tensile process of sintered Cu NPs show that fracture

does not always occur at the cross-section with minimal areal relative density. SD

is not sensitive to extreme values but describes the homogeneity of the material

distribution for porous structures, complementing theminimal areal relative density.

For structures with similar bulk relative densities, those with smaller SD have a

lower possibility for strain localization and thus better mechanical properties. This

conclusion is also supported by FEM [81] and phase field [82] simulations of tensile

deformation of porous structures.

In other studies, it has been observed that the aspect ratio of pores increases

after sintering and pores mainly align along the direction of the stress. The pres-

ence of elongated pores along the stress direction leads to smaller fluctuations in

areal relative density in that direction compared to larger fluctuations in other

directions. Therefore the anisotropy of pore shape reported before is consistent

with the differences in directional SD of areal relative density we observed. For

3D interconnected pores, as shown by the 3D reconstruction, 2D interface obser-
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vation is insufficient to fully display their characteristics. Here, we point out that

SD of areal relative density is a reliable indicator for the quantitative description

of 3D porous structures. Additionally, using SD as a measurement provides an

alternative explanation for the size effect of porous structures [83]. For the same

pore distribution, the areal relative density of smaller samples is more significantly

affected by the pores, resulting in a higher SD. Multiple reports indicate that after

high-temperature aging, accompanied by an increase in pore size, the mechanical

properties of sintered Ag decline even if the relative density remains unchanged or

increases. This is also consistent with the conclusions drawn here.

From another perspective, the anisotropy of sintered NPs can be explained

by difference of failure mode. In the experiments conducted in [84], two primary

failure modes were observed: tensile fracture and shear fracture. Since the necks

are the weakest regions in the material, it can be inferred that the failure mode

is related to the orientation of these necks. Due to the good plasticity of Cu, the

fracture surfaces in the micro-cantilever bending tests did not completely separate,

allowing only the observation of the fracture surfaces.

In MD simulations, these two fracture modes are also observed. For the model

sintered under stress along the X-axis, the typical fracture surfaces during tensile

deformation along X-axis (US-A) and Y-axis (US-P) are shown in Figs. 5.12(a) and

(b), respectively. Atoms from different particles are color-coded, and the overall

deformation of the model is indicated below each image. The total deformation

along the tensile direction at 30% strain is marked on each particle. On the right

side, the atomic structures before and after 30% deformation are shown, analyzed

using CNA, with the surface amorphous layer removed for clarity. Red indicates

the hexagonal closest packed (HCP) structure, corresponding to stacking faults in

Cu.

In Fig. 5.12(a), the sintering neck is almost perpendicular to the tensile direction,

resulting in uniform deformation across the particles (each particle contains many

stacking faults), indicating tensile fracture. In Fig. 5.12(b), the sintering neck is

nearly parallel to the tensile direction, resulting in significantly higher deformation

in the green particle compared to the overall deformation value, while the red

particle shows less deformation. At the fracture site, many atoms adhere to other

particles, suggesting the fracture is by shearing at the neck.

Considering a sintering neck with an orientation angle 𝜃 and area 𝐴, as shown
in Fig. 5.8, when stretched along the direction of sintering stress, its effective

bearing area is 𝐴cos𝜃. When stretched in the vertical direction, the effective

bearing area is 𝐴sin𝜃. Moreover, for necks with 𝜃 varying from 0 to 90
o
, the stress

state on the neck plane changes from pure tension to pure shear, which lead to a

transition in fracture mode. Thus, geometrically, sintering necks with a smaller

angle between the normal and tensile direction are more advantageous. Given the
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0% 30% 0% 30%

30%

30%

45%

45%

Tensile along
X-axis 

Tensile along Y-axis

94%

12% 33%

21%

40%

36% 25%

20%

(a)

(b)

0% 0%30% (back view)

45% (back view)

Figure 5.12: The fracture process during tensile deformation along (a) X-axis and (b) Y-axis. The

model is sintered under stress along X-axis. Atoms are colored according to the particle they belong

to. Left side shows the atomic structure with common neighbour analysis(CNA).

observed anisotropy in the orientation of sintering necks after sintering, 𝜃 angles
of sintering necks observed along the X-axis are more likely to be smaller, leading

to better mechanical performance when stretched along the X-axis.

In the micro-cantilever bending tests, the 45
o
specimens exhibited strength

close to that of the 90
o
specimens. Considering that the orientation distribution

of sintering necks has a peak at 45
o
, it can be inferred that when stretched at a

45
o
angle to the sintering stress direction, many necks align favorably, resulting in

better performance.

Due to the complexity of the sintered particle structure, the effects of areal

relative density fluctuations, sintering neck orientation, and other factors not

considered (such as grain boundary types and grain orientations) are superimposed.

5.6 Conclusion
The mechanical strength of sintered NPs limits their application in advanced elec-

tronics packaging. In this work, we reveal the anisotropy in the microstructure

and mechanical properties of sintered Cu NPs by combining experimental methods

with MD simulations. We clearly explain the processing-microstructure-property

relationship of pressure-assisted sintered Cu NPs. The main findings are as follows:
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1. The evolution of the microstructure during sintering is quantitatively de-

scribed by areal relative density, which shows distinct differences in each

direction during stress-assisted sintering. Directions along the stress exhibit

a quick decrease in the minimum and SD of areal relative density, while

directions perpendicular to the stress show an increase in SD. For sintering

under hydrostatic stress, changes in all directions are similar.

2. MD simulations reveal that the necks formed during sintering are anisotropic.

Necks tend to attain a smaller angle between their normal and the stress

direction. Additionally, necks with such favorable orientation can achieve

larger sizes.

3. The anisotropy in the mechanical properties of Cu NPs sintered under uni-

axial stress is demonstrated by both micro-cantilever tests and tensile sim-

ulations. Along the direction of the sintering stress, the strength (load in

experiments and toughness in simulations) is significantly higher (41% in

experiments and 108% in simulations) than that along the perpendicular

directions.

4. The mechanical anisotropy is induced by the microstructure through two

aspects: variations in areal relative density affect the tendency for strain

localization, and the size and orientation of necks affect the fracture mode.

Along the direction of the sintering stress, the structure is more uniform,

and more necks are in favorable orientations, resulting in higher strength

compared to other directions.

We expect this study to provide new insights for nanoscale experimental design

and performance analysis, as well as inform the design of NPs sintering processes.
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6.1 Conclusions
In this thesis, I explored several aspects of the anisotropy in metallic materials,

covering elastic and plastic regimes, microscale and macroscale.

I first investigated the incompatibility stress near grain boundaries induced by

the elastic anisotropy of crystalline materials, using a bicrystal model. Although

previous studies had explored incompatibility stress, they primarily focused on

special grain boundaries. I demonstrated a unique property of the rotation for

all fourth-rank tensors, here the elastic tensor: under Voigt notation, the rotated

fourth-rank tensor can be expressed as the sum of the original tensor and a product

of the anisotropy index and a rotation matrix-dependent function. Leveraging this

transformation for elasticity, I derived the maximum incompatibility stress near the

grain boundary under an external uniaxial load perpendicular to the grain boundary

plane (Y-direction). I quantified incompatibility factor as 𝐼𝐹 = (𝜎1+𝜎3)/𝜎E
, then

𝐼𝐹max =
4𝑠11−4𝑠12−2𝑠44
10𝑠11+14𝑠12+ 𝑠44

=
−2(𝐶11−𝐶12−2𝐶44) (𝐶11+2𝐶12)

(10𝐶11−4𝐶12)𝐶44+(𝐶11−𝐶12) (𝐶11+2𝐶12)
,

(6.1)

where 𝑠𝑖𝑗 and 𝐶𝑖𝑗 are elastic components for cubic crystals within engineering Voigt

notation (xx → 1, yy → 2, zz → 3, yz → 4, xz → 5, xy → 6, 𝜖4 = 𝜖𝑦𝑧 + 𝜖𝑧𝑦). For
general grain boundaries, when placing a grain boundary plane in the XOZ plane

and applying an external stress along the Y-axis, the 𝐼𝐹 is estimated as

𝐼𝐹 ≈
1/𝐸I

Y
−1/𝐸II

Y

(𝐹 I22+𝐹 II22)𝜒 +4𝑠11+4𝑠12

≈
6(1/𝐸I

Y
−1/𝐸II

Y
)

10𝑠11+14𝑠12+ 𝑠44
,

(6.2)

where 𝐸I
Y
(𝐸II

Y
) is the Young’s modulus of grain I (II) along the global Y-axis. These

findings provide insight into stress distributions in polycrystalline materials, which

is critical for understanding material failure mechanisms such as crack propagation,

creep, and fatigue. Furthermore, the understanding of incompatibility stress informs

the design of texture, grain boundary engineering, and segregation engineering,

thereby advancing the development of high-performance materials.

Building on the knowledge of 𝐼𝐹 , the influence of the grain boundary incli-

nation angle relative to the uniaxial load direction on the incompatibility stress

is systematically investigated. I discovered that for cubic crystals under arbitrary

external stress states it is the deviatoric stress tensor that induces incompatibility

stress at the grain boundary, while the hydrostatic stress component has no effect.

For uniaxial loading, the maximum stress concentration at the grain boundary is
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closely related to its spatial orientation. The grain boundary orientation is described

by the angle between the grain boundary normal and the loading direction. For

materials with 𝐼𝐹 < 1, the maximum incompatibility stress (or stress concentration)

is likely to occur at grain boundaries oriented at 90
o
, while for materials with 𝐼𝐹 > 1,

the maximum incompatibility stress tends to occur at grain boundaries oriented

between 40
o
and 50

o
.

Next, I investigated the anisotropic plastic behavior of pearlite, a microstructure

with important engineering applications. Pearlite is composed of alternating ferrite

and cementite layers. For lamellar-structured pearlite with the Bagaryatskii orien-

tation relationship, I analytically analyzed the elastic properties and slip systems

in both cementite and ferrite using a modified bicrystal model. Surprisingly, a

significant variation in the maximal Schmid factor was observed across different

loading directions. Through carefully designed supercells, I demonstrated signifi-

cant anisotropy in the plastic deformation of pearlite using molecular dynamics

simulations. Simulation results showed that for loading directions within the inter-

face plane, the yield strengths of pearlite ranged from a minimum of 9.5 GPa to

a maximum of 17.0 GPa (calculated at a strain rate of 1×109𝑠−1). It was generally
argued that plastic deformation initiates in ferrite, with significant dislocation pile-

up near the interface facilitating slip transfer into cementite layers. Interestingly, I

found that under certain loading directions, slip bands in cementite activate before

those in ferrite. Based on these observations, I propose a sequence of strengthening

mechanisms: initial work-hardening in ferrite, slip activation in favorably oriented

cementite, and slip transfer into unfavorably oriented cementite. These mecha-

nisms, coupled with interfacial effects and carbon dissolution, result in sustained

work-hardening over a wide range of strains, which explains the remarkable plastic

deformation and exceptional tensile strength of pearlite. Additionally, both disloca-

tions at the interface and the Schmid factor critically influence the activation of slip

systems. This work provides two insights for material design. First, in pearlite, the

orientation relationship between the lamellar stacking direction and the external

loading direction does not fully capture its mechanical properties. Second, the

successive strengthening mechanism in pearlite suggests a design strategy for other

eutectic alloys to achieve high strength and ductility.

Finally, I investigated the relationship between the anisotropic mechanical prop-

erties and structural characteristics of sintered copper nanoparticles with porous

structures. Unlike other sources of anisotropy, the structural anisotropy in sintered

copper nanoparticles arises from the sintering process, where uniaxial compressive

stress is typically applied to promote densification. However, this compressive

stress also influences the structural evolution. Molecular dynamics simulations

is employed to study the sintering and tensile processes of copper nanoparticles.

While previous studies have focused on parameters such as relative density and
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minimum areal density, here the structural differences in various directions are

quantified using the orientation distribution of sintering necks and the uniformity

of areal density across different orientations. This provides a new perspective for

characterizing the structure of porous metallic materials. Simulations revealed

that, along the loading direction during sintering, the areal relative density shows

less variation, and sintering necks tend to align perpendicular to this direction,

improving strength and fracture toughness in that direction. These findings agree

well with experimental results. Principal component analysis is used to determine

the orientation of sintering necks and employed statistical methods to elucidate the

relationship between sintering neck orientation, deformation mechanisms, and the

resulting strength and toughness of the sintered particles. This work demonstrates

the potential of molecular dynamics simulations for studying grain boundary and

surface-related behaviors during the sintering of multiple particles. It also provides

insights for developing next-generation electronic packaging materials through

combined experimental and simulation approaches.

This work underscores the significance of often-overlooked aspects in engineer-

ing applications. These factors may contribute to material failure, such as plastic

deformation from stress concentration, indicating that more homogeneous materi-

als could better satisfy specific needs. Conversely, tailoring these anisotropies can

enhance material performance. Given developments in material processing and the

use of materials at micro- and nanoscale levels, studies on the anisotropy across

length scales may inform material design and microstructure optimization.

6.2 Outlook
This thesis has certain limitations and areas for future improvement. Future work

could focus on the following three aspects:

i) Chapter 2 focused exclusively on the elastic anisotropy of cubic crystals. How-

ever, themethodology developed can be extended to other crystal systems and

heterogeneous interfaces. For high-entropy alloys, where elastic constants

vary significantly, the impact of crystalline anisotropy on microstructure

evolution and mechanical properties remains largely unexplored.

ii) Although I have demonstrated the existence of incompatibility stress near

grain boundaries within the framework of continuum mechanics, the stress

on atoms in imperfect crystalline regions, particularly at grain boundaries, is

strongly influenced by their local atomic environments as well. These atoms

typically exhibit high potential energy and enhanced diffusivity, significantly

affecting the properties of the material. Emerging high-precision interatomic

potentials and advanced atomic environment descriptors could potentially
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provide a more comprehensive description of the stress states of atoms near

grain boundaries.

iii) In Chapter 4, I investigated the influence of the stress field near grain bound-

aries on slip activation. I anticipate that this stress field may have an even

greater impact on phenomena that take place at longer time scales, such as

diffusion and creep. While phase-field-based studies have explored these

effects, atomic-scale investigations remain scarce. I hope to elucidate the

influence of grain boundary stress fields on diffusion and creep at the atomic

scale or to uncover relevant experimental evidence.

iv) In studying the sintering of nanoparticles, I recognized the importance of

the initial powder distribution. In this work, I used a random generation

method to construct multi-particle models, which resulted in a lower relative

density compared to experimental observations. To better capture the effects

of particle shape and size distribution, the modeling process should account

for inter-particle sliding and friction, for example, by employing the discrete

element method. This approach would enable a more accurate description

of the sintering of non-spherical particles and powders with higher packing

densities, aligning more closely with real-world conditions.
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