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SUMMARY
With the rapid advance of artificial intelligence technologies, AI’s poten-
tial to transform decision-making processes has garnered considerable
interest. From criminal justice and healthcare to finance and manage-
ment, AI systems are poised to revolutionize how humans make deci-
sions across various fields. Their ability to analyze massive datasets and
identify patterns offers significant advantages, including faster decision-
making and improved accuracy. At the same time, human judgment and
empathy are paramount for decision-making, especially in high-stakes
scenarios. This has fueled explorations of collaborative decision-making
between humans and AI systems, aiming to leverage the strengths of
both human and machine intelligence.

Integrating AI effectively into decision-making processes requires a
deep understanding of how humans interact with AI. To explore this dy-
namic, researchers conduct empirical studies. These studies delve into
human-AI interaction, investigating how humans use AI assistance for
decision-making and how this collaboration impacts results. These stud-
ies are thus crucial for shaping the future of human-AI decision-making.
They not only illuminate the fundamental nature of this interaction but
also guide the development of new AI techniques and responsible prac-
tices.

A critical and fascinating aspect of conducting these studies is the role
of participants. The validity of such studies and the applicability of their
findings hinges on the behaviours of the participants of the study, who
act as the human decision-maker. Study participants might not neces-
sarily embody the true motivations that drive the humans making de-
cisions in the real-world. Effective incentives that motivate participants
may lead to improved engagement and make participants more invested
in the decision-making process. This can lead to richer data and more
reliable results that accurately reflect real-world human-AI interaction.

Incentive schemes can thus be the bridge between the controlled envi-
ronment of the study and the complexities of real-world decision-making.
By carefully designing incentives that align with the study goals and par-
ticipant motivations, researchers can unlock the true potential of empir-
ical studies for investigating human-AI decision-making.

Thus, in this thesis, we highlight and address the critical role of incen-
tive design for conducting empirical human-AI decision-making studies.
We focus our exploration on understanding, designing, and documenting
incentive schemes.
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vi Summary

Through a thematic review of existing research, we lay bare the land-
scape of current practices, challenges, and opportunities associated with
incentive design in human-AI decision-making, in order to to facilitate a
more nuanced understanding. We identify recurring patterns, or themes,
such as what comprises the components of an incentive scheme, how
incentive schemes are manipulated by researchers, and the impact they
can have on research outcomes. We further raise several questions to
lead the way for future research endeavours.

Leveraging the acquired understanding, we present a practical tool
to guide researchers in designing effective incentive schemes for their
studies - the Incentive-Tuning Checklist. The checklist outlines how re-
searchers should undertake the incentive design process step-by-step,
and prompts them to critically reflect on the trade-offs and implications
associated with the various design choices and decisions. To aid this ef-
fort, we supplement the checklist with detailed discussions and valuable
suggestions.

Further, recognizing the importance of knowledge capture and dissem-
ination, we provide tools to meticulously document the design of incen-
tive schemes in the form of a reporting template and a collaborative
repository.

By advocating for a standardized yet flexible approach to incentive de-
sign and contributing valuable insights along with practical tools, this
thesis paves the way for more reliable and generalizable knowledge in
the field of human-AI decision-making. Ultimately, we aim for our contri-
butions to empower researchers in developing effective human-AI part-
nerships for decision-making.
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1
INTRODUCTION

"AI Won’t Replace Humans —
But Humans With AI Will Replace Humans Without AI."

Harvard Business Review

Artificial intelligence (AI) technologies have advanced highly in recent
times, demonstrating remarkable predictive capabilities [1]. This has
led to the integration of AI systems into several fields that involve
decision-making processes such as criminal justice, healthcare, money
lending, organizational management, and more [2–6]. An AI system’s
ability to quickly process large volumes of data and identify patterns
can make decision-making faster and more reliable, offering numerous
advantages, such as increased efficiency, scalability, and data-driven
insights [7]. However, while AI can enhance decision-making processes,
complete automation of such processes is not always desirable due to
the importance of human judgment and empathy as well as ethical and
legal considerations in certain contexts, specially high-stakes domains
[8, 9].

Hence, there has been a growing interest in augmenting human
decision-making with AI assistance, aiming to leverage the strengths
of both humans and machines [7, 10, 11]. This concept is referred
to as human-AI decision-making, though various other terms such as
human-AI interaction, human-AI collaboration, and human-AI teaming
are also used [11].

1.1. EMPIRICAL STUDIES IN HUMAN-AI DECISION-MAKING
To effectively integrate AI into human decision-making processes, it
is important to develop a fundamental understanding of how humans
interact with AI systems, how they incorporate AI advice into their
decision-making, and how this collaboration impacts outcomes. To do
so, researchers have been conducting empirical studies that investigate

1
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the dynamics of human-AI interaction in the context of decision-making,
exploring different factors such as algorithmic aversion, trust, reliance,
fairness perceptions, explainability, cognitive biases, and more [12–22].

Empirical studies play a crucial role in shaping the future of human-AI
decision-making. Empirical studies can shed light on the fundamental
nature of human-AI interaction in this context. This understanding
can serve a multitude of purposes. It can guide the development of
new AI techniques that are not only more effective in assisting human
decision-making, but also better align with human cognitive strengths
and weaknesses. Further, these studies provide valuable insights for
practitioners building AI assistance, allowing them to make informed
technical and design choices that optimize the human-AI partnership.
Finally, empirical data and insights can inform the creation of policies,
infrastructure, and practices surrounding human-AI decision-making to
establish regulatory frameworks that dictate the responsible and ethical
use of AI in society [11].

Crowdsourcing is a valuable tool for conducting such empirical studies.
Empirical human-AI decision-making studies often simulate real-world
decision-making scenarios, with participants playing the role of human
decision-makers and providing valuable insights into how humans
interact with AI systems and the effectiveness of AI assistance [12, 23,
24]. Some studies also task participants with assessing the quality
of AI-generated recommendations or explanations, or with providing
feedback on AI systems and interfaces in order to identify areas for
improvement in AI models [15, 25–27]. It is crowdsourcing that has
enabled the research community to conduct large-scale experiments
requiring human participation in various capacities [28]. It has hence
proved to be a valuable tool for human-AI decision-making researchers,
allowing them to conveniently recruit participants for their studies for
engaging in decision-making tasks with AI systems.

1.2. INCENTIVES FOR CROWDSOURCING
The design of studies that recruit participants through crowdsourcing,
or crowdsourced studies, involves several key aspects, such as crafting
and allocating tasks to the crowd, providing incentives to participate,
implementing data quality control measures, and aggregating individual
contributions into usable data that can yield valuable insights [29–32].

Among the several aspects of crowdsourcing, incentives emerge
as a critical component. Incentive schemes serve as the linchpin
for motivating and retaining participants as well as ensuring active
engagement and maintaining data quality [31, 33]. When participants
feel fairly compensated and motivated by the incentives, they could be
more likely to truly engage with the tasks, and emulate the real-world
motivations of the human whose role they are playing [34, 35].
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Hence, understanding and implementing effective incentive schemes is
imperative for the success of crowdsourced studies.

The design of incentive schemes is thus in itself a field of interest, with
researchers exploring how to appropriately reward crowdworkers while
ensuring the reliability and validity of study outcomes within various
domains [33, 36]. Common approaches include monetary rewards,
such as payment per task or hourly rates, as well as non-monetary
incentives like gamification elements, badges, or platform recognition
for high-quality contributions [33, 37, 38]. Researchers have also
focused on optimizing monetary incentive structures to strike a balance
between motivating participation and controlling costs [39–41], while
also considering ethical implications such as fair compensation and
preventing exploitation [42, 43].

Successful incentive scheme design hinges on various factors. The
effectiveness of incentive schemes lies in their ability to align with the
objectives of the study while also appealing to the diverse motivations
of participants. Moreover, the design of incentive schemes should
consider the nature of the study and the tasks involved. Additionally,
researchers must be mindful of ethical considerations, ensuring that
incentives are fair and equitable for all participants. By carefully
designing incentive schemes that address these factors and resonate
with participants, researchers can maximize participation and data
quality in crowdsourced studies.

1.3. RESEARCH SCOPE AND MOTIVATION
This research work lies at the intersection of the field of human-AI
decision-making and the role of crowdsourcing in conducting empirical
studies. Within this landscape, the scope of our exploration is
focused on the design of incentive schemes for crowdsourced human-AI
decision-making empirical studies. We capture this in Figure 1.1.

Human-AI decision-making tasks go beyond simple crowdsourcing
tasks. While traditional crowdsourcing tasks often comprise of simple
microtasks like data annotation or transcription [44, 45], decision-
making tasks involve complex cognitive processes [46]. Participants
of human-AI decision-making studies often contribute to high-stakes
decision-making processes, analyzing information, making judgments,
and assessing AI capabilities, ultimately impacting the very foundation
of our understanding of human-AI interaction within decision-making
[11].

Designing crowdsourcing experiments that reflect the real-world
stakes of such tasks can be challenging. Translating these stakes to
the context of crowdsourcing is not straightforward since participants
are usually recruited from platforms where the primary incentive is
monetary [47]. Thus, the monetary incentive - and not the perceived
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Figure 1.1.: Research focus of this thesis: incentive schemes for
crowdsourced human-AI decision-making

stakes of the decision itself - can become the primary motivator for the
decision-makers.

Despite these nuances, the current research landscape relies heavily
on simplistic [19, 48–55] or ad-hoc [12, 18, 23, 56–60] incentive
schemes. They seem to rarely be strategically tailored to align with the
research goals or to address the unique challenges presented by the
field of human-AI decision-making.

Participant motivation can have implications on study findings. How
researchers motivate and incentivize participants can influence the
inferences of the results of a study [61]. Researchers have in the
past discussed the possibility of participant motivation affecting certain
results, acknowledging it as the potential cause behind observations
[23, 62]. While few studies enquire further and discuss the role or
potential impact of incentives for their experiments [20, 62–67], there
are also studies that do not describe incentive schemes at all [68–70].

These variations and inconsistencies in the design and descriptions of
incentive schemes within human-AI decision-making literature highlight
a critical gap: current practices lack a standardized approach to the
design as well as the documentation of incentives, making it difficult
to compare findings across different research projects. This hinders
collaborative research efforts and the ability to generalize conclusions,
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thus slowing down the development of a robust body of scientific
knowledge in this field.

This lack of cohesion regarding the use of incentives in the literature
has also caused the research community to suffer from a fragmented
understanding of the role of incentives. This creates a significant
knowledge gap, as we currently lack even an understanding of the
nature of incentive schemes and the potential ramifications associated
with them. This "unknown unknowns" situation makes it challenging to
evaluate the implications of existing research findings and impedes the
development of standardized practices for the future.

Thus, we identify that there is a pressing need for a more nuanced
approach towards understanding and designing incentive schemes.
Careful design of incentives, which addresses the complexities of the
human-AI decision-making task while aligning the goals of the study
with the motivations of the participants, is critical for conducting valid
and robust human-AI decision-making studies. This makes our chosen
research area worthy of in-depth scientific exploration.

1.4. RESEARCH QUESTIONS
Addressing the identified research gaps appears to be a three-pronged
effort. Firstly, it is important to foster a deeper understanding of
the current scenario of incentive design for human-AI decision-making
studies. Secondly, we need to determine how to actually design
incentive schemes, while addressing the unique challenges that the
domain presents. Here, we also need to move towards standardization
of the design process. Thirdly, we need to identify how to best document
the incentive schemes, their design process and the associated
outcomes, so that we can pave the way for future researchers to build
upon existing knowledge.

Following from this reflection, we develop concrete research questions
(RQs) that further guide our research effort. By articulating clear
and concise research questions, we aim to effectively communicate
the purpose of this work. The process of formulating the research
questions involved delving into existing literature, bearing in mind
the gaps identified in the previous section, and refining the scope
of inquiry. Through this process, the following actionable research
questions emerged, which lay the foundation for rigorous and impactful
research outcomes:

RQ1: How are incentive schemes currently designed for
conducting empirical human-AI decision making studies?

Human-AI decision-making empirical studies are focused on specific
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domains or decision tasks, with various factors possibly influencing
and shaping the structures of incentives. However, this hasn’t been
extensively investigated yet. In order to bridge this gap, we need
to delve deeper into the existing literature and provide insights into
the prevailing structures of incentive schemes as well as the discourse
surrounding incentive design and its impact. Hence, RQ1 is formulated
with the aim of investigating the current state of incentive design in
human-AI decision-making literature.

RQ2: How can incentive schemes be appropriately designed
through a standardized process for empirical human-AI
decision-making studies?

RQ2 tackles the challenge of actually crafting incentive schemes for
human-AI decision-making studies. There is an inherent complexity in
designing incentives, which can be influenced by the study’s goals,
disciplinary practices, resource limitations, and several other potential
factors. In exploring how to design, or tune, incentive schemes for
human-AI decision-making studies, we seek a flexible yet standardized
approach to foster comparability across studies.

RQ3: How can the design of incentive schemes be
documented through a standardized process to facilitate
future research in human-AI decision-making?

RQ3 acknowledges the importance of documenting the design process
for incentive schemes for human-AI decision-making studies. While
well-designed incentives are crucial for reliable research, the knowledge
gained from creating them can be lost if not properly captured. As
noted in the previous section, researchers describe incentive schemes
in varying ways or they may even not describe them at all. This
research question thus explores a standardized documentation process
for incentive schemes.

These research questions serve as a roadmap, guiding the objectives,
scope, and methodology for the rest of this thesis.

1.5. OVERVIEW OF METHODOLOGY
Firstly, to address RQ1, we conducted a semi-structured review and
qualitative analysis of existing human-AI decision-making literature by
means of a thematic literature review. A thematic literature review is a
thematic analysis [71] of literature or parts of literature. We executed
a meticulously defined search strategy guided by specific inclusion
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criteria, to identify the literature to be reviewed. We further developed
a dataset by extracting relevant fields from the shortlisted articles.
This included excerpts describing incentive schemes or discussing
participant motivation from within the articles. For qualitatively
analysing the textual excerpt data, we specifically employed reflexive
thematic analysis. We followed a rigorous methodology for conducting a
good reflexive thematic analysis, as outlined by Braun and Clarke [72].

Secondly, in order to address RQ2, we developed a checklist, called
the Incentive-Tuning Checklist, as a standardized solution to guide
researchers in tuning incentive schemes for their human-AI decision-
making studies. The construction of the checklist was informed by the
insights obtained from the thematic analysis as well as prior literature.
Specifically, our thematic analysis highlighted several core components
that form an incentive scheme. These were refined and incorporated
into the items of the checklist. Other items of the checklist were
identified by reflecting on various other insights from the thematic
analysis as well as lessons from prior literature. The discussion and
suggestions accompanying the checklist were also informed by related
literature.

Finally, to address RQ3, we leveraged the Incentive-Tuning Checklist
to define a standardized reporting template. We further used GitHub 1 to
set up a repository for hosting incentive scheme data that we gathered
during the literature in order to facilitate open-access and collaboration.
The source data format for documenting incentive schemes in the
repository is directly based on the items of the checklist and the
template.

1.6. SUMMARY OF CONTRIBUTIONS
This thesis makes the following novel contributions to the field of
human-AI decision-making research:

1. Insights into the current state of incentive design. The objective
of RQ1 was to shed light onto the practices currently prevailing
in incentive scheme design for human-AI decision-making studies.
The themes identified through a thematic literature review form
the basis of our contribution towards addressing this objective and
to the field of human-AI decision-making. Our critical discussion
and reflection on the themes culminated in several insights and
directions for future work. These are captured in Section 2.5.

2. The Incentive-Tuning Checklist. The checklist we provide for
addressing RQ2 is a unique tool that can guide researchers in
designing incentive schemes for their human-AI decision-making

1www.github.com

www.github.com
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studies. Captured and discussed in-depth in Section 3.3, this
checklist is a first-step contribution towards standardizing the
approach to incentive design in this context.

3. Documentation template and repository. Lastly, in addressing RQ3,
we contribute a standardized template that researchers can use to
describe incentive schemes within their research articles. We also
contribute a public-access, collaborative repository for conveniently
storing and accessing incentive schemes and the rationales behind
incentive design decisions for published research. These are
described in Sections 4.2 and 4.3.

All the supplementary materials and resources associated with
this work are captured in this public GitHub repository: https:
//github.com/simrankaur1509/IncentiveTuning.

1.7. REPORT OUTLINE
The rest of this thesis is structured as follows: Chapter 2 describes the
methodology and outcomes of the thematic literature review addressing
RQ1. Chapter 3 builds upon the insights presented in Chapter 2 to
propose a checklist in order to address RQ2. It discusses the checklist
and its implications in-depth and provides case studies to demonstrate
its application. Chapter 4 provides a standardized reporting template
and collaborative repository to address RQ3. Chapter 5 concludes this
work by revisiting the research questions we set out to address in
Chapter 1, through the lens of the findings. It highlights the implications
and limitations of this thesis, finally paving way for future work.

https://github.com/simrankaur1509/IncentiveTuning
https://github.com/simrankaur1509/IncentiveTuning


2
INVESTIGATING THE CURRENT

STATE OF INCENTIVE DESIGN: A
THEMATIC LITERATURE REVIEW

"Research is formalized curiosity.
It is poking and prying with a purpose."

Zora Neale Hurston

In this chapter, we use thematic analysis to unravel the current landscape
of incentive schemes employed by researchers for conducting human-AI
decision-making studies. By peering into the existing literature, we
aim to answer our first research question: "How are incentive schemes
currently designed for conducting empirical human-AI decision making
studies?"

We begin by outlining the theoretical underpinnings of thematic
literature review, subsequently detailing the search and screening
process of finalizing the articles to be reviewed. Then we delve into the
thematic analysis methodology employed for this study. Notably, our
analysis embraces reflexivity.

As we unveil our identified themes, accompanied by detailed de-
scriptions and illustrative examples, we shed light onto the discourse
surrounding incentive scheme design for human-AI decision-making
studies. Furthermore, we reflect on the observations we made and raise
questions that warrant further exploration, laying down the path for
future research endeavours.

9
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2.1. TOWARDS RQ1
In this section, we lay the groundwork for our investigation into incentive
design for human-AI decision-making studies by exploring two key
analytical tools: thematic analysis (TA) and thematic literature review.
Then, we outline the motivation behind using these methods to address
our primary research question:

RQ1: How are incentive schemes currently designed for conducting
empirical human-AI decision making studies?

2.1.1. THEMATIC ANALYSIS
Thematic analysis (TA) is a method specifically designed to analyze
qualitative data [71]. It is used to identify and interpret meaningful
patterns, or "themes", that emerge within a dataset. These themes can
provide insights to address various kinds of research questions.

TA has long been popular in qualitative research, as it is considered a
versatile tool that can be applied to many disciplines and fields of study
[73]. Researchers have often used it to explore people’s experiences,
perceptions, and representations of concepts within various domains
[74–78].

REflEXIVE THEMATIC ANALYSIS

Reflexive thematic analysis is a specific approach to thematic analysis
that differs from other approaches in terms of the underlying philosophy
and procedures for theme development. Designed and refined over
the years by Braun and Clarke [71, 72, 79, 80], it has been described
as a theoretically flexible method that can be used within a range of
frameworks to address different types of research questions. We will
delve deeper into the implications of reflexivity in Section 2.3.

2.1.2. THEMATIC LITERATURE REVIEW
A thematic literature review, also previously referred to in the literature
as a "thematic analysis of literature", "thematic review of literature",
or "systematic review and thematic analysis", is essentially a thematic
analysis applied to a collection of research articles. Just as a thematic
analysis examines qualitative data to generate themes, a thematic
literature review analyzes a body of literature surrounding a specific
research topic for the same. It can thus be described as a thematic
analysis, where the dataset is a corpus of research articles or smaller
extracts from within research articles.
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Thematic literature reviews aim to explore and identify patterns,
themes, and concepts within a body of literature, and can be leveraged
to gain an understanding of the main aspects and trends in a particular
area of research [81]. They typically result in a narrative synthesis
that discusses the identified themes and how they relate to the broader
research question.Thematic reviews are also less rigid in their approach,
as the TA process is more interpretative and involves qualitative analysis
subject to the researcher’s position [82].

Thematic analysis and thematic literature reviews are most commonly
used in fields like healthcare and medicine [83–86] as well as economics
and business [87–89]. While less frequent in computer science (CS)
and human-computer interaction (HCI) research, there have been some
recent publications which demonstrate a growing adoption of this
approach [90, 91].

2.1.3. WHY TAKE A THEMATIC APPROACH?
We posit that a thematic approach is perfectly suited to addressing our
primary research question, RQ1: "How are incentive schemes currently
designed for conducting empirical human-AI decision making studies?"

Thematic analyses excel at identifying recurring themes and patterns
within a body of text. Further, thematic literature reviews transcend
the role of summarizing and analyzing existing research. They aim to
foster a deeper understanding of the current state of knowledge within
a specific field. This is achieved by meticulously examining research
articles and identifying the underlying themes that connect seemingly
disparate studies, through following the widely practiced methodologies
of TA. By uncovering these thematic threads, it becomes possible to
construct a richer tapestry of knowledge, revealing how researchers
have approached a specific topic and how their ideas have evolved over
time.

This aligns perfectly with our goal of understanding the current
practices employed by researchers in designing incentive schemes for
human-AI decision-making studies. Researchers often describe the
incentive schemes they employed while conducting these studies within
their research papers. While traditional thematic analysis often utilizes
interview or survey data, it can be effectively applied to other forms
of text as well. In this case, the descriptions of incentive schemes
presented within research papers can function as the researchers’
statement on how they designed and implemented incentives for their
studies. By conducting a thematic analysis on these descriptions, we
can uncover meaningful insights. Eventually, it can allow us to gain
a deep understanding of the current landscape of incentive design in
human-AI decision-making research, by revealing latent knowledge such
as the different concepts involved in incentive design practices, the
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approaches and trends favoured by researchers, and the connections
and relationships between these various aspects.

Ultimately, we believe that a thematic literature review will allow
us to interpret the narrative surrounding incentive design in human-AI
decision-making studies. It will reveal the current state of incentive
design in order to address RQ1 and further pave the way for identifying
areas of importance and future research directions.

2.2. LITERATURE REVIEW METHODOLOGY
We conducted a semi-structured literature review by means of a
thematic literature review for this study. This section outlines its scope
and details the criteria used to select relevant papers. It further
elaborates on how the search for relevant literature was carried out as
well as the process of screening relevant papers for review.

2.2.1. SCOPE OF REVIEW & INCLUSION CRITERIA
We focused on empirical, human-subject studies that investigate human-
AI collaboration in decision-making tasks. These are studies that aim to
evaluate, understand, or improve human performance and experience
within the decision-making context.

Further, since the research questions are centered around exploring
incentive scheme design, we also aimed to only investigate studies that
recruit crowdworkers to play the role of the human decision-makers.
Since crowdworkers are mostly incentivized with monetary rewards, our
focus for further work and analysis is also scoped to monetary incentives
only.

After scoping the research focus as described above, the inclusion
criteria for papers was defined as follows:

• The investigated tasks must be centered around decision-making
activities in human-AI collaboration. Papers focusing on tasks
with different goals, such as debugging, model improvement,
co-creation, or gaming, are excluded.

• The study must involve human decision-makers specifically in
the context of crowdwork. Papers that solely focus on in-house
personnel to act as the human decision-makers, such as employees
of an organization or students of a university, are excluded.

• We exclusively target studies with an evaluative focus. These
studies assess the effectiveness, usability, or impact of human-AI
collaboration within a decision-making task. This excludes purely
formative studies that aim to explore user needs to inform the
design of AI systems. Formative studies often rely on qualitative
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methods like interviews. We explicitly exclude purely qualitative,
interview or survey based studies. The crowdworkers must have a
task to perform.

Note: Following the specification of this criteria, from here on we use
the terms "participant" and "crowdworker" interchangeably. We also
refer to "empirical studies" directly as "studies".

2.2.2. SEARCH STRATEGY
We identified that Lai et al. [11] have shared a list1 of research papers
that was compiled considering an inclusion criteria that is a superset
of the inclusion criteria defined for this work. Thus, we included all 81
studies presented within it to be screened again against our specific
criteria. This covered the potentially relevant literature until the year
2021.

To ensure comprehensiveness for more recent research, we conducted
a search focused on publications between 2021 and November 2023.
Our search targeted the proceedings of key venues in the field,
including the ACM Conference on Intelligent User Interfaces (ACM IUI),
the AAAI/ACM Conference on AI, Ethics, and Society (AIES), the ACM
Conference on Human Factors in Computing Systems (CHI), the ACM
Conference on Fairness, Accountability, and Transparency (ACM FAccT),
the ACM SIGCHI Conference on Computer-Supported Cooperative Work
& Social Computing (CSCW), and the AAAI Conference on Human
Computation and Crowdsourcing (HCOMP). The search keywords were
"human-AI collaboration" and "human-AI decision-making".

An initial screening using titles and abstracts identified 86 potentially
relevant papers, resulting in a total of over 160 papers papers to
be evaluated further. Following the initial screening, we meticulously
re-evaluated each paper against the defined inclusion criteria. This
rigorous assessment resulted in a final selection of 97 papers deemed
in-scope for this study. Figure 2.1 illustrates the sequential steps of
searching, screening, and including research papers for the thematic
analysis.

2.2.3. DATASET DEVELOPMENT
We first compiled the bibliographic information of the selected papers
into a spreadsheet. This captured details such as title, authors,
publication year, venue, and an accessible link for each included paper.

Then, for each study, the following information was extracted for
each paper: the objective and research goals of the study, the study
(and task) domain, the perceived risk or stakes associated with the

1https://haidecisionmaking.github.io/

https://haidecisionmaking.github.io/
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Figure 2.1.: Flowchart illustrating the paper selection process in creating
the dataset for thematic analysis

task, study setup details such as the intended audience and participant
information (number of participants, platform, filtering criteria, etc.),
the role of participants and the task they had to perform, summary
of the employed incentive scheme and task completion time, the
excerpts describing the incentive scheme, and any excerpts containing
discussions on participant motivation or incentive design.

The excerpts describing the incentive design and any discussions
surrounding incentives served as the dataset for the thematic analysis.
The rest of the information was deemed to be related to incentive
design, and compiled in order to potentially facilitate future analysis.

This dataset is made available for public access here.

2.3. DATA ANALYSIS METHODOLOGY
For qualitative analysis of the dataset of excerpts developed in the
previous section, we employ a reflexive thematic analysis.

Practicing reflexivity is a significant part of our methodology.
Reflexivity is a conscious effort to acknowledge the researcher’s role
and its potential influence on how data is interpreted. It has also
been framed as a way to embrace and value researchers’ subjectivity
[92]. Further, Braun and Clarke [72] emphasize that reflexivity goes

https://github.com/simrankaur1509/IncentiveTuning/tree/main/Literature%20Review%20Dataset
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beyond self-reflection. It is a critical examination of both the knowledge
produced from the research and how we produce it. This means justifying
and reflecting on the chosen methodologies and being transparent about
their potential implications and limitations.

Embracing reflexivity throughout the process of conducting this TA
manifested in several ways:

Acknowledging our positionality: We recognized how our background
and experiences might influence our interpretation of incentive design
practices, captured in a positionality statement in Section 2.3.1.

Justification of reflexive TA approaches: We explicitly described the
specific reflexive TA approaches we employed and explained our choices,
outlined in Section 2.3.2.

Iterative process and reflexive journaling: We executed each of the
six phases of reflexive thematic analysis iteratively, as described by
Braun and Clarke [72]. We maintained a reflexive journal to capture
evolving thoughts throughout the analysis. Additionally, the iterative
nature of the thematic analysis, facilitated by tools like Atlas.ti, allowed
for continuous refinement and ensuring that the final themes truly
represent the data. We describe this process in Section 2.3.4.

Critical reflection on developed themes: Finally, we engaged in a
critical reflection on the generated themes through discussing the
potential implications of our observations and raising questions for
future work in Section 2.5.

2.3.1. POSITIONALITY
Thematic analysis hinges on a researcher’s ability to systematically
extract meaning from qualitative data. However, researchers themselves
are not blank slates. Their background, experiences, and biases -
encapsulating their positionality - can influence how they interpret and
analyze the data [72].

In order to successfully conduct reflexive thematic analysis, it is
important for the researcher to acknowledge their position. This allows
the researcher to be aware of their potential personal perspectives
and yet aim to conduct a critical analysis. Thus, we acknowledge our
position by means of a positionality statement given below.

POSITIONALITY STATEMENT

As a Master’s student in Computer Science, my background lies
primarily in the technical aspects of human-computer interaction (HCI)
and artificial intelligence (AI). This academic foundation equips me with
a strong understanding of the underlying concepts that shape human-AI
collaboration. Through my involvement in human-AI decision-making
projects, I have firsthand experience in studying and designing incentive
schemes for the kind of studies that I have analyzed. This has directly
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exposed me to the complexities of human behaviour within this domain
and the challenges of aligning participant motivations within human-AI
collaborative studies. Witnessing these dynamics firsthand has given
me perspective on how well-designed or ill-designed incentives can
influence these studies.

In undertaking this thematic analysis of incentive design in human-AI
decision-making studies, I acknowledge the potential limitations of
my position. While my experience is an asset, it may also lead to
preconceived notions about how incentive design is, or should be,
undertaken within such studies.

Ultimately, I believe that my position as a computer science student
possessing a blend of theoretical knowledge and practical experience
allows me to approach this research with a comprehensive lens. Further,
I plan to rigorously adhere to reflexive thematic analysis methodologies
and actively seek out diverse viewpoints within the literature. By
acknowledging the limitations of personal perspective yet employing a
rigorous approach, I strive to deliver an insightful analysis on this topic.

2.3.2. APPROACHES
Here, we justify the selection of the thematic analysis (TA) variations we
employed, outlining how we approached knowledge generation within
the analysis.

The different variations of reflexive TA, as described by Braun and
Clarke [72], are briefly summarized in Appendix A.

We adopted a specific combination of these variations, as detailed
below:

Orientation to data: We chose the inductive approach.
This core approach allows themes to emerge directly from the data
itself, minimizing the imposition of pre-existing theoretical frameworks.
We began with a broad research question and allowed the data to guide
the identification of key themes related to incentive design.

Focus of meaning: We chose the semantic approach.
We paid close attention to the explicit content of the data, focusing on
how incentive design is operationalized and discussed within the studies.
This approach helped to ensure that the identified themes accurately
reflect the researchers’ practices and avoids misinterpretations.

Qualitative framework: We chose the critical approach.
This approach focuses on unpacking the broader meaning and implica-
tions around the topic. By critically analyzing the data, we aimed to
uncover underlying assumptions and existing norms, providing a deeper
understanding of incentive design.

Theoretical frameworks: We chose the realist, essentialist approach.
This approach aims to capture the objective truth and reality as
expressed within the data. By adhering to this framework, we ensured
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that our analysis remains grounded in the actual practices prevalent in
the studies, providing an authentic representation of the current state
of incentive design.

By employing this combination of reflexive approaches, we strive to
achieve a rich and nuanced understanding of how incentive design is
discussed and implemented within the recent literature on human-AI
decision-making studies.

2.3.3. CHECKLIST
Braun and Clarke [71] also provide a "15-point Thematic Analysis
Checklist" which outlines key criteria for conducting high-quality
thematic analysis. It emphasizes the importance of systematic coding,
clear documentation, and coherence between analysis and data. By
meticulously following the checklist, we aimed to minimize bias and
enhance the quality and reliability of our thematic analysis.

The checklist, applied to the TA conducted within this study, can be
found here.

2.3.4. PHASES
This section details the iterative phases employed in our approach to
the process of reflexive thematic analysis. The process is summarized
in Figure 2.2.

1. DATASET FAMILIARIZATION

This initial phase involved a thorough immersion in the data. We
read and re-read the selected papers to gain an understanding of the
research landscape and the terminology surrounding incentive design in
human-AI decision-making. We also made notes within the spreadsheet
to keep track of any interesting points that emerged.

2. DATA CODING

This phase involved systematically assigning codes to segments of text
in the data. Here, we practiced inductive coding to allow themes to
emerge organically from the data itself. We conducted two complete
iterations of coding all the excerpts. Atlas.ti2 proved to be a valuable
tool for this phase. It was used to assign and organize codes for relevant
parts of the excerpts.

The final coded quotations and codebook generated through Atlas.ti
are available here.

2https://atlasti.com/

https://github.com/simrankaur1509/IncentiveTuning/tree/main/Thematic%20Analysis
https://github.com/simrankaur1509/IncentiveTuning/tree/main/Thematic%20Analysis
https://atlasti.com/
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Figure 2.2.: Flowchart summarizing the phases of reflexive thematic
analysis as performed for this study

3. INITIAL THEME GENERATION

The phase of initial theme generation involved analyzing the codes
generated in the previous phase and identifying broader patterns that
emerged. Here, we sought to identify recurring patterns across the
assigned codes and transform them into meaningful themes. By
systematically analyzing the codes and employing a critical approach,
we were able to identify a set of initial themes.

4. THEME DEVELOPMENT AND REVIEW

This phase involved developing and refining the initial themes. Multiple
iterations were done to refine and group themes and sub-themes into
meaningful thematic clusters. Atlas.ti allowed for visualizing code
co-occurrence and creating code maps, aiding in the identification of
potential thematic connections. We examined the coded data in relation
to each theme, ensuring that the themes accurately represented the
data and offered a coherent narrative.
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5. THEME REfiNING, DEfiNING, AND NAMING

In this phase, we further polished the themes and finalized their names,
ensuring clarity and specificity, preserving the semantic meaning from
within the data.

6. WRITING UP

The final phase involves writing up the results of the thematic analysis.
We present the identified themes organized into thematic charts, along
with detailed descriptions and supporting evidence drawn from the
coded data in the next section.

2.4. RESULTS
Here, we detail the themes that have been identified after performing
a rigorous reflexive thematic analysis on the dataset of excerpts that
describe incentive schemes in human-AI decision-making literature. We
also accompany the descriptions of the themes with specific examples
from the literature, as guided by the Braun and Clarke [72] reflexive TA
checklist (mentioned in section 2.3.3).

2.4.1. THEME 1: COMPONENTS OF AN INCENTIVE SCHEME
Occurring in 88/97 papers, the components of an incentive scheme is
the most common theme. We further identified two sub-themes within
it, namely base pay and bonus. These are shown in Figure 2.3.

Figure 2.3.: Top-level thematic chart for Theme 1: Components of an
incentive scheme

47/88 papers mentioned both a base pay and a bonus. For instance,
Lim, Dey, and Avrahami [93] mentioned, "Participants were each given
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$3 for completing the study ($1 base and a $2 bonus to motivate
performance)...". Similarly, Dietvorst, Simmons, and Massey [94] wrote,
"Participants received $1 for completing the study and they could earn
up to an additional $1 for accurate forecasting performance."

In 41/88 papers, researchers only mentioned a base pay and not
a bonus. For instance, Poursabzi-Sangdeh et al. [95] wrote, "Each
participant received a flat payment of $2.50." Meanwhile 5/88 papers
only mentioned a bonus, and not a base pay, like Biran and McKeown
[96]: "...we offered (relatively) large bonuses to the two annotators who
made the most virtual money."

THEME 1.1: BASE PAY

83/97 papers mentioned base pay. Figure 2.4 captures this theme and
its sub-themes.

Figure 2.4.: Thematic chart for Theme 1.1: Base Pay and its sub-themes

Base pay is identified as the core or basic payment that participants
receive for completing the tasks assigned to them. To describe base
pay, researchers either directly identify a pay amount or they identify a
pay rate, i.e., a certain amount per hour, or both.

For instance, Buçinca et al. [51] wrote, "Each worker was paid 2 USD."
Meanwhile Yurrita et al. [97] mentioned, "Participants were rewarded
based on a $12 hourly rate...". Chromik et al. [52] described both:
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"£3.75 per completion (=£7.09/hour)"
Pay rates and amounts are most frequently determined heuristically,

with no explanations given for how the amount was decided. In a few
cases, the pay rate is explicitly said to be informed by minimum wage,
or platform recommendations. For example, Liu et al. [98] mention,
"To provide fair compensation to our participants, Mturkers were offered
an equivalent of United States federal minimum wage..." while He,
Buijsman, and Gadiraju [99] mention, "All participants were rewarded
with [...] deemed to be “good” payment by the platform...".

Researchers usually just present a flat amount. In a few cases,
researchers mention the estimated time taken to complete a task
along with the pay amount or rate. Estimation is mostly done through
pilot studies, and in a couple of cases, heuristically. For instance,
Jahanbakhsh et al. [100] mentioned: "From our pilot studies with our
research group, we determined that the average time for completing
the task was approximately an hour. Therefore, we set a compensation
of $17 for the task."

THEME 1.2: BONUS
52/97 papers mentioned bonuses. A maximum possible bonus amount,
per task or for the whole study, is decided heuristically. For instance, Lai,
Liu, and Tan [27] mentioned that, "Each participant was compensated
$2.50 and an additional $0.05 bonus for each correctly labeled test
review." Meanwhile Hou, Lee, and Jung [66] mentioned "All participants
were paid $7.50, including the base value $5.50 plus a $2.00 bonus
payment...".

A payout scheme outlines how the final bonus amount which is to
be paid to the participants is to be calculated. These schemes can
be classified into different types, based on the criteria which is used
to determine the payout. These are identified as performance-based,
completion-based, and luck-based.

Figure 2.5 illustrates the high-level theme and sub-themes of bonuses.
Performance-based schemes are the most commonly used. Partici-

pants are paid based on their performance, which is evaluated using
certain performance metrics. A policy for mapping performance to pay
is usually also presented. For instance, Dressel and Farid [23] noted
that, "The participants were paid $1.00 for completing the task and
a $5.00 bonus if their overall accuracy on the task was greater than
65%...".

For completion-based bonuses, a fixed amount is paid when a
participant completes a specific task, such as responding to optional
surveys. For instance, Bansal et al. [18] mentioned, "Participants
received [...] a fixed bonus of $0.25 for completing the survey...".

For luck-based bonuses, there is usually a randomized element to
determining whether a participant receives a bonus. Randomization is



2

22 2. Investigating The Current State of Incentive Design

Figure 2.5.: Thematic chart for Theme 1.2: Bonus and top-level sub-
themes

introduced within the design in different ways, such as introducing a
specific chance for a participant to earn a bonus, or picking one task
at random for each participant to evaluate based on some criteria. For
example, Lu and Yin [101] mentioned, "...we randomly selected one
prediction task in the sequence to check whether the subject’s final
prediction on that task was correct. If so, the subject would receive a $1
bonus on top of the base payment."

Further, there are sub-themes that emerge specifically within
performance-based bonuses. These are captured in Figure 2.6,
and discussed below:

Firstly, performance evaluation metrics are used to evaluate partici-
pant performance, with the most common being accuracy. For instance,
Alqaraawi et al. [102] mentioned, "...participants received an additional
performance-based bonus of £0.5 for each correct answer..."

Other examples of metrics include in-game currency (gamified score
for game-based tasks) [103], custom defined metrics such as ’precision
+ coverage’ [59], and expert judgements (experts evaluating participant
performance) [104].

Secondly, there are several ways to map performance to pay. These
include policies such as fixed payout when performance is over a
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Figure 2.6.: Thematic chart for performance-based bonus and its sub-
themes

threshold [23], payout proportional to the performance [27], payout
proportional to the performance when performance is over a threshold
[105], and payout calculated through the Brier scoring [106] function
[107]. For instance, Dietvorst, Simmons, and Massey [12] describe their
policy as, "Participants were paid a $0.50 bonus if their official forecasts
were within five percentiles of students’ actual percentiles. This bonus
decreased by $0.10 for each additional five percentiles of error [...].
As a result, participants whose forecasts were off by more than 25
percentiles received no bonus."

Further, a performance-based bonus can also have a penalty (negative
incentive) alongside a reward (positive incentive). For instance, Zhang,
Liao, and Bellamy [17] mentioned, "...a reward of 5 cents if the final
prediction was correct and a loss of 2 cents if otherwise...".

The design specifications of such policies are often heuristic, with only
a couple of cases being grounded in prior literature [17, 107].

2.4.2. THEME 2: MANIPULATION OF INCENTIVES
The next identified theme is that incentives are manipulated for various
purposes. Figure 2.7 illustrates the chart for this theme and its
sub-themes.



2

24 2. Investigating The Current State of Incentive Design

Figure 2.7.: Thematic chart for Theme 2: Manipulation of incentives

36/97 papers mention using, or manipulating, incentives for certain
purposes. Largely, the purpose is identified as improving the ecological
validity of the experiments. For instance, Zhang, Liao, and Bellamy [17]
said, "We took two measures to improve the ecological validity. First,
the decision performance was linked to monetary bonus...".

Researchers mention using incentives (mainly bonuses) to: "motivate
performance" [21], "encourage participants to pay attention" [23],
"simulate stakes" [108], "simulate reward power" [66], and more. We
identify these as examples (and not sub-themes) of the broader theme
of improving the ecological validity.

Finally, bonus schemes are also intentionally varied (such as paying
high vs. low bonuses) to measure the effects of the different schemes
on participant performance or research outcomes. For instance, Yin,
Wortman Vaughan, and Wallach [13] mentioned, "We also posited and
pre-registered two additional hypotheses: [H3] The amount at stake
has a significant effect on people’s trust in a model before seeing the
feedback screen. [H4] The amount at stake has a significant effect on
people’s trust in a model after seeing the feedback screen [...] to test
whether the effect of stated accuracy on trust varies when people have
more “skin in the game”."

2.4.3. THEME 3: IMPACT OF INCENTIVES
The third theme is identified as the impact of incentive schemes on the
results of a study. Figure 2.8 illustrates the chart for this theme and its
sub-themes.
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Figure 2.8.: Thematic chart for Theme 3: Impact of incentives

12/97 papers mention the impact of incentives, reflecting on the
potential role that incentives played in their studies. Some researchers
discuss the limitations of incentive schemes, questioning whether they
can effectively replicate real-life scenarios or motivate crowdworkers,
acknowledging uncertainty regarding the generalizability of their results.
For instance, Dietvorst, Simmons, and Massey [12] noted that, "Because
real life end-users can have very different demographics characteristics
and non-monetary incentives and operate in higher-stake environments,
we cannot reliably generalize the finding to real workplaces...".

In a few cases, incentives are also attributed to as the potential
reason behind an observation, such as a particular trend being observed
because participants may or may not have been motivated to perform
due to compensation, or the lack thereof. For example, Gemalmaz and
Yin [103] note that, "There are two important caveats to the analysis.
First, it relies on non-incentivized self-reported data near the end of the
experiment. Thus, we cannot verify that subjects reflected carefully on
their answers...".

Lastly, the few papers that intentionally manipulate incentives to
measure their effects also describe their results, leading to a discussion
on the impact of incentives. For these studies, different researchers
found that incentives may or may not affect performance or outcomes
under different conditions. For instance, Vasconcelos et al. [62]
described that, "...we found an impact of rewards on overreliance...".
Meanwhile Yin, Wortman Vaughan, and Wallach [13] found that, "...the
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amount at stake does not have an effect on laypeople’s trust in a model,
at least for the limited range of stakes used in our experiment." We
note that such studies were conducted for dissimilar tasks and domains,
under differing conditions, measuring the effects of rewards on different
variables.

2.4.4. THEME 4: COMMUNICATION OF INCENTIVES
This theme highlights the different trends in the communication of
incentive schemes to participants. Figure 2.9 illustrates the chart for
this theme and its sub-themes.

Figure 2.9.: Thematic chart for Theme 4: Communication of incentives
to participants

5/97 papers discussed the communication of their incentive schemes.
In some cases, researchers explicitly ensure that participants understand
the pay structure before they begin the task. For example, Green and
Chen [107] described that, "...participants were incentivized to report
their true estimates of risk. We articulated this to participants during
the tutorial and included a question about the reward structure in the
comprehension test to ensure that they understood."

There are also a couple of instances where the bonus scheme
communicated to participants differs from the actual method used to
calculate the final payment received by participants. For instance, Das
and Chernova [109] mentioned that, "...participants were told that at
least the top 50% of participants would be given a $2 bonus based
on the thoroughness of their evaluations; unbeknownst to them, all
ultimately received the bonus."

2.4.5. THEME 5: NO MENTION OF INCENTIVES
8/97 papers did not mention anything regarding incentive schemes [68,
70].
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2.5. DISCUSSION
Here, we discuss the key observations made from the results of the
thematic analysis. We reflect on the implications of these observations,
raising questions that can guide further investigation.

2.5.1. PAY AMOUNTS
Our investigation revealed that the current strategies for determining
base pay and bonus amounts are predominantly heuristic in nature.
Furthermore, a lack of consistency was observed within the calculation
and reporting of base pay and bonuses.

For base pay, researchers employed a disparate approach, with some
specifying a flat amount and others opting for a pay rate. Additionally,
the explanations behind the base pay calculation varied. While some
studies explicitly outlined parts of the process, such as estimating
task completion time for amount calculation, others lacked such
transparency. For bonuses, there was rarely any discussion regarding
how the allocated amount was determined. These observations highlight
the need for a more standardized approach towards determining base
pay and bonus amounts as well as reporting them.

Is there an optimal or appropriate pay amount? Can there
be a standardized way of determining it?

Could future work explore data-driven methods for establishing optimal
pay levels? Can we develop a standardized methodology for calculating
base pay and bonus amounts across different tasks and platforms?

2.5.2. ASPECTS OF BONUS SCHEMES
The examination of bonus schemes further revealed many different
approaches within the different aspects of bonuses, such as a variety of
types of bonuses (performance-based, completion-based, luck-based),
bonus calculation policies (fixed, proportional, etc.), and performance
evaluation metrics. Notably, not all studies comprehensively addressed
each aspect that we identified. Future work should aim at making the
process of bonus design more comprehensive. Further investigation is
needed into which approaches are most suitable under different task
conditions.

Can we develop a standardized methodology that compre-
hensively recommends specific bonus calculation methods
based on study conditions?



2

28 2. Investigating The Current State of Incentive Design

Is one type of bonus scheme more appropriate or suitable than the
other? Which metrics are most suitable for evaluating performance?
What is the best way to map performance to pay? Can these policies be
optimized? Under what conditions?

2.5.3. USE OF REWARDS AND PENALTIES
The analysis highlighted the use of bonuses alongside base pay, with
some studies even employing penalties to simulate high stakes. Further
research is needed to determine the effectiveness of these approaches.

Is there value in the use of rewards and penalties? Does it
create “higher” stakes?

Does the inclusion of bonuses and penalties truly create "higher
stakes", or does it introduce ethical concerns? Is there a balance
to be struck between positive and negative incentives that optimizes
participant motivation without compromising ethical considerations?

2.5.4. IMPROVING ECOLOGICAL VALIDITY
The analysis highlighted concerns about the ability of incentives to create
"stakes" and enhance the ecological validity of studies. Future research
should explore methods for evaluating the impact of incentive structures
on participant behaviour and their ability to enhance ecological validity
in actuality.

Can it be evaluated and/or ensured that incentives have the
intended effect on participant performance and behaviour?
How?

Can some practices be devised to objectively assess whether
incentives truly improve the ecological validity of an experiment?

2.5.5. EFFECTS OF INCENTIVES
The analysis highlights a complex relationship between incentive
schemes and research outcomes in crowdsourced studies. We saw
that some studies found that incentive schemes affect outcomes, while
others did not. This suggests that there’s no single "formula" for
incentive design. The effectiveness of an incentive scheme likely
depends on several factors, such as the experimental conditions and
design. This begets a deeper exploration within this focus.
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Which kind of incentive schemes affect outcomes? Which
do not? Under what conditions?

2.5.6. LIMITATIONS OF INCENTIVES
The analysis highlighted that researchers show concerns regarding the
limitations of using incentives in crowdsourced studies, particularly with
respect to the generalizability of their findings and potential bias due to
crowdworker motivations.

Can better incentive design practices mitigate the limi-
tations associated with their use? How can incentives be
designed to better understand ways in which they affect
results?

Can practices be devised to intentionally design incentives that can
overcome limitations?

2.5.7. COMMUNICATION STRATEGIES
Explicitly ensuring that incentive schemes are understood and perfor-
mance feedback can improve participant understanding and potentially
enhance results, but it might also introduce bias or demotivate partici-
pants, for example, when they realize they are not doing well enough.
More investigation is needed into which strategy can be suitable when.
Further, an ethical dilemma lies in communicating one bonus policy and
implementing another.

Is there value in different types of communication strate-
gies for incentives?

Is it more appropriate to pay for performance as communicated, or
pay everyone equally?

2.5.8. MISSING INCENTIVE SCHEMES
Lastly, we noticed that some researchers chose not to discuss incentive
schemes for their studies. We note that the absence of description
doesn’t necessarily mean incentive schemes weren’t thought about or
employed. Researchers possibly might not have considered mentioning
them relevant to their specific goals.
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Should researchers be encouraged to consistently report on
incentive schemes used in crowdsourced studies, regardless
of their perceived relevance? If so, how?

By addressing the questions raised in this section, we can move
towards a more nuanced and context-specific approach to incentive
design. The different trends we identified lay the foundation for
developing solutions that can help improve the incentive design process.

2.6. LIMITATIONS
Here, we discuss some limitations of the thematic analysis we conducted.
We also identify potential mitigation strategies.

2.6.1. SINGLE-PERSON EXECUTION TEAM
Ideally, a thematic analysis should be conducted by a team of multiple
researchers [72]. This allows for different perspectives and mitigates the
influence of individual biases during the coding and theme development
process. In this study, the analysis was conducted by a single
researcher, which potentially limits the breadth and richness of the
identified themes. In the future, a larger team of researchers could
execute the process to enhance the quality and validity of our findings.

2.6.2. UNCAPTURED NOTIONS
Our thematic analysis relies on the information explicitly presented by
researchers. Specifically, it is focused on what researchers described in
their papers regarding incentive schemes. While we conducted a critical
analysis of the research articles to identify underlying meanings, we
acknowledge that there are likely unarticulated assumptions or thought
processes behind the described incentive schemes that remained
uncaptured. For instance, heuristic determination of pay amounts could
be attributed to budget constraints. However, more information is
needed regarding researchers’ reasonings behind the design choices
they made, to be able to comment further.

To address this, we could follow-up our findings by conducting
interviews with researchers who have experience in designing incentive
schemes. Analyzing them could provide valuable insights into the
thought processes and motivations of researchers.
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DESIGNING INCENTIVE

SCHEMES FOR HUMAN-AI
DECISION-MAKING STUDIES: A

CHECKLIST
"Under conditions of complexity, not only are checklists a help, they are

required for success. There must always be room for judgment, but
judgment aided — and even enhanced — by procedure."

Atul Gawande, The Checklist Manifesto

In this chapter, we propose a step-by-step guide, the Incentive-Tuning
Checklist, to help researchers in designing incentive schemes for
human-AI decision-making studies. We first argue for a flexible yet
systematic approach to designing incentive schemes, moving beyond
the traditional focus on finding a "correct" answer. We also emphasize
careful consideration of study goals and desired behaviours from
participants. We also demonstrate how to apply the checklist through
case studies, highlighting the importance of aligning incentives with
study goals, considering trade-offs, justifying and reflecting on decisions,
and incorporating participant feedback throughout the design process.

We hope that by following the checklist and staying updated on the
field’s advancements, researchers can design effective and ethical
incentive schemes, ultimately improving the quality and validity of
human-AI decision-making research.
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3.1. TOWARDS RQ2
Building upon the insights obtained from RQ1 and moving towards
addressing the research objectives concerning RQ2, this section delves
into the complexities of designing incentive schemes for human-AI
decision-making studies.

3.1.1. INSIGHTS FROM RQ1
The observations made during RQ1, while insightful, raised several
questions for the future of incentive design for human-AI decision-
making studies. These questions fall into two main categories:
methodological challenges and exploratory avenues. Methodological
challenges concern the practical implementation of incentive schemes,
such as the design of pay amounts and structures. Exploratory avenues
encompass broader research directions, including studying the effects
of manipulation and different communication strategies.

While a comprehensive exploration of all these questions is beyond
the scope of this thesis, we prioritize addressing the methodological
challenges surrounding incentive design, as we identify that these
concerns align with our defined research agenda, particularly RQ2:

RQ2: How can incentive schemes be appropriately designed
through a standardized process for empirical human-AI decision-
making studies?

The findings of the thematic analysis further solidified the need
for standardization in light of the challenges inherent to human-AI
decision-making tasks, as we suspected while defining RQ2. Moreover,
the results challenge the very notion of "appropriate" incentive design.

Thus, in order to address RQ2 and some of the questions raised in
the previous chapter, we take up the task of establishing a standardized
solution that can allow researchers to tune "appropriate" incentive
schemes for their specific human-AI decision-making studies.

3.1.2. EXPLORING "APPROPRIATENESS"
Our pursuit of an "appropriate" incentive design solution for human-AI
decision-making studies necessitates a deeper examination of the term
itself. What truly constitutes "appropriate" in this context? After careful
consideration, we deem that the answer is not straightforward. Appro-
priate design often depends on various factors, and pinpointing these
factors themselves presents a significant methodological challenge. In
an ideal scenario, it would be possible to map out all potential exper-
imental factors against all possible incentive design choices, allowing
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for optimization based on all specific study conditions. However, this is
practically infeasible. This, in turn, raises the question: how to proceed
further with RQ2?

3.1.3. ADOPTING A NORMATIVE LENS
While the ideal scenario of mapping all factors to all design choices may
be unrealistic, it doesn’t mean that there aren’t effective strategies that
can be pursued. Here, we propose a shift in perspective: moving from a
purely pragmatic "what we can do" approach to a more normative "what
we should do" approach. Traditionally, incentive schemes seem to often
have been designed with the former in mind, prioritizing feasibility over
well-motivated and justified design decisions.

Thus, to crystallize the normative approach we shall be taking from
here on, RQ2 is re-worded as:

RQ2: How should incentive schemes be appropriately designed
through a standardized process for empirical human-AI decision-
making studies?

By adopting this normative lens, we move beyond trying to tune
appropriate incentive schemes for different experimental factors and/or
study conditions. Instead, our goal is now to propose a standardized yet
flexible process that can guide careful consideration and justification of
design decisions for incentive schemes. This process should be such
that it allows researchers to tune "appropriate" incentive schemes for
their studies themselves.

3.1.4. COMING UP WITH A PROCESS
A process that aims to effectively guide researchers towards an
incentive scheme appropriate for their studies must involve asking the
right questions. These questions should address the several decision to
be made during the design process. These can be questions such as,
but not limited to, the following: What are the goals of the study? Is the
aim to maximize participant effort, encourage specific decision-making
processes, or achieve a balance between both? What characteristics of
the task can have an effect on the suitability of incentive design? How
can the chosen incentive scheme influence the generalizability of study
results?

Following this initial questioning phase, the process should encourage
exploration of the available design options. It can often turn out
that there is not a single "right answer" and several trade-offs may
need to be considered. In such cases, rationalization and justification
become imperative. Carefully considering the potential implications
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of each design choice and how it aligns with the overall study goals
should thus be at the forefront of incentive scheme design. This
might involve considerations such as, but not limited to, the following:
comparing and contrasting different incentive structures (e.g., fixed pay
vs. performance-based bonuses) and/or piloting the chosen scheme
with a small sample size to test its effectiveness and identify potential
issues.

Finally, it’s crucial to reflect on the impact of the chosen incentive
scheme design on the final analysis. The process must nudge researchers
towards reflecting on how the scheme might have influenced study
outcomes. Researchers must be upfront about the chosen incentive
scheme design as well as the limitations introduced by it, and how they
might affect the validity of the findings.

To summarize, we need a solution that:

• systematically tackles each incentive design aspect,

• raises and delves into the right questions,

• guides careful consideration of design choices and trade-offs,

• encourages reflection around the potential implications.

Keeping these requirements in mind, we propose a checklist.

WHY A CHECKLIST?
Checklists have been described as "informational artifacts" that
conceptualize the actions and decisions comprising a process [110].
Checklists can act as a clear and concise description of a process by
outlining the essential steps involved in it. Further, by highlighting
decision points, they can guide users through the process, ensuring they
make informed choices and address all necessary tasks. This ability
to represent and guide complex processes elevates checklists beyond
simple "information lists". They can become a conceptual model of the
process [110]. Through this lens, checklists can act as a bridge between
knowledge (what should be done) and action (how to do it).

Further, checklists have been argued to be powerful tools for
overcoming human limitations in conducting complex processes. Critical
industries like aviation, manufacturing, and healthcare rely heavily
on checklists to ensure safety and quality [111, 112]. For instance,
in healthcare, checklists have become a powerful tool for improving
patient safety and reducing errors. They act as a memory aid for
busy healthcare professionals, ensuring critical steps aren’t missed in
complex procedures such as surgeries [113, 114].

For our use case, a well-designed checklist can foster a standardized,
systematic, and comprehensive approach that can guide research
towards designing effective incentive schemes. It can further act as a
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safeguard against unintentionally overlooking the important aspects of
incentive design.

3.2. CHECKLIST DESIGN METHODOLOGY
Existing literature identifies that checklists have a multifaceted nature,
highlighting the various properties that they can have [110]. Additionally,
there are many valuable recommendations for designing checklists [112,
115, 116]. Informed by this knowledge base and the requirements
outlined in the previous section, here we define the key properties of
the checklist that we aim to develop.

• The checklist will be of the "read-do" type [116]. It will take
researchers through the process of design. It will further break
down the process into manageable and sequential steps.

• Checklists can have strict rules (criteria) or guiding principles
(guidelines) [117]. Our checklist will embody guidelines instead of
criteria. This approach reflects our goal of empowering researchers
rather than dictating a single "correct" approach, ensuring flexibility
by design.

• Checklist items will be developed through a literature support [118]
strategy. We will draw upon the key themes identified by the
thematic literature review we conducted, as well as the discussion
and reflection that followed, to determine the checklist content.

• The checklist will also take an interrogative [110] approach. We will
implore researchers by raising questions, prompting them to delve
deeper into the design process at each step.

• We note that checklists should not be too long and verbose [111,
115]. However, we also want to address the nuances and trade-offs
that can emerge during the design process. Hence, we elect
that the checklist will be accompanied by in-depth discussions
on its items and, wherever possible, also provide well-informed
suggestions grounded in prior literature.

• Lastly, we explicitly identify the intended audience and study field of
the checklist. The checklist will be built for researchers conducting
empirical, crowdsourced studies in human-AI decision-making.

3.2.1. DETERMINING THE CONTENT
Here, we delve into identifying the key elements that will form the core
content of our checklist.

In the previous chapter, a thematic analysis revealed that researchers
manipulate incentives to achieve certain goals. We recognize the
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importance of aligning the incentive design with those goals from the
very beginning. Therefore, first and foremost, we prioritize this step
within the checklist, ensuring that incentive scheme design is informed
by research objectives.

Naturally, this should be succeeded by defining the incentive scheme
itself. Our thematic analysis also revealed several insights into the
components that form an incentive scheme. The next steps thus
directly build upon the components we identified. We noticed that for
each component there are several decisions to make along with various
choices. As we noted in the previous section, it might not be feasible
to attempt to identify which choice is optimal when. However, we can
identify that the several choices would present trade-offs, as different
choices can have different impacts. Thus, we develop our suggestions in
a way so as to not prescribe the "best" option but rather offer guidance
and allow scope for considering trade-offs.

Next, we also saw that researchers conjectured on the effects of
incentives and questioned participant motivation, wondering if some
results could be attributed to such factors. To address this, we propose
an intervention within the experimental process: gathering participant
feedback. This would allow for post-hoc reflection on the results from
the participants’ perspective. This could potentially enhance confidence
in the intended effects of incentives or provide valuable context for
interpreting unexpected observations.

Lastly, as a good practice we assert that researchers should reflect
on the final design decisions and their potential implications. The
checklist and accompanying suggestions thus also include pointers that
encourage reflection, such as prompting researchers to reason around
how the chosen incentive scheme might influence participant behaviour
and data interpretation.

3.2.2. WHEN TO APPLY
Before outlining the complete checklist and delving deeper into its
specifics, it’s crucial to identify the ideal timing for its application. The
checklist is most beneficial once the experiment design is finalized.
This ensures key details, such as those mentioned below, are known
beforehand:

• The experimental pipeline: This refers to the sequence of steps
participants will go through in the experiment. This can include
instructions, training tasks, the number of tasks to be completed,
and surveys. Understanding this pipeline is essential because it
can influence incentive design choices. For example, a lengthy
experiment with complex tasks might necessitate a higher pay to
maintain participant motivation throughout.
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• Task characteristics: The specific characteristics of the tasks
themselves can also play a crucial role in shaping incentive design.
Some of these characteristics as identified by Lai et al. [11] are:

– Task complexity: More intricate tasks might require adjust-
ments to incentive structures to encourage participants to
invest the necessary effort and attention.

– Risk: Tasks with a high potential for negative consequences
(e.g., recidivism) in the real-world might necessitate bonus
structures that emulate raised stakes for (often financially-
motivated) participants to enhance the applicability of the
results.

– Subjectivity: Tasks that involve subjective judgments or
interpretation can be challenging to design incentives for.
Researchers might need to clearly define evaluation criteria
and potentially come up with custom criteria to ensure fairness
and consistency in participant evaluation.

– Required expertise: Tasks that require specialized knowledge
or skills might warrant higher pay to compensate participants
for their expertise. Additionally, bonuses might be warranted
for demonstrating exceptional skill or knowledge application
within the task.

By having the experiment design and task characteristics be clearly
defined before its use, the checklist can become a powerful tool for
identifying the relationships between these elements and the various
components of an incentive scheme. This can allow researchers to
make informed decisions about base pay, bonus structures, and other
incentive elements that can ultimately encourage the behaviours they
desire in participants within the specific context of their studies.

The next section delves deeper into the checklist itself, outlining how
it guides researchers through systematically identifying the purpose of
the incentive scheme, analyzing task characteristics and other external
factors, and aligning them with incentive design choices.

3.3. THE INCENTIVE-TUNING CHECKLIST
This section lays out the Incentive-Tuning Checklist itself. This
meticulously crafted tool is aimed to serve as a step-by-step guide for
researchers to foster intentional design by prompting them to consider
various factors and carefully tailor incentives to their specific study.

The checklist is presented below:
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1. Identifying the purpose of employing an incentive
scheme: What is the goal we wish to achieve by incen-
tivizing participants? What are the desired behaviours we
expect from participants?

2. Coming up with a base pay: What is the minimum flat rate
participants must be paid to ensure the identified goals are
met? Which characteristics of the task can affect this amount?

3. Designing a bonus structure: Can offering bonuses help
reach the identified goals?

a) Coming up with a bonus amount: How much total
amount should be allocated for bonuses?

b) Deciding the type of bonus(es): What type of bonus is
the most suitable for reaching the identified goal?
In case of performance-based bonuses:

c) Deciding the performance evaluation metrics: How to
evaluate participant performance? What is the behaviour
that we wish to reward?

d) Deciding the policy for mapping rewards to perfor-
mance: How to map performance to rewards?

4. Gathering participant feedback: What do we wish to
understand from the participants’ perspective? Can we
augment the experiment pipeline to gather such feedback?

5. Reflecting on design implications: Did the design achieve
the desired goals? Were there any unintended consequences?

Each subsection henceforth discusses an item of the checklist, which
in turn represents a step in the process of designing an incentive
scheme. Through these well-defined steps, the checklist aims to ensure
that researchers systematically address each crucial component of
incentive scheme design. The discussions presented below aim to guide
researchers through each step, while providing suggestions wherever
possible, to allow them to tune their incentive scheme as suitable for
their human-AI decision-making study.

3.3.1. IDENTIFYING THE PURPOSE
What is the goal we wish to achieve by incentivizing participants? What
are the desired behaviours we expect from participants?



3.3. The Incentive-Tuning Checklist

3

39

The first step in designing an incentive scheme is identifying the goal
we aim to achieve by incentivizing participants. This is important to
facilitate the intentional design of our incentive scheme, so that we can
ensure that the chosen incentive scheme aligns with our research goals
and reflect on our results from a (participant) motivation perspective.

Some possible goals researchers might aim to achieve are:

• Meet ethical standards: Ensure fair wages are paid.

• Improve ecological validity: Incentivize behaviour that reflects
real-world actions to increase the generalizability and validity of
results [119].

• Create or simulate stakes: Replicate real-world consequences to
raise the stakes for the participant.

• Motivate performance: Encourage participants to put in their best
effort.

• Encourage careful consideration: Motivate participants to thor-
oughly process information and pay attention throughout the
task.

• Encourage specific behaviours: Reward desired actions that we
require participants to engage in, beyond completing or performing
"well" on tasks.

3.3.2. COMING UP WITH A BASE PAY
What is the minimum flat rate participants must be paid to ensure the
identified goals are met? Which characteristics of the task can affect
this amount?

Researchers must consider their identified goals as well as the
characteristics of the task while deciding how much base pay to offer
for completing the task. Further, other factors such as the minimum
wage standard, platform-recommended rates, and pricing of similar past
studies can also be relevant when coming up with an amount. Lastly,
pilot studies can be used to assess the sufficiency of the base pay to be
offered, and help tune it to better meet participant expectations of fair
pay.

At the very least, the identified goals may include

• paying participants fairly

• motivating participants to perform well

• improving the ecological validity of the experiment
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and the task characteristics that affect base pay include:

• task complexity

• required expertise

(Note: There can be more goals and task characteristics specific to a
study that can be relevant to incentive design. Researchers must make
sure to incorporate them into their considerations.)

Keeping the identified goals and characteristics in mind, here are
some suggestions to help calibrate the base pay amount:

• Meet the minimum wage standard: Ensure pay meets ethical
and legal standards [43].

• Consider platform recommended rates: If the platform chosen
to conduct the study on recommends a pay rate, it can be
considered as an anchoring point.
Reasoning: If we pay lower than the recommended rate, it is
possible that participants will be less motivated to pick up or put
in sufficient effort into the task. This is because there can be an
anchoring effect [31, 120] on participants’ perceptions of fair pay
since many (possibly similar) studies are likely to be paying those
rates.

• Consider past pricing of similar studies: If the experiment
design or task is common or similar to studies have been conducted
in the past, consider evaluating and possibly aligning with the
pricing schemes of those studies.
Reasoning: If participants have performed similar tasks for a higher
pay amount (or a seemingly more favourable pay structure), they
can be less motivated to perform well on the task, again, due to an
anchoring effect on their perceptions of fair pay. Further, if such a
practice is adopted across the research community, we can hope
to possibly eventually arrive at a standard pricing for a particular
kind of task.

• Consider the complexity of the task: Assess the complexity
of the task and how much cognitive load it induces. Consider
adjusting the pay for more complex and time-consuming tasks.
Reasoning: For complex tasks, it is often implied that it would
take longer to complete the tasks and participants can just get
paid the fixed rate for the amount of time they spent. However,
more complex tasks with higher cognitive loads could discourage
participation due to perceived low value for time invested [121].
Thus, such tasks may warrant higher pay to attract participants
and motivate them to perform well.
Resources on assessing task complexity and cognitive load: Yang
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et al. [122], Leppink et al. [123], and Klepsch, Schmitz, and Seufert
[124]

• Consider the required expertise: If there are specific skill
requirements from participants, then consider paying higher than
one would for no skill requirements.
Reasoning: Tasks requiring specialized skills or in-depth knowledge
typically warrant a higher base pay compared to tasks that a
layperson can do with minimal training [125]. This reflects the
value of expertise and increases the chances of attracting qualified
participants who would be motivated to perform well.

• Leverage pilot studies: Pilot studies can be utilized to refine the
pay amount in the following ways:

– Gather self-reported workload and perceptions of fair pay:
Researchers can include questions in the post-task or exit
surveys to see if participants felt the offered pay was fair for
the workload involved. This can provide a starting point for
gauging participant satisfaction with the pay amount.
In addition to yes/no questions, researchers may also consider
including open-ended questions such as, "What aspects of the
task felt most demanding?" or "How could the compensation
be adjusted to better reflect the effort required?" These can
reveal areas where participants perceive a disconnect between
workload and pay and can further help identify specific
characteristics of the task that might influence participant
satisfaction and performance.

– Assess cognitive load: Use or adapt questionnaires like those
presented by Leppink et al. [123] and Klepsch, Schmitz, and
Seufert [124] to measure perceived cognitive load during the
task. This can help gauge if the pay offered seems fair, relative
to the mental effort required.

– Offer different pay rates: Consider offering different base pay
rates to participants while keeping other aspects of the task
constant. Track their task completion time and satisfaction at
each pay level. This can help identify an appropriate pay rate
where participant satisfaction balances out with the expected
completion time and performance.

Reasoning: Conducting pilot studies is becoming an increasingly
encouraged practice in human-AI research as they provide an
opportunity for researchers to identify potential issues with their
task design and can help calibrate task parameters for eventually
conducting the experiment at a larger scale [126, 127]. Pilot studies
have often been used to estimate the time taken to complete a
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task in previous studies. This practice can be easily extended to
include considerations such as those mentioned.

3.3.3. DESIGNING A BONUS STRUCTURE
Can offering bonuses help reach the identified goals?

Possible identified goals: Improving ecological validity (motivating
performance, creating stakes, etc.) and encouraging certain behaviours.

Possible affecting task characteristic: Risk.

Suggestion: Offer bonuses.
Reasoning: While a fair base pay is essential, it might not fully capture
the nuances of task complexity or the desired level of performance.
Bonuses provide a way to incentivize crowdworkers and encourage
specific behaviours, such as performance, that go beyond simply
completing the task. Specially in high-risk scenarios, where even
a single mistake can have significant consequences, bonuses can
introduce a sense of raised stakes for the participants as they are often
primarily driven by monetary goals [128]. Bonuses can thus incentivize
participants to pay closer attention to details and critically evaluate
each piece of information before making a decision.

At the same time, we acknowledge that bonuses require nuanced
consideration. A strategy such as simply offering large bonuses, may not
directly translate to higher quality work [31, 129]. It is thus important to
strike a balance between the compensation amount and its distribution,
while ensuring alignment with the specific research goals. Hence, we
suggest that researchers should critically evaluate the behaviours they
aim to incentivize when designing bonus structures. Bearing this in
mind, the sub-items below discuss the different aspects of a bonus
scheme.

COMING UP WITH A BONUS AMOUNT

How much total amount should be allocated for bonuses?

Suggestions:

• Consider past pricing of similar studies: If the experiment
design or task is common or similar to studies that have been
conducted in the past, assess the bonus payout of those studies.
Reasoning: If participants have performed similar tasks for
seemingly more favourable reward structure, they can be less
motivated to perform well on a the task, due to an anchoring effect
[120] on their perceptions of fair rewards.
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• Leverage pilot studies: Pilot studies can be utilized to refine the
bonus amount as well, similar to as described for base pay, by
including questions about participant satisfaction and perceptions
of fairness regarding the additional rewards. They can also be used
for experimenting with different bonus amounts.

DECIDING THE TYPE OF BONUS(ES)

What type of bonus (performance-based, completion-based, or random-
ized) is the most suitable for reaching the identified goal?

Suggestions:

• Randomized bonuses: Use with caution.
Reasoning: Bonuses that rely on chance, such as "x participants
will be randomly picked from the top y% performing participants
to be paid a bonus...", can possibly discourage high-performing
participants from putting in their best efforts, as they may feel
like they are not assured a reward even after performing well.
At the same time, it has been shown that they can encourage
low-performing participants to engage more deeply. This trade-off
should be considered.

• Completion based bonuses: Limited use.
Reasoning: Completion-based bonuses can be helpful for encour-
aging participation in optional tasks (such as surveys), where the
main goal is to gather a sufficient amount of data.

• Performance-based bonuses: Recommended.
Reasoning: Performance-based bonuses are the most commonly
used to motivate desired behaviours. By clearly defining and
communicating how participants’ performance is rewarded, they
can be encouraged to focus on those desired aspects to maximize
their bonus potential. The effectiveness of performance-based
bonuses relies on appropriately choosing the right performance-
evaluation metrics as well as the policy for mapping performance
to rewards. These points are addressed below.

DECIDING THE PERFORMANCE EVALUATION METRICS

How to evaluate participant performance? What is the behaviour that
we wish to reward?

Possible affecting task characteristic: Decision subjectivity.

Suggestions:
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• Consider carefully what behaviour to incentivize: Performance
could mean accuracy or speed, but ensure that the chosen metric
truly reflects task goals and does not encourage participants to act
in a biased way.
Performance could also mean more than simply a task metric,
it could mean engaging in any kind of desired behaviour.
Consider rewarding for such desired behaviours while evaluating
performance as well. For example, if explaining reasoning behind
decisions is important, offer bonuses for in-depth explanations. If
reading the provided information carefully is deemed important,
incentivize attention or comprehension checks.

• Assess the subjectivity of the decision: If decision subjectivity is
high, consider using open-ended questions to assess performance.

• Leverage pilot studies: Pilot studies can again be leveraged to
gauge participants’ perceptions regarding whether they felt their
performance was evaluated appropriately or asking them what
did the reward structure encourage them to prioritize. This can
help assess if the performance metric has the intended effect of
rewarding for desired behaviours.

DECIDING THE POLICY FOR MAPPING REWARDS TO PERFORMANCE

How to map performance to rewards?

Suggestions:

• Clearly define the policy for bonus calculation based on
performance evaluation metrics: There can be several ways
to map performance to pay, such as: rewarding over a threshold
performance or increasingly rewarding with better performance.
Identify what works best for the task considering the goals. We also
suggest delving deeper into incentive design research to identify
possibly suitable methods of designing optimal policies.

• Consider the use of penalties with caution: Penalties can be
introduced to create high stakes for high-risk scenarios to improve
ecological validity by appealing to the loss averse tendencies of
participants [130]. However, be careful to avoid excessive penalties
that might discourage participation.

• Leverage pilot studies: Pilot studies can again be leveraged to
see how participants responded to the policy with which they were
rewarded based on their performance.
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3.3.4. GATHERING PARTICIPANT FEEDBACK
What do we wish to understand from the participants’ perspective? Can
we augment the experiment pipeline to gather such feedback?

Post-task or exit surveys can be useful tools for understanding
participant experiences and motivations.
Suggestion: The survey can include similar questions about perceived
fairness and motivation that were suggested for pilot studies.
Reasoning: This practice can allow researchers to compare responses
and assess if the pilot study findings regarding participant satisfaction
hold true in the main experiment. For example, if the results show a less
than expected accuracy rate, survey responses about perceived unfair
pay might indicate that participants were less motivated to put in their
best effort. This information can be crucial for interpreting the results as
well as their generalizability.

Ultimately, this practice can allow us to assess the effectiveness of
the chosen incentive scheme. By asking participants questions such as
whether they felt the pay was fair and if the bonus structure motivated
them, researchers can gauge whether the incentive scheme achieved its
goals, such as attracting qualified participants or encouraging desired
behaviours. Further, it can aid the next step of reflecting on the
design implications by providing the participants’ perspective. Such
practices could help refine incentive schemes for future research. For
example, if participants report that they felt inadequately compensated
or unmotivated by the bonus structure, it could be adjusted to better
meet participants’ expectations for future studies.

3.3.5. REflECTING ON DESIGN IMPLICATIONS
Did the design achieve the desired goals? Were there any unintended
consequences?

So far, we have suggested that researchers should engage in inten-
tional design. We encouraged researchers to understand trade-offs,
justify their decisions, and gather feedback from participants, in order
to eventually be able to reflect on the implications of their design.

Suggestion: To bring the design process to fruition, we encourage
researchers to also reflect on the potential effects of their design on
their research outcomes.
Reasoning: Such a reflection can lead to more robust and reliable
research. By carefully reflecting on the potential effects of their
decisions on their results, researchers can be more confident in their
findings and provide valuable insights into the field. Additionally, it
fosters a culture of transparency and accountability, allowing for making
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improvements upon existing methods for future research.

3.4. APPLYING THE CHECKLIST: CASE STUDIES
In this section, we present two case studies on human-AI decision-
making experiments that have been conducted in prior literature to
demonstrate how the checklist could be applied in actuality.

3.4.1. CASE STUDY I
For the first case study, we have picked the research paper: "How do you
feel? Measuring User-Perceived Value for Rejecting Machine Decisions in
Hate Speech Detection" by Lammerts et al. [55]. It mentions a simple
incentive scheme:

"Every participant is paid an hourly wage of 9 GBP, exceeding the
UK minimum wage at the time of the study."

After taking a closer look at the experiment design and study goals
as described in the research article, we present our take on designing
the incentive scheme for this study through application of the Incentive-
Tuning Checklist.

Step 1: Identifying the purpose: We identify that the authors
wish for the participants to thoroughly process information and focus on
harm evaluation. Additionally, we surmise that the authors have the
goals of providing fair compensation, enhancing ecological validity, and
simulating real-world stakes.

Step 2: Coming up with a base pay: The authors’ chosen
base pay of £9 per hour exceeds the minimum wage, addressing fair
compensation. In trying to explore past-pricing for studies in the toxicity
classification domain, we did not find many relevant articles addressing
the similar tasks. Since no specific skills are required, the base pay
seems appropriate. However, considering the high number of tasks (40)
per participant, we must consider strategies for maintaining participant
motivation throughout and compensating them for the time invested. A
simple strategy would be increasing the base pay itself. We note that a
pilot study was conducted by the authors. We recommend enhancing it
to gauge engagement and satisfaction by including questions such as,
"Did you feel the need to take any breaks while performing the tasks?
If so, how many and for how long?" and "Did you feel the pay was fair
compensation for the time and effort required?"

Step 3: Designing the bonus structure: We note that the
authors did not offer bonuses. Offering bonuses can aid the goal
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of improving ecological validity, simulating stakes and encouraging
desired behaviours in participants. We recommend that offering small
performance-based bonuses could be effective.

The authors chose not to incentivize correct answers and indicated
that their primary goal is not to encourage accuracy, but evaluating
user perceptions of value. They mentioned that they included "lengthy
descriptions" of the task instead of rewards to direct participants’ focus
towards evaluating harm, and included attention checks to filter out
inattentive participants.

In order to better pursue this goal, we suggest including comprehension
checks that focus on processing task information and consider accuracy
on them as the evaluation metric for performance-based bonuses.
Rewarding participants who pass these checks with a flat bonus could
encourage attentiveness towards the "lengthy descriptions" and work
within potential budget constraints. Thus, the performance metric in this
case would be comprehension check accuracy and the reward mapping
policy would be 100% reward on 100% accuracy.

Further, we note that the study deals with a high-risk scenario (hate
speech classification). As the authors highlight the importance of users
understanding the consequences of incorrect decisions, levying small
penalties emerges as an option. However, to combat participants
potentially getting discouraged, there should be sufficient positive
rewards as well. But we identified that encouraging task accuracy is not
a goal, hence decided not to have task accuracy-based rewards. Thus,
we conclude not to use penalties.

Step 4: Gathering participant feedback: Especially since we
did not take any explicit steps to create high stakes by introducing
consequences (such as through penalties), we recommend using post-
task surveys to get a better understanding of whether participants
understood the consequences and stakes of the decision-making
scenario. This is a crucial exercise, specially if budget constraints limit
implementing all suggestions. Understanding participant perspectives
would help in interpreting the results.

Step 5: Reflecting on design implications: The current design
prioritizes fairness but lacks sufficient strategies to maintain participant
motivation throughout the lengthy task list. Additionally, the absence
of consequences might lead to underestimating the importance of
evaluating harm. While we can’t truly know the outcomes of the study
in this regard unless it is replicated, potential inconsistencies in how
participants evaluate harm could be attributed to such factors.

3.4.2. CASE STUDY II
For the second case study, we chose: "Dealing with Uncertainty:
Understanding the Impact of Prognostic Versus Diagnostic Tasks on Trust
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and Reliance in Human-AI Decision-Making" by Salimzadeh, He, and
Gadiraju [131]. This describes the incentive scheme in more detail than
the previous one:

"All participants were compensated at the fixed rate of 8 GBP
per hour regardless of their performance in the study. Additionally,
participants received bonus rewards amounting to 0.2 GBP for each
accurate response they provided during the study period. Overall,
participants earned an average of 8.44 GBP per hour, well over
the wage considered to be ‘good’ and recommended by the Prolific
platform."

Step 1: Identifying the purpose: We identify the purpose
as ensuring fair compensation for participants, enhancing ecological
validity of the experiment, encouraging accurate decision-making in
trip-planning tasks, and simulating real-world decision-making.

Step 2: Coming up with a base pay: The chosen base pay meets
platform recommendations and there are not enough prior studies using
the same task domain or structure for additional insight.

We note that the authors manipulate the complexity of tasks
by adjusting the number of features and constraints presented to
participants. Considering the complexity levels (low, medium, high)
and the cognitive load induced by the tasks, we consider adjusting the
base pay based on task complexity. Possible calibrated base pay could
be the same as described by the authors for low complexity tasks,
slightly higher for medium complexity tasks, and significantly higher
for high complexity tasks. Appropriately incentivizing participants and
addressing the varying task complexity levels through incentives can
help the researchers reflect on the effect of participant motivation
on performance while analyzing their results. For example, the
authors make an observation regarding the decline in performance
for medium/high complexity tasks. This could also be attributed
to lower participant motivation due to increased cognitive effort. If
researchers account for the additional cognitive effort while incentivizing
participants, they can assert that they took intentional measures to
combat this and thus they can attribute the decline in performance
to other factors (such as uncertainty or complexity itself) with more
confidence, hence improving the ecological validity of their findings.

At the same time, we notice a trade-off in implementing such a pay
scheme. Paying participants differently based on the tasks they receive
can be perceived as unfair. Some might argue that all participants
deserve equal pay for their time, regardless of task complexity.

The authors did not mention a pilot study. A pilot study with targeted
feedback questions could be used to validate the intuition behind the
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different approaches, gauging participant motivation and perceived
fairness with different pay structures. A pilot could also help assess the
actual time and effort required for different complexity levels. This can
help in objectively calibrating the pay scale. Further, we could include
cognitive effort questionnaires as well as open-ended questions such as
"Were you motivated to put in genuine effort to perform the task?" and
"Was the reward fair and satisfactory as per your expectations?" Based
on the responses, the amount and structure can be further tweaked.

Step 3: Designing the bonus structure: The authors used
performance-based bonuses, with the evaluation metric as accuracy
to encourage accurate trip-planning, addressing the study goal of
encouraging correct decision-making. Also, since decision subjectivity is
low, accuracy could be a suitable metric to consider. However, we note
that the AI assisting the participant in decision-making is known to have
66.7% accuracy. In this case, it is possible that participants might simply
rely on the AI to get a 2/3 chance of a reward. This would undermine
the study’s goal of measuring genuine human decision-making.

An option to combat this could be rewarding for accuracy when the
AI is wrong, incentivizing genuine effort and discouraging blind reliance
on the AI. This could re-focus participants on the goal of accurate
trip-planning instead of maximizing their rewards.

Another option would be to explore rewarding for "accuracy-wid"
(final correct decision with initial disagreement with AI) or appropriate
reliance. While directly rewarding appropriate reliance might influence
behaviour, it may also lead to more confident interpretations of results.

Ultimately, we have a trade-off between two choices for the perfor-
mance evaluation metric. When making a decision, we acknowledge the
implications of each choice:

1. Encourage appropriate reliance, use accuracy-wid or reward higher
bonuses for correct answers when the AI is wrong: The implication
of this choice would be that we are encouraging what we wish
to measure, as the researchers’ goal is to measure appropriate
reliance itself.

2. Encourage overall accuracy without influencing reliance: Here, we
need to acknowledge the possibility for overreliance on the AI.

From further delving into the research article, we deem that
researchers wish to measure appropriate reliance in the wild. Thus, we
conclude that we should not encourage it by rewarding it. However,
rewarding directly for accuracy when the AI has 66.7% accuracy
itself, can also mean encouraging overreliance. Hence, based on
this discussion, we recommend rewarding for accuracy when the AI is
incorrect. This addresses the issue of overreliance when simply accuracy
is used, and at the same, focuses on encouraging the behaviour of a
trip-planner in the real-world whose goal would be to plan an accurate
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trip regardless of the AI’s decision, thus still allowing us to measure
appropriate reliance in the wild.

As for mapping rewards to performance, increasing rewards with
increasing performance could be a strategy to further motivate
participants to make correct decisions, if the budget permits.

Lastly, we observe that the perceived risk is relatively low, so we do
not consider the use of negative rewards like penalties.

Step 4: Gathering participant feedback: We recommend including
questions about participant motivation, cognitive load, and perceptions
of pay fairness in the post-task survey as they remain crucial for
understanding participant perspectives and interpreting the results.

Step 5: Reflecting on design implications: The current incentive
scheme prioritizes fairness and encourages accurate decision-making.
However, the potential for overreliance on AI can have implications on the
ecological validity and must be acknowledged explicitly. We discussed
the implications when choosing each of the different evaluation metrics
in detail in Step 3. Such discussions should be included when presenting
the results of the study.

NOTE

We acknowledge that our recommendations and final decisions might
not present the sole appropriate solution. The primary goal of
presenting the case studies is to highlight that through the Incentive-
Tuning Checklist we can stimulate a broader discussion on each aspect
of the incentive scheme. We aimed to demonstrate how researchers
can carefully consider trade-offs and justify their choices when making
decisions, guided by the checklist.

3.5. DISCUSSION
It is evident from the detailed discussions accompanying the items of the
checklist and its application to the case studies that tuning an incentive
scheme is a multifaceted endeavour. This section discusses the key
points that researchers must bear in mind throughout this process.

Stay focused on the purpose. Always keep the study’s goals at the
forefront of the design. The ideal incentive scheme should encourage
the desired participant behaviours necessary to achieve those goals.

Navigate trade-offs and make informed decisions. Recognize that
designing incentive schemes often involves trade-offs. For example, in
a high-risk task, we might consider implementing penalties to create
stakes and encourage careful participation. However, this could also
discourage some potential participants. We implore researchers to
identify such kinds of trade-offs and prioritize them based on their
specific study goals.
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Justify decisions and document them. Once the trade-offs are
evaluated and a decision is made, understand the implications it might
have on participant behaviour and overall study results. Further,
transparency is key. Throughout the design process, document the
choices and the rationale behind them. This documentation serves as a
valuable record for future reference and can facilitate improvements in
future studies. The application of the checklist itself can serve as this
documented record. We further explore this in the next chapter.

Seek participant feedback. Don’t underestimate the power of explicit
feedback. Gather insights from participants about the chosen incentive
scheme. Their perspectives can shed light on potential issues or areas
for improvement we might have overlooked.

Embrace reflection. Reflection is an ongoing process. Take time
to reflect on the impact of the chosen incentive scheme on the
results. Consider how it might have influenced participant motivation,
participant behaviour, and ultimately, the validity and applicability of
the findings.

3.6. LIMITATIONS AND FUTURE DIRECTIONS
Here, we identify some limitations of the proposed checklist and
directions for future improvements.

3.6.1. NON-EXHAUSTIVENESS
The research landscape of human-AI decision-making as well as incentive
design in crowdsourcing is constantly evolving, and new challenges or
unforeseen scenarios might arise. New types of tasks and research
questions might emerge, requiring considerations that haven’t been
captured in the checklist yet. Further, unexpected complexities in the
research design, participant behaviour, or platform functionalities might
necessitate adapting or going beyond the suggestions we offered.

Acknowledging this inherent limitation, we suggest that researchers
should treat the checklist as a guide, not a rigid formula. Researchers
should be prepared to adapt and refine the suggestions based on the
scenarios that may arise. Further, we believe that the checklist itself
should be a living document. As researchers gain experience using
it and encounter new challenges, the checklist should be iteratively
improved to incorporate best practices and address emerging issues.

3.6.2. BARRIERS TO ADOPTION
It is possible that some researchers might perceive the checklist as
overly complex or time-consuming to complete, especially for smaller
studies with limited resources. Moreover, integrating the checklist and
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our recommendations into research workflows might require adjustments
and could be met with initial resistance. We suspect this would largely
be because researchers might not be convinced of its practical or
long-term benefits. To mitigate this, we propose conducting empirical
studies that investigate the impact of using the checklist on research
outcomes. Two ways of doing so could be:

1. Retrospective Analysis: Re-execute existing studies after applying
the checklist to design new incentive schemes. We could compare
the research outcomes (e.g., data quality, participant performance,
participant satisfaction) between the original and the re-runned
studies to quantify any potential improvements.

2. Controlled Experiments: Conduct new studies with control and
experimental conditions. In the control and experimental condition,
we could design incentive schemes without and with the application
of the checklist, respectively. Then we could measure and compare
research outcomes between both conditions.

While the design of such experiments would need to be refined, the
resulting data can provide crucial evidence for the checklist’s value
proposition. This could potentially enable researchers to be more
confident in its benefits and more likely to adopt it in their own work.

3.6.3. INDIVIDUAL DIFFERENCES
The Incentive-Tuning Checklist offers a structured, systematic approach
for designing incentive schemes while allowing flexibility to address
different types of studies. However, it’s important to acknowledge the
potential impact of individual differences among the participants of a
study. There’s no single "right" incentive scheme that will universally
motivate every participant in the same way.

While the checklist focuses on a systematic, step-by-step approach,
researchers should also be aware of alternative approaches that
cater to individual differences. These approaches include dynamic
pricing or adaptive incentives [132, 133]. These methods involve
adjusting incentive structures based on factors such as participant skill
level, performance history, or even real-time task complexity. They
utilize algorithms to continuously adapt incentive structures during the
experiment, based on participant behaviour and engagement levels.
This allows for a more personalized approach to incentivization. While
such approaches hold promise, their adoption is still limited due to
factors such as increased design complexity and the need for advanced
data analytics capabilities.

In the future, the checklist could be enhanced to incorporate
considerations for individual differences. The checklist’s framework
could potentially be expanded to include steps that guide researchers in
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exploring dynamic pricing or even developing basic adaptive incentive
structures within the constraints of their specific study design.

3.6.4. BIASES
It’s important to acknowledge potential cognitive biases that can
influence the design process the Incentive-Tuning Checklist outlines.
One such bias is the self-interest bias [134]. This bias highlights that
participants naturally prioritize their own monetary goals and may be
inclined to behave or perform in ways that maximize their rewards.

We do try to address this bias by highlighting the need for caution
when designing performance-based bonuses. Unrestricted bonuses can
inadvertently exacerbate self-interest bias. However, we don’t dismiss
bonuses or rewarding for performance. Instead, we acknowledge that
self-interest bias can be leveraged to motivate participants. Carefully
aligning reward structures with desired behaviours can allow researchers
to utilize the self-interest bias to encourage participants to exert effort,
focus on desired metrics, and contribute high-quality work. However,
there is always the possibility that rewards cause participants to
prioritize maximizing their compensation over providing high-quality
data. We encourage researchers to integrate quality control measures
to mitigate this risk and ensure the validity of their findings.

By remaining vigilant about such potential biases, researchers can
design incentive schemes that channel them into a positive force or
mitigate them to enhance the overall quality and validity of their results.

3.7. ETHICAL CONSIDERATIONS
The Incentive-Tuning Checklist prioritizes the design of incentive schemes
that are both effective and ethical. However, it’s crucial to acknowledge
that some of our suggestions touch upon ethical considerations that
researchers should carefully navigate.

One such ethical concern is exploitation. We highlight the importance
of ethical wages within our suggestions. We further assert that
researchers have a fundamental ethical obligation to ensure fair
compensation for participants in their studies.

Further, we discourage the use of excessively high bonuses or punitive
penalties. Such practices can pressure participants to prioritize speed or
quantity over authenticity and well-being. Researchers should strive to
design incentive schemes that offer fair compensation while respecting
participant autonomy.

As the research field of human-AI collaboration and decision-making
evolves, so too will the ethical considerations surrounding incentive
design. The Incentive-Tuning Checklist serves as a foundation, but
researchers should stay informed about emerging ethical discussions
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in this area. For instance, the potential for individual differences in
response to incentives raises new ethical questions about fairness and
equity.

By carefully considering these ethical implications, researchers can
utilize the checklist to design incentive schemes that are not only
effective in motivating participants but also uphold ethical principles
and contribute to responsible research practices.



4
DOCUMENTING THE DESIGN OF

INCENTIVE SCHEMES:
TEMPLATE AND REPOSITORY

"As for the future, your task is not to foresee it, but to enable it."

Antoine de Saint Exupery

This chapter outlines a clear method for reporting and documenting
incentive schemes for human-AI decision-making studies. We draw upon
the Incentive-Tuning Checklist and the results of the thematic analysis
to highlight items for reporting, aiming to ensure transparency and
capturing of the rationales behind incentive scheme design. We further
emphasize the importance of researchers documenting any reflections
regarding the impact of their incentive design choices.

A template is presented to standardize the reporting of incentive
schemes within research articles, potentially facilitating easier com-
parisons across studies. Additionally, a public GitHub repository is
established to serve as a central hub for documenting and exploring
incentive schemes employed for studies in published research. Finally,
we encourage open collaboration by inviting researchers to contribute
their own incentive schemes in order to help the repository grow and
benefit the research community.

55
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4.1. TOWARDS RQ3
A critical gap in the existing research landscape of human-AI decision-
making research is the apparent lack of proper documentation of the
incentive schemes that researchers employ for conducting empirical
studies. This significantly limits our understanding of the process and
its nuances. Furthermore, it poses limitations for future researchers to
replicate findings or build upon existing knowledge due to the absence
of clear and detailed explanations.

To address this, we formulated our third research question:

RQ3: How can the design of incentive schemes be documented
through a standardized process to facilitate future research in
human-AI decision-making?

The insights from the thematic analysis in Chapter 2 and the
development of the Incentive-Tuning Checklist in Chapter 3 further
fortified the need for a standardized solution that allows researchers
to effectively and comprehensively report and document the incentive
schemes that they design.

4.1.1. REPORTING ON CHECKLIST ITEMS
The application of the Incentive-Tuning Checklist can itself serve as the
documentation of the incentive design process. Here, we revisit the
items of the checklist from the perspective of reporting the incentive
design process and the final incentive scheme.

1. PURPOSE

Researchers must clearly identify and state the purpose(s) for which
they wish to employ an incentive scheme.

2. BASE PAY

Researchers should explicitly specify the base pay offered to participants
for completing the task. They must also explain the rationale behind the
chosen pay amount (e.g., platform recommendations, pilot study data,
past pricing).

3. BONUS STRUCTURE

Researchers should indicate whether bonuses were used or not, justifying
their choice. Researchers should further indicate which type of bonuses
were used (performance-based, completion-based, randomized) and
why. In case of performance-based bonuses, researchers must describe
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the metrics used to evaluate participant performance (e.g., accuracy or
task completion time) as well as how performance was translated into
pay (e.g., use of penalties, reward mapping policies).

For each aspect, researchers should briefly summarize the key design
decision and how it aligns with the identified purpose,

4. FEEDBACK

Researcher should describe the methods used to gather participant
feedback (e.g. the specific questions asked within surveys). Additionally,
they should highlight any significant or recurring themes emerging from
the feedback.

5. REflECTION

Researchers should go beyond simply reporting the design choices.
They should also report any reflection associated with the implications
of the design choices on their research findings.

4.1.2. CHALLENGES TO REPORTING
While the Incentive-Tuning Checklist provides a systematic and compre-
hensive overview of items researchers must report, some ambiguities
remain regarding the format and data presentation for reporting each
element. For example, in Section 2.4.1, we noted inconsistencies in how
base pay is reported. Examples include using "fixed amount" vs. "pay
rate," and mentioning or omitting the resulting total pay. Another area
of ambiguity identified is the use of averages vs. medians to report
resultant compensation. While both offer valid summaries of data, a
consistent approach across studies is vital.

Inconsistent reporting hinders transparency and replicability. If
researchers lack a clear framework for capturing their incentive design
choices, it becomes difficult to fully understand the context and potential
influences of incentive design. This can hinder the ability to replicate
findings and build upon existing knowledge.

4.2. A TEMPLATE
A standardized reporting template, built upon the foundation provided
by the Incentive-Tuning Checklist, can potentially address the challenges
identified in the previous section. By providing clear guidelines on
reporting and data presentation, the template can promote clarity,
consistency, and transparency in reporting the incentive design process
and decisions.
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The following template can be used to capture details regarding the
incentive scheme in the experimental design section of a research
article:

The purpose of our incentive design was to ensure [identify
primary goals]. Participants received a resultant pay of [average and
median resultant pay amount] based on a base pay rate of [base
pay per hour] and [average and median bonus payout].

The base pay was set as [amount] for completing the task to
ensure fair compensation, considering [rationale, e.g., platform
recommendations / minimum wage / past pricing / pilot study
feedback / specific task characteristic]. [Can elaborate further as
per choice].

To further [incentivize / ensure / motivate] the [identified goals] a
[performance]-based bonus structure was implemented. [Decisions
due to specific task characteristics (e.g. use of penalties because of
high perceived risk]. Maximum bonus payout was set as [amount].
Participant performance was evaluated based on [evaluation metrics
(e.g. accuracy)], calculated as [reward mapping policy]. [Can
elaborate further as per choice].

[Optional] Participants received additional bonuses for [task
specific consdirations] to encourage [desired behaviours].

[Optional] More details, survey feedback etc.

Note: It is important to acknowledge that the suggested phrases
within the template are not intended to be rigidly adhered to. Their
primary function is to illustrate the recommended structure for reporting
incentive design decisions. Researchers can adapt these phrases to fit
the specific context of their study while maintaining overall clarity and
consistency in reporting.

We notice that the template only addresses the first three items of the
checklist. Given the highly context-dependent nature of the descriptions
and discussions pertaining to the remaining items, their completion is
left to the discretion of the researchers. To this end, we make the
following recommendations:

The study design should explicitly describe the methods employed
to collect feedback during the experiment (e.g., surveys, open-ended
questions, interviews). In the results or observations section, researchers
should present the obtained feedback data.

The discussion section should include reflections on the design choices
and feedback. This may encompass insights gained from the feedback
data, its influence on the overall research findings, and potential areas
for improvement in future studies.
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4.3. A REPOSITORY
The dataset that was built for conducting the literature review,
mentioned in Section 2.2.3, is a significant corpus capturing incentive
design in existing literature. We identified that by collating and
presenting relevant items from within this dataset in a public repository,
we could create a valuable resource for future researchers. Hence,
we established a public repository on GitHub1 to promote transparency
and collaboration within incentive design for human-AI decision-making
studies.

The repository can be accessed here to view the source code or
raise pull requests: GitHub Repository.

The tabulated incentive scheme data from published articles
compiled so far can directly be viewed here: GitHub Pages.

This repository is aimed to serve as a central hub for researchers
to share and access incentive design knowledge from past published
research. It is open for public access, currently being actively populated
with the design decisions extracted from a review of the existing
literature conducted in Chapter 2.

4.3.1. SOURCE DATA
Each incentive scheme within the repository shall be documented using
a standardized JSON2 file format. This format is used to ensure
consistency and allow for easy data presentation, extraction, and
analysis. The specifications are captured here.

4.3.2. OPEN COLLABORATION
The repository will be open for contributions. Researchers are
encouraged to submit pull requests to share the incentive schemes
they design by applying the Incentive-Tuning Checklist for their studies
in the future and contribute to this valuable resource for the research
community. The repository shall be maintained and pull requests shall
be reviewed and merged periodically.

1www.github.com
2www.json.org

https://github.com/simrankaur1509/IncentiveSchemesForHAIDMstudies
https://simrankaur1509.github.io/IncentiveSchemesForHAIDMstudies/
https://github.com/simrankaur1509/IncentiveSchemesForHAIDMstudies
www.github.com
www.json.org
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4.4. DISCUSSION AND LIMITATIONS
By providing a clear outline for reporting structure, format, and data
presentation, we aspire that the template promotes clarity, consistency,
and transparency in the documentation of incentive schemes and
incentive design practices. This, in turn, can strengthen the overall
research ecosystem by fostering replicability, facilitating knowledge
sharing, and enabling researchers to build upon one another’s work.
Further, the repository has the potential to become a game-changer
for the field. By allowing open access and facilitating standardized
documentation, it can accelerate advancements in incentive design and
ultimately strengthen the quality and validity of human-AI decision-
making research.

We suspect that the primary limitation of these solutions would be
adoption. As mentioned for the Incentive-Tuning Checklist in Section
3.6.2, researchers may be hesitant to integrate these tools into their
research pipelines due to concerns regarding the time investment
associated with creating detailed documentation.

Nevertheless, we attempt to populate the repository with relevant
information regarding incentive schemes described in past literature
ourselves. This proactive effort ensures that the repository possesses
value from its inception, potentially serving as a springboard for
researchers to build upon existing knowledge. While researchers may
initially be wary of investing time in documentation, we hope that
by encountering valuable and readily accessible information within the
repository during their design process, they may subsequently see the
value in documenting and contributing their own data.

We eventually hope to create an online community around the
repository where researchers can share their designs and rationales,
ask questions, and provide feedback to one another, thereby fostering a
collaborative knowledge base.



5
CONCLUSION

This concluding chapter summarizes the key findings of this thesis on
incentive design for human-AI decision-making studies and explores their
broader implications.

5.1. SUMMARY OF RESEARCH OUTCOMES
We set out to address the challenge of understanding, designing, and
documenting incentive schemes for human-AI decision-making studies.
In Section 1.4, we detailed three research questions to guide our sci-
entific pursuit. Here, we revisit them one-by-one and discuss how our
research findings contribute towards the fulfillment of our research ob-
jectives.

RQ1: How are incentive schemes currently designed for conducting
empirical human-AI decision making studies?

By means of a thematic analysis of existing literature, we shed light
onto the current landscape of incentive design. For instance, we identi-
fied that incentive schemes have components, varying subsets of which
are used by researchers in formulating their incentive schemes. The
primary components of incentive schemes were identified as base pay
and bonuses. For these components, different trends were also ob-
served in operationalizing them, such as heuristic determination of pay
amounts. For bonuses, several sub-components were also identified, in-
cluding the amount and type of bonus. For performance-based bonuses,
performance evaluation metrics and reward mapping policies were also
identified as sub-components. Similarly, several trends regarding the
manipulation, impact, and communication of incentive schemes were
also identified. Reflecting on such observations raised several questions
regarding the design of incentive schemes, setting up future work.
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RQ2: How should incentive schemes be appropriately designed
through a standardized process for empirical human-AI decision-
making studies?

For RQ2, we argued for a paradigm shift towards a normative, stan-
dardized approach that acknowledges the unique challenges of human-
AI decision-making studies. We proposed the Incentive-Tuning Check-
list, a useful tool that can guide researchers through designing incentive
schemes for their studies. It provides a step-by-step process for incentive
design, emphasizing on the alignment of the design with research goals,
It addresses the core components of an incentive scheme, as identified
through our thematic analysis. We further offered suggestions to help
guide researchers towards determining what works best for their study,
encouraging them to consider different trade-offs and justify their design
choices.

RQ3: How can the design of incentive schemes be documented
through a standardized process to facilitate future research in
human-AI decision-making?

Following the design of incentive schemes, we embarked towards ad-
dressing the documentation of incentive schemes. We identified that it
is important for researchers to adequately report their chosen incentive
schemes in order to aid future efforts within the field of study. To facilitate
proper documentation and address RQ3, we generated a template based
on the items of the Incentive-Tuning Checklist. The template provides a
standardized way for researchers to report their incentive scheme de-
sign in their research papers. Further, we created a collaborative public
GitHub repository to facilitate easy access to the detailed incentive de-
sign decisions for studies within published articles.

5.2. IMPLICATIONS
Firstly, the thematic analysis provided valuable insights into the various
incentive design approaches employed by researchers and the diverse
discussions surrounding the role and impact of incentives. Our explo-
ration also revealed unanswered questions that demand further inves-
tigation. We promptly followed up on some of them ourselves. Thus,
our first set of outcomes had direct implications for the second step of
our work. The resultant themes and insights informed the construction
of the Incentive-Tuning Checklist, which addresses our second research
question by providing a standardized yet flexible process for incentive
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design. While some areas, like incentive manipulation and communica-
tion, remained outside this work’s scope, they offer exciting directions for
future research. By delving deeper into the still unanswered questions,
researchers could refine the approach further to create more effective
incentive schemes. Such possibilities are discussed in more detail in
Section 5.3.

The overview we provide can be a solid foundation for researchers to
delve deeper into specific aspects of incentive design. Our insights can
be a powerful lens for researchers to look into a topic, and use them
to kick-start or shape their own research and further contribute to the
field’s advancement.

Secondly, the Incentive-Tuning Checklist proposed by us offers a valu-
able foundation for researchers to design effective and intentional in-
centive schemes. By systematically encouraging consideration for the
study’s goals, incentive design aspects, participant behaviour, and po-
tential trade-offs, the checklist empowers researchers to design incen-
tive schemes that promote desired behaviours. It remains extensible
and can in the future be updated to incorporate further advancements
that might happen in the field.

The standardized approach that the checklist provides to incentive
design not only has the potential to improve data quality but it can
also facilitate comparisons across different research projects, fostering
collaboration and accelerating scientific progress in human-AI decision-
making. At the same time, the checklist acknowledges that a "one-size-
fits-all" approach might not be optimal when designing incentives for ev-
ery unique study. It offers guidance to researchers while allowing for cus-
tomization based on specific study requirements and research questions.
This, in turn, will contribute to more robust human-AI decision-making re-
search, paving the way for advancements in this rapidly evolving field.

Lastly, the template we provide for documenting incentive schemes
offers a standardized format, which presents numerous advantages. It
ensures that researchers capture all the relevant information following
the application of the Incentive-Tuning Checklist. This can make it easier
for readers to understand the intent with which incentives were designed
and their potential influence on participant behaviour and study findings.
The public-access, online repository we set up further allows researchers
to access and share detailed information about incentive schemes, in-
cluding the rationales behind design decisions. The collaborative aspect
of the repository offers several benefits. It facilitates knowledge shar-
ing as researchers can easily find existing incentive schemes relevant to
their work, making it possible to learn from each other’s incentive design
choices, accelerating progress in the field. It also fosters transparency
by allowing the community to review the incentive design decisions for
different studies.

Ultimately, we believe that that the implications of our findings are
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far-reaching. As noted above, they contribute significantly to the field of
human-AI decision-making research in several ways.

5.3. LIMITATIONS AND FUTURE WORK
Here, we acknowledge some limitations of the work presented in this
thesis, that also opens doors for future research.

Firstly, the core assumption of this thesis lies in the understanding
that incentives can influence crowdworker behaviour. While this notion is
widely supported [28, 34, 35, 135], previous research also highlights in-
stances where incentives may not have a significant effect [67]. This the-
sis did not delve into the specific conditions under which incentives might
be less or more impactful. Therefore, the extent to which the designed
incentive schemes would truly influence behaviour cannot be definitively
established. Interestingly, while conducting our thematic analysis this
very dilemma emerged as a sub-theme, but a deeper exploration of this
dynamic fell outside the scope of this work. Future research could explore
the nuances of incentive design and their potential effects on study par-
ticipants under varying conditions.
Note: We do still emphasize that incentive design remains a crucial part
of any crowdsourced study. The tools developed in this thesis to aid
this process are still valuable, at least in the context of good research
practices. By following a rigorous process that aligns study goals with
incentives and engaging in the intentional design and documentation of
incentives, researchers can ensure that they conducted their due dili-
gence.

Secondly, our focus on monetary incentives inherently limits this work
to the realm of extrinsic motivation. There is a substantial body of re-
search that acknowledges the importance of intrinsic motivations in driv-
ing crowdworker participation as well [61, 136, 137]. Future research
could investigate the interplay between intrinsic and extrinsic motiva-
tions for crowdworker behaviour, potentially revealing a more holistic
picture of what drives them.

Lastly, we briefly comment on the limitations of our methodologies,
already discussed in more detail in the previous chapters.

The thematic analysis was conducted by a single researcher. Ideally,
multiple coders would be involved to enhance the reliability and trust-
worthiness of the findings [72]. However, the scope of this thesis lim-
ited the coding team to one researcher. Further, qualitative research
inherently carries an element of subjectivity. The researcher’s back-
ground and experiences can influence the interpretation of data. How-
ever, we employed a reflexive approach, where researchers actively ac-
knowledge their position and how it might shape the analysis. Thus, we
argue that the subjectivity is a feature of the methodology of thematic
analysis, rather than a shortcoming of the research itself. However, it
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is important to acknowledge that subsequent research outputs devel-
oped in this thesis, including the checklist, template, and repository,
draw upon the findings of the thematic analysis and therefore inherit
its limitations and subjectivity. Future effort that employs a larger cod-
ing team and incorporates triangulation with other methodologies could
potentially strengthen the foundation upon which these tools are built.
Further, to ensure these tools become valuable practical resources, con-
ducting experiments and applying them on real-world research projects
is an imperative next step. The checklist and template presented within
this thesis can be considered prototype versions, and must be refined by
iterative testing and validation.

5.4. CONCLUDING REMARKS
In conclusion, this thesis has woven a compelling narrative around the
critical role of incentive design in unlocking the potential of human-AI
collaboration in decision-making. We began by unraveling the existing
research, meticulously examining the landscape of challenges and op-
portunities (Chapter 2). This understanding provided the foundation for
crafting a useful tool - the Incentive-Tuning Checklist - which aims to
empower researchers to design appropriate incentive schemes for their
studies (Chapter 3). Finally, we provided valuable reporting and doc-
umentation tools, driven by the checklist and its theoretical underpin-
nings, ensuring accessibility and potential for future refinement (Chap-
ter 4). In painting the picture for understanding, designing, and docu-
menting incentive schemes, we have advocated for a more standardized
approach to the entire incentive design process. This, in turn, can pave
the way for more reliable and generalizable knowledge in the field of
human-AI decision-making. Ultimately, this journey aims to empower
researchers to develop effective human-AI partnerships, leveraging the
strengths of both humans and machines, to achieve quality decision-
making outcomes across various domains.
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[115] A. Ćatić and J. Malmqvist. “Effective method for creating engi-
neering checklists”. In: Journal of Engineering Design 24.6 (2013),
pp. 453–475. doi: 10.1080/09544828.2013.766824.

[116] E. B. Davidow and C. King. “Developing and Using Checklists in
Practice”. In: Advanced Monitoring and Procedures for Small An-
imal Emergency and Critical Care. John Wiley Sons, Ltd, 2023.
Chap. 4, pp. 47–52. isbn: 9781119581154. doi: https://doi.
org/10.1002/9781119581154.ch4.

[117] M. Hammersley. “The issue of quality in qualitative research”.
In: International Journal of Research & Method in Education 30.3
(2007), pp. 287–305. doi: 10.1080/17437270701614782.

[118] A.-K. Dyrvig, K. Kidholm, O. Gerke, and H. Vondeling. “Checklists
for external validity: a systematic review”. In: Journal of Evalua-
tion in Clinical Practice 20.6 (2014), pp. 857–864. doi: https:
//doi.org/10.1111/jep.12166.

https://doi.org/10.1145/3377325.3377512
https://doi.org/https://doi.org/10.1111/j.1749-4486.2011.02315.x
https://doi.org/https://doi.org/10.1111/j.1749-4486.2011.02315.x
https://doi.org/https://doi.org/10.1111/j.1399-6576.2011.02590.x
https://doi.org/https://doi.org/10.1111/j.1399-6576.2011.02590.x
https://doi.org/10.1080/09544828.2013.766824
https://doi.org/https://doi.org/10.1002/9781119581154.ch4
https://doi.org/https://doi.org/10.1002/9781119581154.ch4
https://doi.org/10.1080/17437270701614782
https://doi.org/https://doi.org/10.1111/jep.12166
https://doi.org/https://doi.org/10.1111/jep.12166


Bibliography

5

81

[119] C. Andrade. “Internal, External, and Ecological Validity in Research
Design, Conduct, and Evaluation”. In: Indian Journal of Psycho-
logical Medicine 40.5 (2018). PMID: 30275631, pp. 498–499. doi:
10.4103/IJPSYM.IJPSYM\_334\_18.

[120] M. Yin, Y. Chen, and Y.-A. Sun. “The Effects of Performance-Contingent
Financial Incentives in Online Labor Markets”. In: Proceedings of
the 27th AAAI Conference on Artificial Intelligence, AAAI 2013 27
(June 2013), pp. 1191–1197. doi: 10.1609/aaai.v27i1.
8461.

[121] A. Skulmowski and K. Xu. “Understanding Cognitive Load in Dig-
ital and Online Learning: a New Perspective on Extraneous Cog-
nitive Load”. In: Educational Psychology Review 34 (June 2021),
pp. 1–26. doi: 10.1007/s10648-021-09624-7.

[122] J. Yang, J. Redi, G. Demartini, and A. Bozzon. “Modeling Task Com-
plexity in Crowdsourcing”. In: Proceedings of the AAAI Conference
on Human Computation and Crowdsourcing 4.1 (Sept. 2016), pp. 249–
258. doi: 10.1609/hcomp.v4i1.13283.

[123] J. Leppink, F. Paas, C. P. M. Van der Vleuten, T. Van Gog, and J. J. G.
Van Merriënboer. “Development of an instrument for measuring
different types of cognitive load”. In: Behavior Research Methods
45.4 (2013), pp. 1058–1072. issn: 1554-3528. doi: 10.3758/
s13428-013-0334-1.

[124] M. Klepsch, F. Schmitz, and T. Seufert. “Development and Vali-
dation of Two Instruments Measuring Intrinsic, Extraneous, and
Germane Cognitive Load”. In: Frontiers in Psychology 8 (2017).
PubMed-not-MEDLINE, p. 1997. issn: 1664-1078. doi: 10.3389/
fpsyg.2017.01997.

[125] A. Felstiner. “Working the Crowd: Employment and Labor Law
in the Crowdsourcing Industry”. In: Berkeley Journal of Employ-
ment and Labor Law 32.1 (2011), pp. 143–203. issn: 10677666,
23781882.

[126] E. van Teijlingen and V. Hundley. “The importance of pilot stud-
ies.” In: Nursing standard (Royal College of Nursing (Great Britain)
: 1987) 16.40 (June 2002), pp. 33–36. issn: 0029-6570. doi: 10.
7748/ns2002.06.16.40.33.c3214.

[127] J. Oppenlaender, T. Abbas, and U. Gadiraju. “The State of Pilot
Study Reporting in Crowdsourcing: A Reflection on Best Practices
and Guidelines”. In: Proc. ACM Hum.-Comput. Interact. 8.CSCW1
(Apr. 2024). doi: 10.1145/3641023.

https://doi.org/10.4103/IJPSYM.IJPSYM\_334\_18
https://doi.org/10.1609/aaai.v27i1.8461
https://doi.org/10.1609/aaai.v27i1.8461
https://doi.org/10.1007/s10648-021-09624-7
https://doi.org/10.1609/hcomp.v4i1.13283
https://doi.org/10.3758/s13428-013-0334-1
https://doi.org/10.3758/s13428-013-0334-1
https://doi.org/10.3389/fpsyg.2017.01997
https://doi.org/10.3389/fpsyg.2017.01997
https://doi.org/10.7748/ns2002.06.16.40.33.c3214
https://doi.org/10.7748/ns2002.06.16.40.33.c3214
https://doi.org/10.1145/3641023


82 Bibliography

[128] L. Litman, J. Robinson, and C. Rosenzweig. “The relationship be-
tween motivation, monetary compensation, and data quality among
US- and India-based workers on Mechanical Turk”. In: Behavior
Research Methods 47.2 (2015), pp. 519–528. issn: 1554-3528.
doi: 10.3758/s13428-014-0483-x.

[129] L. Wang, Y. Yang, and Y. Wang. “Do Higher Incentives Lead to Bet-
ter Performance? - An Exploratory Study on Software Crowdsourc-
ing”. In: 2019 ACM/IEEE International Symposium on Empirical
Software Engineering and Measurement (ESEM). 2019, pp. 1–11.
doi: 10.1109/ESEM.2019.8870175.

[130] “Prospect Theory: An Analysis of Decision under Risk”. In: Econo-
metrica 47.2 (1979), pp. 263–291. issn: 00129682, 14680262.

[131] S. Salimzadeh, G. He, and U. Gadiraju. “Dealing with Uncertainty:
Understanding the Impact of Prognostic Versus Diagnostic Tasks
on Trust and Reliance in Human-AI Decision Making”. In: Proceed-
ings of the CHI Conference on Human Factors in Computing Sys-
tems. CHI ’24. Honolulu, HI, USA: Association for Computing Ma-
chinery, 2024. isbn: 9798400703300. doi: 10.1145/3613904.
3641905.

[132] X. Miao, H. Peng, Y. Gao, Z. Zhang, and J. Yin. “On Dynamically
Pricing Crowdsourcing Tasks”. In: ACM Trans. Knowl. Discov. Data
17.2 (Feb. 2023). issn: 1556-4681. doi: 10.1145/3544018.

[133] C.-J. Ho, A. Slivkins, and J. W. Vaughan. “Adaptive contract de-
sign for crowdsourcing markets: bandit algorithms for repeated
principal-agent problems”. In: Proceedings of the Fifteenth ACM
Conference on Economics and Computation. EC ’14. Palo Alto,
California, USA: Association for Computing Machinery, 2014, pp. 359–
376. isbn: 9781450325653. doi: 10.1145/2600057.2602880.

[134] T. Draws, A. Rieger, O. Inel, U. Gadiraju, and N. Tintarev. “A Check-
list to Combat Cognitive Biases in Crowdsourcing”. In: Proceed-
ings of the AAAI Conference on Human Computation and Crowd-
sourcing 9.1 (Oct. 2021), pp. 48–59. doi: 10.1609/hcomp.
v9i1.18939.

[135] N. Kaufmann, T. Schulze, and D. Veit. “More than fun and money.
Worker Motivation in Crowdsourcing–A Study on Mechanical Turk”.
In: Jan. 2011.

[136] O. Nov, O. Arazy, and D. Anderson. “Scientists@Home: What Drives
the Quantity and Quality of Online Citizen Science Participation?”
In: PloS one 9 (Apr. 2014), e90375. doi: 10.1371/journal.
pone.0090375.

[137] F. Cappa, F. Rosso, and D. Hayes. “Monetary and Social Rewards
for Crowdsourcing”. In: Sustainability 11.10 (2019). issn: 2071-
1050. doi: 10.3390/su11102834.

https://doi.org/10.3758/s13428-014-0483-x
https://doi.org/10.1109/ESEM.2019.8870175
https://doi.org/10.1145/3613904.3641905
https://doi.org/10.1145/3613904.3641905
https://doi.org/10.1145/3544018
https://doi.org/10.1145/2600057.2602880
https://doi.org/10.1609/hcomp.v9i1.18939
https://doi.org/10.1609/hcomp.v9i1.18939
https://doi.org/10.1371/journal.pone.0090375
https://doi.org/10.1371/journal.pone.0090375
https://doi.org/10.3390/su11102834


A
VARIATIONS OF REflEXIVE

THEMATIC ANALYSIS
The following table briefly summarizes the different variations of reflex-
ive TA, as described by Braun and Clarke [72].

Orientation
to data

Inductive: Analysis is
data-driven, codes and
themes emerge from the
data itself.

Deductive: Analysis is
theory-driven, existing
theoretical constructs
are used to guide coding
and theme development.

Focus of
meaning

Semantic: Focuses on
the explicit meaning
of the data, ensuring
themes accurately re-
flect what researchers
have written.

Latent: Explores the un-
derlying or implicit mean-
ing within the data.

Qualitative
framework

Experiential: Focuses on
the lived experiences and
perspectives of partici-
pants within the data.

Critical: Analysis inter-
rogates and unpacks
broader meanings and
implications around the
topic.

Theoretical
frame-
works

Realist, essentialist:
Analysis aims to capture
objective truth and real-
ity as expressed in the
data.

Relativist, construction-
ist: Analysis examines
and deconstructs the re-
alities represented in the
data.

Table A.1.: Table summarizing the different variations of reflexive the-
matic analysis
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