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Abstract—In this paper, we consider the problem of designing
a distributed controller for a formation of spacecraft following a
periodic orbit. Each satellite is controlled locally on the basis of
information from only a subset of the others (the nearest ones).
We describe the dynamics of each spacecraft by means of a linear
time-periodic (LTP) approximation, and we cast the satellite for-
mation into a state-space formulation that facilitates control syn-
thesis. Our technique exploits a novel modal decomposition of the
state-space model and uses linear matrix inequalities (LMIs) for
suboptimal control design of distributed controllers with guaran-
teed H o, performance for formations of any size. The application
of the method is shown in two case studies. The first example is in-
spired by a mission in a low, sun-synchronous Earth orbit, namely
the new Dutch-Chinese Formation for Atmospheric Science and
Technology demonstration mission (FAST), which is now in the
preliminary design phase. The second example deals with a for-
mation of spacecraft in a halo orbit.

Index Terms—Distributed control, formation flying, linear ma-
trix inequalities (LMIs), periodic motion.

1. INTRODUCTION

ISTRIBUTED space systems such as satellite formations
play an ever increasing role in the design of space mis-
sions for applications such as Earth observation, communica-
tion, navigation, servicing, and exploration. These distributed
systems often call for an efficient control approach, which min-
imizes control expenses in terms of propellant, communication
bandwidth, and computational load while assuring stability and
good performance of the distributed system. Performance in this
context typically refers to the maintenance of prescribed relative
positions, velocities, and orientations.
There is a large number of publications on satellite forma-
tion flight, which has emerged over the last decade, see for ex-
ample [4], [21], [32], [37], [43], and references therein. The lit-
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erature on position control of satellite formations typically con-
siders following a nominal trajectory while minimizing propel-
lant consumption [18], [28], [40]. Furthermore, only a few re-
sults consider control design in discrete time, which is of great
importance for real-life implementation on digital controllers
(e.g., [25]). In order to enable truly autonomous and flexible
operation of formations, distributed or decentralized control so-
lutions to satellite formation flight should be considered, as has
been indicated in recent works on this topic [6], [8], [9], [20],
[31].

This paper focuses on the application of a new method
for the synthesis of distributed controllers for the efficient
station-keeping of satellite or spacecraft formations. The pro-
posed method can be implemented locally, on each single
satellite, without the need for a central processing unit that has
the complete knowledge of the state of the entire formation.
The method is based on a performance metric (the H ., norm),
which makes it especially suitable for long term station-keeping
control as it allows minimizing the propellant consumption.
Other methods, e.g., those based on artificial potential func-
tions [19], [30], [41] do not have any means of optimizing the
propellant consumptions, though they might be more efficient
for proximity maneuvers and collision avoidance. One of the
most interesting features of the method that we propose is
that the resulting controller is proven to work with guaranteed
performance for all the possible formations, regardless of the
number of elements in it. This makes it possible to have flexible
and reconfigurable formations.

A preliminary version of the method has been recently pre-
sented in [29] for the case of linear time-invariant systems. In
this paper, we show an extension of this approach that makes it
specifically suitable for spacecraft flying in any periodic orbit,
by means of a so-called “linear time-periodic” (LTP) approx-
imation of the dynamics. An LTP approach to the control of
spacecraft in non-Keplerian orbits has been described in [23].
In this perspective, this paper can be considered also as an ex-
tension of [23] to distributed formation flying.

In order to illustrate the efficacy of our approach we consider
two application examples involving satellite formation control,
the first of which is tailored to the specifications of a mission
that is currently under development, the Dutch-Chinese Forma-
tion for Atmospheric Science and Technology demonstration
(FAST) [27]. This mission features a core of two microsatellites
with sensors collecting data on atmospheric aerosols. The use
of formation flying can provide superior scientific data both in
quality and quantity with respect to what the two spacecraft
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Fig. 1. Centralized controller: all satellites need to communicate with a central
unit.

alone could deliver. The formation will, in specific mission
phases, be operated as a train and the use of standard interfaces
will allow other nations to join the train configuration, making
the size of the formation grow. This makes the efficient control
of such a train a particular challenge, and the method proposed
in this paper is able to give the mission the required flexibility.
The simulation results show the effectiveness of the controller
in keeping the formation at an affordable propellant cost. We
also present a second, more qualitative example, inspired by the
work in [23], featuring a formation in a halo orbit, which has
numerous envisioned applications in future missions [1], [2].

This paper is structured as follows. Section II briefly
presents the preliminary notions that are necessary for the
understanding of this paper. Section III contains the controller
synthesis method that is the main theoretical result of this
paper. Sections V and IV describe the two applications, the first
of which is explained in more details and focused on the FAST
mission. In Section VI, the conclusions are drawn and some
possible extensions of the method are described.

II. PRELIMINARIES

In this section we explain some basic notions that are neces-
sary for introducing the control method that is the subject of this
article. The first part is dedicated to the concepts of distributed
control and to some notions of graph theory that are relevant. We
then proceed to describe a framework for the LTP approxima-
tion of nonlinear dynamics, which allows us to use some tools
from linear control synthesis. These tools (LMIs and H, syn-
thesis) are presented in the last subsection.

A. Distributed Control

The concept of distributed control is receiving renewed atten-
tion in control theory, as it can be seen from the wide number of
papers recently published on the topic (e.g., [3], [34], or [10]).

Distributed control, as opposed to centralized control, is an
approach that aims at replacing the centralized controller with
complete knowledge of the system by means of simple, local
controllers which only have a limited information about the
whole system. Figs. 1 and 2 graphically display the differences
between the local controller concept and the centralized ap-
proach. Another goal of distributed control is not only the reduc-
tion of the complexity of the controller and the communication
links, but also to provide some flexibility by allowing reconfig-
urations or addition/loss of elements or communication lines.
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Fig. 2. Distributed controller: each satellite has a local controller which has
knowledge only of the neighbors.
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Fig. 3. Graph and pattern matrix; the stars * can be any non-zero number.

A formation of spacecraft is a set of satellites whose dynamics
are independent from each other. However, the problem of con-
trolling them must be considered as a whole because the satel-
lites share a common goal (e.g., keeping relative positions). If
we assume that each spacecraft has knowledge only of a limited
number of neighbors, then the interactions between them can be
expressed by means of a graph, where each satellite is a node
and the paths of possible information flows between the satel-
lites form the edges. Such graphs can be described by a sparse
square matrix P which we call a “pattern matrix,” with as many
columns and rows as the number NV of satellites, and for which
the element in the nth row, mth column is nonzero if and only
if the nth spacecraft can see the mth one.

In this paper, we focus on symmetric pattern matrices, which
have the property of being always diagonalizable with real
eigenvalues: this will be useful later on. Symmetric pattern
matrices represent graphs with symmetric interconnections,
where if an element a can see an element b, then b can see a as
well. Fig. 3 shows an example of a graph and its related pattern
matrix. A distributed controller, in state-space formulation,
will have state-space matrices with the same block-sparsity as
the pattern matrix, while a centralized controller will feature
no sparsity in its matrices. A useful tool for expressing the
sparsity of matrices blockwise is the Kronecker product [7] of
two matrices P € R"*™ and Q € R7**, defined as

P1,1Q P1n@

PRQ= € R™Xmk (1)

pm,lQ pm,nQ

where p, p is the element of P in the ath row and bth column.
The Kronecker product of two matrices has many interesting
spectral properties: for example, if a matrix S € R™*" diago-
nalizes P € RV*N (S~1PS is diagonal) then S ® I renders
P ® B block diagonal (where B € R™*™ and [ is the identity
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matrix). This leads to an interesting observation: if a system has
only state-space matrices of the form

M=(T®&M,)+ (P& M) 2

which means, with a block M, on the diagonal (which repre-
sents the dynamics of a satellite alone) and a block M, following
the pattern (which represents any coupling in dynamics between
the vehicles), then it is possible, through a similarity transforma-
tion, to turn the global system into a set of independent modal
or decoupled systems. In other words, M is block-diagonalized
by S ® I, which means
(S@NT'M(S®I) =

(IeM,)+ (A M) (3

where A is a diagonal matrix containing the eigenvalues of P.
It is the same as saying that the dynamics of a set of N sys-
tems which interact with each other following a pattern as in (2)
can be modally decomposed into /N decoupled systems on the
basis of the mere knowledge of the pattern matrix. The modal
systems, as in (3), are parameterized with the eigenvalues of
the pattern matrix. This allows the global control problem to
be solved as a collection of smaller problems. Moreover, if we
make sure that the resulting controllers for the modal systems
have state-space matrices that are parameterized as the right
hand side of (3) as well, then they will have the same sparsity
of the formation, and it will be possible to implement them in a
distributed fashion [29].

B. Linear Time-Periodic Model

If we consider a high-level description of a spacecraft for rel-
ative positioning purposes as a point mass with three degrees of
freedom, we can describe its unperturbed motion in a stationary
gravitational force field in general by means of a time-invariant
differential equation in its state vector x, which comprises the
coordinates of the body (in any reference system) and its ve-
locity. A solution z(¢) of such equation is a trajectory in the
state-space that satisfies the differential equation at any time ¢,
and it will depend on the initial conditions zy, which means

x = x(t, z9). 4)

A solution is called “periodic” of period 7' if it has the special
property that ©:(¢,z9) = x(t + T, z) for any ¢.

If we introduce additional forces, i.e., disturbance forces w
(e.g., solar radiation, unmodeled dynamics, etc.) and control
forces u (e.g., thrust), then the solution of the equations will
depend on these forces too, so

x = x(t, x,w,u). 5)

The purpose of a station-keeping controller is to keep the body
as close as possible to a nominal, desired trajectory, which we
call Z(t), by employing the control actions that are possible.
The nominal trajectory is the one that ideally we would have
in case the disturbance and control forces are absent, with the
correct initial conditions: Z(t) = z(t, %o, 0, 0). The presence of
external forces will change the trajectory making it drift from
the nominal one. If the nominal trajectory is stable, then the
perturbed one will not diverge too much from it, whereas if it

is unstable it will diverge quickly. If we divide the period T’
into p intervals of duration AT, we can then replace the contin-
uous-time dynamics with a discrete-time dynamics by writing,
with a little abuse of notation, T(k) in place of Z(kAT'), where
k is an integer that from now on will replace the time. It is
obvious then, due to the periodicity, that Z(k) = T(k + p).
For a body moving under no perturbation we will just have
x(k,x0,0,0) = T(k), but introducing the perturbation terms
will cause an additional term to appear: z(k, xo, w,u) = T(k)+
Ax(k). The dynamics of the perturbed part can be approxi-
mated to be linear and written in a state-space formulation, with
time-varying state-space matrices (A(k), By (k), Bw(k)), in the
following way

Ax(k+1) = A(k)Ax(k) + Bu(k)u(k) + By (k)w(k) (6)
thus making the LTP model that can be used for linear controller
design.

The goal of a controller for station-keeping of a single body
would then be to keep this perturbation part as close as pos-
sible to zero. The nominal part can be considered as “mapped”
a priori and we will neglect it from now on and consider only
the perturbation part. This part is described as we have seen by
an LTP model. In its general form, a state-space LTP model is
given by the following equations:

o(k +1) = AK)x(k) + Bo(k)w(k) + Bu(k)u(k)
2(k) = Cu(k)a(k) + D.w(k)w(k) + Deu(k)u(k) (1)
y(k) = Cy(k)z(k) + Dyw (k)w (k)

where z(k) is a generic state, and y and z are two different
outputs: ¥ is the measured output, the one that the controller can
use for determining the control action, and z is the performance
output, the quantity that the controller has to minimize. For all
the matrices M (k) in (7) it holds that M (k 4+ p) = M(k); in
the case of p = 1 we have a linear time-invariant (LTT) system.

C. Hoo Synthesis and LMIs

H~ synthesis is a well-established tool in modern control.
For a system with map G from its input w to its output z, we
define the H . norm as a measure of the worst-case gain in terms
of energy that the system can have

Gl = sup 2L ®)
utizo Tl

The Hoo synthesis problem is the problem of finding, for a
system as in (7), a feedback control law v = wu(y) that min-
imizes the H,, norm from w to z in closed loop. This is the
same as finding a controller that allows minimizing the effect
of the disturbance on the performance output (the quantity that
shall remain as close to zero as possible).

There are different ways of performing H., synthesis; the
classical approach is through Riccati equations. In this article
we focus on another approach, namely the use of LMIs [39].
The H control problem can be formulated in this context as a
convex optimization problem, so it is always possible to find the
global optimum, through the use of solvers like SeDuMi [42] or
DSDP [5], which can be used in MATLAB with the user friendly
interface provided by the Yalmip toolbox [26]. We have chosen
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to employ LMIs instead of Riccati equation as the solvers allow
constraining (or structuring) the unknowns in the LMI, and this
possibility enables us to restrict the search only for distributed
solutions to the control problem [29].

In summary, the development of our distributed control
algorithm follows these steps: we first construct the problem
of controlling a formation of N spacecraft as the control of
a state-space model that can be decomposed according to
Paragraph II-A. Then we apply the LMI-based H. synthesis to
the IV modal systems, adding the constraint that the controllers
are parameterized according to (3), using the eigenvalues of P:
this will let the resulting controller be sparse as well. Moreover,
it turns out, thanks to the property of the LMIs as convex opti-
mization tools, that it is not necessary to solve all the N LMIs
stemming from the control of all the N modal systems, but only
the LMIs corresponding to the two modal systems that feature
the maximum and minimum eigenvalues of P. This means
that the complexity of the computation does not depend on the
number of spacecraft, but only on the bounds of the spectrum
of P. The result is reported in more detail in Section III.

III. DISTRIBUTED CONTROLLER SYNTHESIS

In Section II, we have explained the main ideas that form the
base of the theoretical result of this article. Here we summarize
them in the form of a theorem.

Consider a formation of IV spacecraft (or vehicles in gen-
eral), whose identical dynamics can be described by a p-peri-
odic linear time-varying system as follows:
where z;(k), u;(k), and w; (k) are respectively the vectors con-
taining the states, the control inputs and the disturbance inputs

(€))

IEEE TRANSACTIONS ON CONTROL SYSTEMS TECHNOLOGY

of the ith vehicle, and A(k),
state-space matrices.

Let us assume that the measurements that are available for
control are given by

yi(k) = Cy(k)x wi(k)

where C,, (k) is an output matrix and D, (k) accounts for mea-
surement noise.

B.(k),and B,, (k) are time-varying

C

y (k)i (k) + Dyu (k) (10)

T

We also define z(k) = [z (k) zTg(k) oak(B)],
w(k) = [wl(K)wy (k) ... wF(R)], and y(k) =
[T (k) yE(k) ... y% (k)] . So far the dynamics of the

vehicles are decoupled. Let us now introduce a global coupling
performance index z as follows:

2(k) = (IN®Cs o (k) + P& C (k) (k) HIy © Do (k) ulk)

(11
where P is a symmetric “pattern matrix”, which has respec-
tively A and ) as upper and lower bounds for its real eigenvalues.
D, (k) puts a penalty on the use of the actuators. Notice that
the resulting dynamical system has all its matrices in the form
defined by (2), thus they can be decomposed. We look for dis-
tributed LTP controllers of the same form

Te(k+1)=(InNnQAcu(k) + P Acp(k)) zo(k)
+ (N ® Be,a(k) + P ® Bep(k)) y(k)

wk) = (In ® Cea(k) + P® Cep(k)) zc(k)
+(IN ® Deo(k) + P ® Dey(k)) y(k)

which can be decomposed as well.

Theorem 1: Let T, be the map from disturbance w to output
z of the system in (9)—(11) in closed loop with the controller
in (12). There exists a distributed (or sparse) p-periodic time-
scheduled controller of such form that stabilizes the system and
yields || T4 < 7 if there is a feasible solution for the LMIs,

12)

Pi(k+1)  Ji(k+1)  A(R)X(F) + Bu(k)Li(k)  A(k) + Bu(k)Ri(k)Cy (k)
* Hi(k+1) Qi (k) Y (k+1)A(k) + Fi(k)Cy (k)
% * X(k) + X(K)T = Pi(k) I+ S(k)T — Ji(k)
* * * Y (k) +Y (k)" — Hi(k)
Buo(k) + Bu(k)Ri(K) Dy (k) 0 '
Y (k + 1)By(k) + Fi(k) Dy (k) 0
0 X(K)TCoi(k)T + Li (k)T Do (k)7
0 C.i(k)" + Cy (k)" Ri(k)" Dzu(k)" | =0
L., Dyw(k)TR(k)TDzu(k)T
* WQI,AZ
fork=1,..., ,p, fori =1,2 ]
With Ly (k) = La(K) + ALo(K),  Ta(k) = La(k) + XLo(k),
Fy(k) = Fa(k) + AFy(K),  Fa(k) = Fa(k) + XE(F),
Qi(K) = Qulk) + AQu(K),  Qa(k) = Qu(k) +AQu (k).
Rl(k) = Ra(k) + ARb(k)7 R2(k) = Ra(k) + X-Rb(k)7
Cz,l(k) = Lz,a(k) + ALz,b(k)y Cz,Z(k) = Lz,a(k) + XLz,b(k) (13)
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shown in (13) at the bottom of the page, where X (k), Y (k),
S(k), Pi(k) = Pi(k)", Hi(k) = H;(k)", Ji(k), La(F), Ly (),
F.(k), Fy(k), Qa(k), Qu(k), Ro(k), and Ry (k) are the decision
variables. The matrices of the controller can be retrieved from
(14), shown at the bottom of the page.

Proof: The proof consists of two steps. We first prove a
general intermediate result valid for all LTP systems, and then
we specialize it to the class of systems we are considering.

Let us consider a generic p-periodic LTP system as in (7), in
closed loop with a p-periodic LTP controller

{ ze(k+1) = Ac(k)vo(k) + Be(k)y(k)
u(k) = Co(k)we(k) + De(k)y(k).

Using the performance analysis technique for periodic systems
shown in [12] together with the extended LMI parameterization
shown in [11], it follows that the system in closed loop has an
‘H~ norm strictly smaller than ~y if and only if the following
LMI condition is feasible:

15)

P(k+1) A(E)G(k B(k) 0

% G(k)+GT(k)—P(k) 0  Gk)TCME)T

* * —I D(k)"

* * * —~I

=0, fork=1,...,p (16)
where
p A(k) + Bu(k)Do(k)Cy(k)  Bu(k)Co(k
= [ ey Y Y
+ Bu(

D(k) = [Dzu(k) + Dau(k) De(k) Dyu (K)]
and Pi(k) = Pi(k)T, G;i(k) are decision variables. The ex-

tended LMI parameterization features one extra variable (G/(k))
with respect to the version in [12]. This variable is multiplied
with the state matrix A (k) instead of the Lyapunov matrix P (k)
(this will be useful later on). Condition (16) is nonlinear because
of the products A(k)G(k) and C(k)G(k), so it needs to be lin-

earized for controller synthesis. We assume that

7)

and we define

=[5 1]

Then the expression in (16) is linearized using a congruent
transformation with the matrix diag(7'(k + 1),T(k), I, 1), and
becomes

(18)

Wi(k) Wa(k) Wis(k) 0 .

* Wy(k 0 Ws(k
. 4*() I WZEI@%T -0, fork=1,....p

* * * ~2T
(19)

where the new variables that have been introduced are defined
in the equation shown at the bottom of the next page, with

(Q(k) =Y (k+1) (A(k) + Bu(k)Dc(k)Cy (k) X (k)
+V (k4 1)B.(E)Cy (k) X (k)
+Y (k4 1) By (k)Co(k)U (k) + V (k 4+ 1) A.(k)U (k)
L(k) = D.(k)C, (k)X (k) + Cc(k)U (k)
F(k) =Y (k +1)By(k)Dc(k) + V(k + 1)B.(k)
R(k) = D.(k)
L S(k) = Y (k)X (k) + V(k)U(E).

(20)

This LMI can be used for controller synthesis by solving for
Q(k), L(k), F(k), R(k), S(k), P(k), J(k), H(k), X(k), and
Y (k), and the controller matrices can be retrieved by using the
inverse of (20). This completes the first step of the proof.

For the second part of this proof, we consider the system
in (9)—(11). This system can be decomposed into a set of NV
independent “modal” systems. The decomposition is obtained
through the following change of variables:

u=(S®L, )t y= (S®Iry)g)

oo [ Xk ak) o [Y(R)T ek) w=(S®In,)w z=(S®I. )2
G(k) = [U(k) ﬂ(lc)} G = [V(k)T 5(k)} v =(S® L) @1
( find non-singular V' (k), U(k) such that U (k) = S(k) — Y (k)X (k)
D,.o(k) = Ra(k)
D.y(k) = Ry(k)
Cea(k) = (La(k) — Ra(k)Cy(k)X (k) U(k)~*
Cep(k) = (Ly(k) — Ry(k)Cy (k)X (k) U (k)1
Bealk) =V(k+ 1)1 (Fu(k) = Y(k + 1)By(k)Ra(k)) (14)
Bey(k) = V(k+ 1)  (Fy(k) = Y (k + 1) B, (k) Ry (k)
Aca(k) = =V(k+1)7"(Qa(k) = Y (k + 1) (A(k) — Bu(k)Ra(k)Cy(k)) X (k) U(k)~"
—Beo(F)Cy(K)X (K)U (k) ™t = V(k + 1) 'Y (k + 1) Bu(k)C. o (k)
Acp(k) = =V(k+ 1)1 (Qs(k) + Y (k + 1) (Bu(k)Ry(k)Cy(k)) X (k) U(K) !
=By (k)C, (B)X (K)U (k)™ = V(k + 1)~V (k + 1) By (k)C. s (k)
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where S is again the matrix diagonalizing P. Similarly to what
was shown in [29], the global system is turned into a repre-
sentation where all the state-space matrices are block-diagonal,
which is equivalent to the following set of N independent sys-
tems parameterized by the eigenvalues \; of P:

Zi(k+1) = A(k)Z;(k) + Bu(k)G; (k) + By (k)i (k)
9i(k) = Cy(k)Zi(k) + Dy (k) (k)
2i(k) = (C..a(k) + NiCo (k) 2:(k) + Do (k)a(k).

(22)
The problem of synthesizing a controller for the global system
is then equivalent to synthesizing N controllers for each of the
modal systems. In [29] it has been shown that the H,, norm
of the global system is equivalent to the maximum H., norm
of these N modal subsystems. Then, checking that the norm of
each of these systems is smaller than a certain value « is the
same as checking that the norm of the global system is smaller
than ~. This means that for the system (9)—(11), there exists a
centralized controller which yields an H ., norm strictly smaller
than + if and only if all the N independent LMIs as in (19) con-
taining the matrices in (22) have a feasible solution, solving for
a different decision variable (Q;(k), L;(k), Fi(k), Pi(k), J:(k),
H;(k), Xi(k), Yi(k), Si(k), and R;(k), for: = 1...N) in
each LMLI. In order to obtain a distributed controller of the form
(12) instead, the resulting controller state-space matrices need to
have a part that is constant over IV, and a part proportional to \;,
as in (2), so that the controllers of the modal systems are the re-
sult of the decomposition of (12). This requires the introduction
of constraints over the N LMIs: since the controller state-space
matrices are obtained from the inverse of (20) for each modal
subsystem, these constraints basically need to zero out all the
contributions that are not constant or proportional to A; (i.e.,
terms multiplying A?), exactly as it was shown in [29]. The con-
straints needed are the following: the matrices X;(k), Y;(k), and
S;(k) must be the same for all the N LMIs, and L;(k), F;(k),
Qi(k), and R;(k) must have the same structure of (2), e.g.,
L;(k) = L, + \;Ly. Matrices P;(k), J;(k), and H;(k), which
derive from the Lyapunov function of the closed-loop system,
can be left unconstrained, thanks to extended LMI parameteri-
zation of [11]. The constraints introduce coupling among the NV
LMIs, but it turns out that these are all affine in \;, meaning that
it is necessary and sufficient to evaluate only the two LMIs with
maximum and minimum J\; in order to guarantee the feasibility
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of all of them. This leads to the theorem statement, where (13)
is the resulting LMI and (14) contains the inverse relations of
(20) with constraints introduced. [ |

The theorem statement is a sufficient condition only because
of the constraints added at the end of the proof, which intro-
duce conservatism. This conservatism is reduced by the use of
the extended LMI parameterization [11] which we chose to use
instead of the baseline one in [12].

The theorem can be used to synthesize suboptimal H, con-
trollers by solving the LMI set minimizing «2. The subopti-
mality is due to the fact that the theorem offers only a sufficient
condition, in addition to the fact that a distributed controller can
only be worse than a global controller since its structure is con-
strained. One of the most important things to notice is that nei-
ther the matrix P nor the number of vehicles [V appear explic-
itly in the theorem: the only way they influence the computation
is through the maximum and minimum eigenvalues of P. This
implies that the same controller can be valid for a whole class
of formations, with different number of elements, with the con-
dition that these maximum and minimum eigenvalues do not
change (or they are bounded between the two values that are
used in the synthesis). This means that this control design ap-
proach is very flexible, as it allows both changes in the number
of vehicles as well as changes in the interconnection structure:
the only action needed is a controller reconfiguration that ac-
commodates the new pattern matrix as it explicitly appears in
the controller (12). This makes such a controller very suitable
for missions with open architectures such as the FAST mission.
The size of the LMIs does not grow with the number of vehicles
N (but it grows with the number of discretization points p that
are chosen for the LTP model).

IV. FAST MISSION

We consider an extended version of the already mentioned
FAST mission, with a number N = 10 of satellites following
one another along-track in a quasi-circular orbit (this special
configuration is referred to as a train). The satellites have di-
rect measurements of their absolute position thanks to GPS re-
ceivers [24], [35], and they exchange this information in order
to compute their relative positions with respect to their neigh-
bors. Typically the satellites would also exchange raw data, i.e.,
pseudoranges and carrier phases, and they would also have local

Wi (k) = T(k)T P(k)T(k) = [P (&) 7 i
W) =Tk " A ie = | AN en)

)
Walk) =T (G + GOT) Tk = |
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Fig. 4. Orbit of the FAST mission.

filters to determine position and velocity, but we do not consider
this aspect as we are going to develop an H ., controller that in-
cludes in itself a state estimator. The spacecraft are equipped
with thrusters which can execute impulsive maneuvers for tra-
jectory corrections.

The orbit is a sun-synchronous orbit at an altitude of 650 km
and inclination of 98° (see Fig. 4), with a period of approxi-
mately 5320 s (1 h 28" 40”).

A possible approach to this orbit could be to use the linear
Clohessy—Wiltshire equations [22] in order to describe the dy-
namics of the perturbation of the motion of each spacecraft with
respect to its own nominal circular Keplerian orbit. These equa-
tions are valid for a point-mass gravity source and spacecraft
separations that are much smaller than the distance of the ref-
erence point to the center of gravity. According to this model,
the equations describing the motion of the sth spacecraft are the
following:

%Arm =3n%Arg. + 2n%ArTi + ag,
2

2

;?ATN = —n2ArN7 +an;,

Arp = —2n%AT‘Ri + ar, (23)

7

i

where Arg,, Arp,, and Ary, are respectively the displace-
ments in the radial, tangential, and out-of-plane direction with
respect to the nominal position in the circular orbit. The con-
stant rate (or angular velocity) at which the orbit is covered is n
(also known as mean motion); ag,, ar,, and ay, are the acceler-
ations of the sth spacecraft due to either propulsion or external
disturbances. Each satellite is then modelled as a sixth-order dy-
namical system. We define [ as the order of each single vehicle,
so in this case [ = 6.

This model, as it is, would neglect the fact that low-Earth or-
bits are significantly different from Keplerian ones, mainly due
to the effects of the Earth’s oblateness, or Js effects [22]. In
fact, it is the .Jo component of the gravity field that causes the
line of the nodes to drift at the rate of approximately 0.985°/day,
making the orbit sun-synchronous. For this reason, the .J> effect
cannot be neglected, and we will use, instead of (23), an LTP
model as in (7) which takes into account this component, ob-
tained numerically as explained in Paragraph II-B. We divide
the orbit into 100 steps, and we consider a distance of 10 km

between each neighboring satellite, which allows us to assume
that the satellites are all governed by the same dynamic law (e.g.,
they are located in the same piece of the 100 orbital segments
making up the LTP model). We still consider the local orbital
coordinate frame as in (23). It is also to be taken into account
that the orbit is non-circular, so it is not covered at the same ve-
locity at all times. This causes natural oscillations in terms of
the relative positions of the satellites. It is possible to show by
means of simulations that for two satellites following each other,
along track, with an initial distance of 10 km, we will have an
oscillation of an amplitude of approximately 10 m in the relative
distance in the course of an orbit. The controller should not try
to counteract this effect (as it would be a useless waste of pro-
pellant), so this natural oscillation will be accounted for when
computing relative distances.

In order to compute the feedback controller, we formulate the
problem as a global optimization problem, introducing measure-
ment errors and disturbances, and specifying measured outputs
and performance outputs, as explained in Section II. We assume
that the satellites correct their trajectories by means of impulsive
maneuvers executed at the beginning of every segment of orbit.
The inputs to the satellites shall then be the variation of velocity
(or Av) caused by thrust, the accelerations caused by external
forces and the errors in the position measurements. The Aw is
the control input u, determined by the controller, while the ex-
ternal forces are considered disturbance inputs w and they are
assumed to be unknown and uncontrollable (and they are as-
sumed to be constant during each orbit segment). The outputs
are the relative and absolute positions of the satellites. Again
we will define as measurements (or outputs used for control)
the signals y that the controller can monitor in order to decide
its control actions; whereas we will have also performance out-
puts z, which are the error signals that the controller will try
to minimize. In this case, the measurements are the absolute
positions of the satellites (coming from GPS receivers), while
the performance outputs are given by the errors in the relative
positions. As the controller must also minimize the propellant
consumption, the Av caused by thrust will be considered as a
performance output as well.

Once these signals have been defined, the system of NV satel-
lites in formation can be formulated as follows:

z(k+1)=1In @ A(k)x(t) + In @ B, (k)w(k)

+In @ Bu(k)u(k)
y(k) = In ® Cyz(k) + In ® Dyww(k).

(24)

In this last equation, = € R™! is the vector containing all the
states of all the satellites; we will call z; the vector containing
the [ = 6 state variables of the i'" satellite. The states comprise
the variations with respect to nominal position and nominal ve-
locity in the three directions. There are N1, control outputs and
Nr, performance outputs, which are respectively in the vectors
y € RN™ and z € RN"v. There are also N'm,, control inputs
(the signals that the controller produces) to the system, stored
in the vector u € RN™u; the disturbances are in the vector
w € RN™w_ We define the disturbances as follows:

qnN; Wq]T
(25)

wi=[pr, W, pr,W, pnW, arW, ar,W,
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where p, represents the disturbance accelerations in the three
directions and g, represent the measurement noise to be added to
the output of the GPS receiver. Such disturbances have different
units, that is why two weighting constants W, and W, have been
introduced in order to have that p, and ¢,, without weights, can
be considered as dimensionless, homogeneous, random noise.
The control inputs are simply the Av’s in the three directions
due to the impulsive maneuvers, namely
uNz‘]T = [AvRi AvTi AvNi]T

u; = [ug, ur, (26)

As measurement output we define the following:

vi=lyr, yr. yn]"
= [Arg, + qr, Wy  Arp, + qr,WeAry, + g, Wq]T 27

where the three y, are the absolute positions corrupted by the
measurement noise.

Before defining the performance output, let us point out that
the dynamics of each single satellite is independent from the
other ones, so it turns out that all the state-space matrices in
(24) are block diagonal, with identical diagonal blocks. The per-
formance output, generated by the matrix that we call C., in-
troduced cross coupling: since we aim at maintaining the rela-
tive positions of the satellites, then it must contain off-diagonal
terms that allow calculating the differences between the posi-
tions of neighboring spacecraft. This cross-coupling implies that
the control synthesis problem cannot be approached anymore by
considering every satellite as independent from the other.

As shown in Paragraph II-A, the system can be brought back
to a collection of smaller, independent systems of order [ if such
matrix can be written as

C.(k) = IN®C.a(k) + P @ C. (k) (28)
where P € RY*Y is a diagonalizable “pattern matrix” that
describes the cross-coupling between the subsystems; Iy is the
identity matrix of order N. We can formulate the performance
output in such a way that it contains the relative positions (as our
goal is minimizing them) and at the same time can be expressed
by means of a symmetric, spectrally bounded pattern matrix.
For example, if we choose the following indices for the radial,
tangential and out-of plane displacements:

for: =1
—3ATe_, + Are, — 1Ar,,, for2<i<n—1
fore=n

Az,, =

(29)
then it can be easily seen that this output can be obtained with
the following pattern matrix:

. . -
i -1 0 o 0 0
-z 1 -1 0 0 0
1 1
o -1+ 1 -1 0 0
P= : SR R U
1 1
0 0 -3 1 -3 0
0 0 o -+ 1 -1
L0 o 00 -5 b
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with C, , =0, C. 3, = C (where C is just a matrix that selects
the positions of the satellites as outputs). The matrix P is a sym-
metric graph Laplacian, and it can be proved as a consequence
of the Perron—Frobenius theorem of linear algebra that its eigen-
values are real and confined between O and 2 regardless of its
size, i.e., the number of elements in the formation (see [14] for
details). The controller can thus be computed for virtually any
formation size, with always the same level of guaranteed per-
formance.

With such choice of P, the performance output z can be
chosen as the following:

z:P@[C}w+RIN®[O}u. (3D

0 I3

In this way, both the errors and the control effort are considered
as a cost. Again, the z,, and the u,, are heterogeneous, but be-
come commensurable thanks to the weights. The scalar param-
eter R is the penalty on control effort. This R can be thought
of as a design parameter that allows trading off relative position
performances with fuel savings: a higher value of R will gen-
erate a controller that minimizes propellant consumption, while
a smaller R will result in more accurate relative positioning.

At this point, the method shown in Section III can be applied.
Thanks to the sparsity of the pattern matrix in (30), this con-
troller will be implementable as a distributed controller made
of local controllers located in each satellite; each of these con-
trollers needs to know only the position measurements of the
satellite where it is located, and the ones of the satellites pre-
ceeding and following, together with their controller states.

In order to perform the synthesis, it is also necessary to choose
the design parameters that have been described earlier in this
section. This data can be determined from the mission specifi-
cations [16], or otherwise estimated with empirical criteria. The
weights W, and W, are chosen such as to represent the normal
value of disturbance accelerations and measurement noise; we
assume W, = 10~7 m/s? ([33] mainly due to aerodynamic
drag) and W, =2 m (standard deviation of GPS measurements).
We computed controllers for different values of R and we chose
R = 100 as best compromise.

We simulated the effect of the chosen controller on 6000 or-
bits (approximately 1 solar year). One of the parameters that we
consider is the total Awv that the satellites need, in order to see
whether the propellant consumption is feasible or not. It is pos-
sible to translate the Awv requirements into propellant require-
ments with Tsiolkovsky’s rocket equation [36]:

Av = gol,,In <M)
mo

(32)

where go is the standard acceleration of gravity (9.81 m/s2),
I, is the specific impulse of the thruster, my is the satellite’s
dry mass and m,, is the total propellant mass. In this way, it
is possible to compute the propellant that is needed (in terms
of fraction of the total satellite mass) in order to maintain the
formation for one year. The results of the simulation are shown
in Table L.

The H . norm of the closed-loop system is a parameter that
does not say much if considered alone; it has been included in
the table in order to compare it with the value that we would
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TABLE I
DISTRIBUTED CONTROL OF THE FORMATION: PARAMETERS AND RESULTS OF
THE FIRST SIMULATION

Hoo norm of closed loop system 5.47 - 1072
Awv needed for 1 year 251.5 m/s
Fraction of propellant (cold gas thruster, Isp = 70 s) 30.69 %
Fraction of propellant (hydrazine thruster, Isp = 230 s) 10.56 %
Average error in relative positions 0.72 m
Maximum error in relative positions 3.35 m

TABLE II
DISTRIBUTED CONTROL OF THE FORMATION: RESULTS OF THE FIRST
SIMULATION WITH ON/OFF CONTROL

Threshold 5 m

Av needed for 1 year 24.5 m/s
Fraction of propellant (cold gas thruster, Isp = 70 s) 3.51 %
Fraction of propellant (hydrazine thruster, Jsp = 230 s) 1.08 %
Average error in relative positions 1.18 m
Maximum error in relative positions 5.66 m

TABLE III
DISTRIBUTED CONTROL OF THE FORMATION: RESULTS OF THE SECOND
SIMULATION WITH ON/OFF CONTROL

Threshold 10 m

Av needed for 1 year 15.3 m/s
Fraction of propellant (cold gas thruster, Is, = 70 s) 2.20 %
Fraction of propellant (hydrazine thruster, /s, = 230 s) 0.67 %
Average error in relative positions 4.31 m
Maximum error in relative positions 14.32 m

get if we synthesize a centralized controller, for example with
the method in [23]. The H ., norm for the centralized controller
is 5.28 - 1072, which is only 3.4% lower: this means that the
distributed approach does not result in a significant loss of per-
formance. The consumption of propellant is high but acceptable
for both thruster options.

In order to evaluate possible means of reducing the propellant
consumption, we have carried out other simulations where each
satellite uses its thrusters only if its relative position with respect
to its neighbors has an error that exceeds a certain threshold.
Keeping the propellant consumption low is a critical issue in
space flight, and this method is a common practice that allows
the controller to use a smaller effort, resulting though in bigger
average error.

We simulated the formation for two different values of the
threshold; the results are shown in Tables II and III; for the
second simulation, the error and cumulative Av for each satel-
lite are shown (only for the first 100 orbits) in Figs. 5 and 6,
respectively.

As could be predicted, the introduction of the threshold
dramatically decreases the propellant costs; the higher the
threshold, the higher the savings, at the cost of higher inac-
curacy. It is also possible to notice some chattering in Fig. 5
due to the on/off nature of the controller, but in this example
we observe that stability is not compromised. This simulation
shows the feasibility of the mission concept and the possibility
of keeping the formation operational for one or more years.

——average relative error
maximum relative error

error (m)

0 10 20 30 40 50 60 70 80 90 100
orbits

0 i i i i

Fig. 5. Errors in the relative positions of the satellites in the formation, for the
second simulation with on/off control. The controller is turned on only if the
relative position error exceeds 10 m.
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orbits

Fig. 6. Cumulative Av employed during the course of 100 orbits, for the
second simulation with on/off control. Every line represents the consumption
of one of the ten satellites; the functions increase in steps due to the on/off
nature of the controller, caused by the use of the threshold (10 m).

V. FORMATION IN A HALO ORBIT

The use of satellites in Lagrangian point orbits has been of
practical interest for a considerable time [13]. Future missions
also envision the possibility of formations of spacecraft in prox-
imities of Lagrangian points in order to perform far-range as-
tronomy [15]. For this reason we show the applicability of the
control method also to formations located in halo orbits. We
consider the circular restricted three body problem for an ob-
ject moving in the Sun-Earth system. The motion of a body in
such a situation is described by the following differential equa-
tions:

X:Zn}.’—i—g—g
V= —omX + % (33)
7 — U

A

where X, Y, and Z are the coordinates of the spacecraft, n is
the angular velocity of the revolution of the Sun-Earth system
and U is the combined gravitational and centrifugal potential,
defined as

1 G
U= —nz(X2+Y2)+ mi n
2 T1 T2

sz

(34)
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x  Projections of the Lagrangian point on the orthogonal planes

Fig. 7. Halo orbit around the L, point of the Sun-Earth system (axes in non-
dimensional units).

Fig. 8. Communication structure of the graph representing a nine-element
Golay formation.

with G the universal gravitational constant, m; and mo the
masses of the Sun and the Earth, and r; and 7 the distances of
the spacecraft with respect to these two celestial bodies. We will
not describe the problem in more detail, since it is standard and
well-known, the interested reader can consult [44] for further
details. We considered the equations in their non-dimensional
form, and a shooting method was used for finding numerically
a periodic orbit around L, which is shown in Fig. 7.

We discretized the orbit in 200 different points in order to
obtain numerically an LTP model. We consider a formation of
spacecraft in a nine-element threefold symmetric Golay array
[17] which might be a reasonable choice for a synthetic aper-
ture space telescope. The shape of the formation is shown in
Fig. 8, where the dashed lines indicate the allowed communica-
tion links. The performance index z is a weighted sum of rel-
ative positions and actuator effort as in the previous example.
Constructing the pattern matrix P related to this graph as a sym-
metric graph Laplacian, we have again, thanks to the Perron-
Frobenius theorem, that its real eigenvalues \; are such that
0< A\ <2
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Halo orbit

O  Starting points

®  Formation at intermediate points
—— Trajectories

Fig.9. Motion of a controlled formation of spacecraft in an L, halo orbit (only
a part of it is shown). The relative distances between the spacecraft have been
exaggerated in order to make them visible (figure is not to scale).

We also assume that the spacecraft are all following the same
orbit close to each other, so the same dynamic law holds for all
of them.

Fig. 9 shows the results of the simulation, where it can be seen
how the spacecraft from a random initial position eventually get
torecover the correct shape. We stress again that communication
is needed only among nearest neighbors in the formation. The
results of this simulation are to be taken mainly qualitatively and
they show the efficacy of the control in stabilizing the formation
in a complex situation like an unstable orbit around a Lagrangian
point.

VI. CONCLUSION

In this paper we have shown a new approach for the control
of spacecraft formations in periodic orbits. We have shown by
means of examples that the new method makes it possible to
have controllers with performance quite close to the centralized
theoretical H, optimum and at the same time to allow flexi-
bility and a distributed architecture.

The method is based on the LMI tools for control synthesis, so
it can be extended to accommodate other requirements that are
managed by such methods, for example robustness issues with
respect to model uncertainties. Another possibility is to use mul-
tiobjective optimization [38], that would allow minimizing the
propellant consumption while keeping the positioning accuracy
within certain bounds.

In this paper, we have shown only applications to position
control of the spacecraft in the formation, but it is possible to
extend the use of the controller synthesis method shown here
also to the station keeping of the relative attitude, if a linearized
dynamics around the nominal position is used.
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