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of halogen doping
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E-mail: m.wagemaker@tudelft.nl

Abstract

DFT MD-simulations were performed on cubic and tetragonal Na3PS4. The MD-

simulations show that the Na-conductivity based on the predicted self-diffusion is high

in both the cubic and tetragonal phase. Higher Na-ion conductivity in Na3PS4 can be

obtained by introducing Na-ion vacancies. Just 2% vacancies results in a conductivity

of 0.2 S/cm, which is an order of magnitude larger than the calculated conductivity

of the stoichiometric compound. MD-simulations of halogen doped cubic Na3PS4 sug-

gest a practical route to introduce vacancies, where Br-doping is predicted to result in

the highest bulk conductivity. Detailed investigation of the Na-ion transitions during

the MD-simulation reveals the role of vacancies and phonons in the diffusion mecha-

nism. Furthermore, the orders of magnitude difference between the MD-simulations

and experiments suggest that macroscopic conductivity can be significantly increased

by reducing the grain boundary resistance.
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Introduction

Nowadays the application of Li-ion batteries is widespread, powering mobile phones, lap-

tops and electric cars. With the current growth rate the world’s lithium resources could

be depleted within 65 years,1 not yet considering the potential use of Li-ion batteries for

large-scale storage of renewable energy sources. Already decades ago the larger sodium

abundance has motivated the development of materials for Na-ion batteries.2–5 Especially

for static large scale application, as required for the storage of renewable energy, the lower

costs of Na-batteries may outweigh the lower energy density.2 Both for Li-ion and Na-ion

batteries the flammability of liquid electrolytes poses a safety risk encouraging the develop-

ment of solid electrolytes.6–9 An additional advantage of solid electrolytes is a potentially

higher percentage of active material in the battery increasing the specific energy density, the

ability to develop versatile geometries,10 and stability in excess of 10000 cycles.11 At present

Na-ion solid state batteries, applied for static large scale storage, typically use β”-alumina

as solid electrolyte operating at temperatures above 270◦C.4 For this material conductivities

between 0.1 and 0.001 S/cm have been reported at room temperature.4 However, the syn-

thesis of β”-alumina requires temperatures above 1200◦C, and even higher temperatures to

lower the grain boundary resistance, making these systems inherently expensive. Recently

Udovic et al.12 have reported on Na2B12H12, which is synthesised more easily, resulting in

conductivities in the order of 0.1 S/cm above 270◦C, however, with a relatively low room tem-

perature conductivity of 10−6 S/cm. Sulphur based Na-ion solid electrolytes offer promising

room temperature conductivities,13 of which glass-ceramic Na3PS4 doped with Si currently

has the highest reported conductivity reaching 7.4 ∗ 10−4 S/cm at room temperature.14 The

tetragonal phase of Na3PS4 has been known as a sodium-conductor for more than 20 years.15

Na3PS4 has gained renewed attention since Hayashi et al.13 synthesised a room temperature

stable glass ceramic phase showing a Na-conductivity of 2 ∗ 10−4 S/cm. Since then the

highest reported conductivities for this material are 4.6 ∗ 10−4 S/cm,16 and 7.4 ∗ 10−4 S/cm

with 6% Si-doping.14 Although high conductivity is an important prerequisite for electrolyte
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materials, good electrolyte-electrolyte and electrode-electrolyte contacts are an additional

prerequisite for efficient charge transport in solid state batteries. For Na3PS4 it has been

shown that good electrode-electrolyte contact can be obtained using cold pressing,13 in con-

trast to β”-alumina that requires sintering at 1800◦C to obtain good solid-solid contacts.13

Yubuchi et al. demonstrated that Na3PS4 can be prepared via a liquid-phase reaction,17

which can lead to even better electrode-electrolyte contacts.

The present work aims at revealing the diffusion mechanism in Na3PS4, based on which

potential routes to increase the Na-ion conductivity are investigated by modelling the diffu-

sion employing density functional theory (DFT) molecular dynamics (MD) simulations. For

both the cubic and tetragonal phases of Na3PS4 high bulk self-diffusion is predicted, in both

phases uncovering a vacancy mediated Na-ion transport mechanism. The modelling indi-

cates that increasing the amount of vacancies, for instance achieved by halogen doping, may

further enhance the Na-ion conductivity of this promising Na-ion solid electrolyte material.

Methods

DFT-calculations were performed using the GGA approach with the PAW-PBE basis set of

VASP18 and a cut-off energy of 280 eV. For the minimisation of Na3PS4 a single unit cell

was used, and a k-point mesh of 4x4x4. For the minimisation of the other compositions a

2x2x2 super cell was used, with a k-point mesh of 2x2x2. For all the MD-calculations a

2x2x2 super cell was used, and a k-point mesh of 1x1x1 was used to reduce calculation time.

The time between MD-steps was 2 femtoseconds, and the total simulation time was between

40 and 100 picoseconds. The MD-simulations were performed in the NVT-ensemble, with

velocity scaling at every time-step. In all cases an equilibration time of 2.5 picoseconds was

applied, to allow the system to reach equilibrium during the MD-simulations. Based on

the MD-simulations the jump rates between the different crystallographic sites in the cubic

crystals has been determined. To locate the crystallographic position of a Na-ion during the
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MD-simulation the distance of a Na-ion to crystallographic distinct Na1(6b) and Na2(12d)

sites was calculated. If the distance between the Na-ion and a crystallographic position is

smaller than 1/8 of the unit cell length (∼ 0.875 Å), corresponding to half the distance

between neighbouring Na1- and Na2-sites, the Na-ion is assigned to the crystallographic

position. In this way the crystallographic position of each Na-ion during the MD-simulation

is known, and any transition towards another site can be distinguished.

Results

For Na3PS4 two crystal phases are known, a tetragonal phase,15 and a cubic phase.19 How-

ever, the differences between the two phases are small, the tetragonal phase being tetragonal

distorted with respect to the cubic phase. The tetragonal phase of Na3PS4 crystallises in

the space group P4̄21c (no. 114) with lattice parameters a = 6.9520 Å and c = 7.0757 Å,15

while the cubic phase of Na3PS4 crystallises in the space group I4̄3m (no. 217) with lattice

parameter a = 6.9965 Å.19 The largest difference between the lattice parameters is 1.1%,

and the volume difference is less as 0.2%. The only significant difference is in the positions of

the Na-ions. In the tetragonal cell the cubic Na1(6b)-site splits into two Na-ion sites Na(2a)

and Na(4d), where the latter is shifted approximately 0.5 Å with respect to its position

in the cubic phase. For the cubic phase Na2(12d)-site occupancy is reported,19 which are

positioned between the Na1(6b)-sites, but present energy minimisations of this structure

indicate that the Na2(12d)-sites are not stable. For both phases conductivities in the order

of 10−6 S/cm have been reported in case of poor inter-particle contacts.15,17 When the two

phases are prepared in a similar way the two phases show similar conductivities.20 Going

from crystalline to glass-ceramic samples for the cubic phase results in a 30 times higher con-

ductivity,19 which if applicable to the tetragonal phase also should make Na-conductivities

in the order of 10−4 S/cm possible. To test whether the small differences in crystal structure

of the cubic and tetragonal phase have an influence on the Na-diffusivity MD-simulations
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(a) (b)

Figure 1: (a) The unit cell of cubic Na3PS4, the P, S, Na1(6b)- and Na2(12d)-sites are
represented by purple, yellow, red and orange, respectively, the proposed Na-pathway19 is
shown with arrows. (b) The unit cell of tetragonal Na3PS4, the P, S, and Na-sites are
represented by purple, yellow, and red, respectively.

where performed on both phases. As a starting point for the calculations on the cubic phase

the crystal structure reported by Tanibata et al.19 was used, shown in Figure 1a. Relaxation

of the reported structure, including a mixed Na1/Na2 occupancy,19 resulted in migration

of the Na-ions on the Na2(12d)-sites towards the nearest vacant Na1(6b)-site. Apparently,

at zero Kelvin in stoichiometric Na3PS4 Na-ion occupancy of the Na2-site is unstable in

comparison to the Na1-site, therefore further energy minimisations were performed with all

Na-ions occupying the Na1-sites. For the tetragonal phase the crystal structure reported

by Jansen et al.15 was used as a starting point, shown in Figure 1b. After minimisation

the energy of the tetragonal structure is 2 meV/atom lower compared to the energy of the

cubic structure, in close agreement to the value of 5 meV/atom recently reported.21 The

lower energy of the tetragonal phase is consistent with experiments that have shown that

the tetragonal structure is the stable phase at low temperatures, and that the cubic phase is

more stable at high temperatures.13 The only significant difference between the two phases

at the start of the MD-simulations is the 0.5 Å displacement from the center of each face of

2/3 of the Na-ions in the tetragonal phase. The slightly different Na-positions do not lead
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to significant differences in the Na-ion distributions during the MD-simulations, as shown

in Figure 2. In Figures 2a and 2b the Na-ion distribution during a 100 ps. MD-simulation

for stoichiometric Na3PS4 are shown, reflecting almost no Na-ion mobility between different

Na1(6b)-sites at the time-scale of the MD-simulation. The Na-ions mostly vibrate around

their original positions, and no transition paths between neighbouring Na-sites are observed.

Calculations on defect formation energies in the closely related compound Na3PSe4 have

shown that the formation energy of Na-vacancies is two times lower than formation energies

of other common defects.22 This in combination with the small amount of impurities present

in the starting compounds14,16 suggests that small amounts of Na-vacancies are present in

Na3PS4, the impact of which will be investigated by introducing Na-vacancies in the MD-

simulations. When 1 Na-atom is removed from the 2x2x2 super cell, corresponding to a

composition of Na2.94PS4, the Na-ion mobility increases drastically as demonstrated in Fig-

ures 2c and 2d. For both the cubic and tetragonal phases the Na2.94PS4 composition shows

a broad Na-ion distribution around the Na1(6b)-sites, which are interconnected through

the Na2(12d)-sites, consistent with the proposed pathway based on the Maximum Entropy

Method applied to powder XRD data.19 The effect of the vacancy concentration on Na-ion

conductivity was studied by systematically varying the vacancy concentration as shown in

Table 1. For all stoichiometries NaxPS4 with x <2.94 the super cell was optimised resulting

in minor changes of the lattice parameters, all within 1% from the experimental value. For

both phases the crystal structure became unstable during MD-simulations at the composi-

tion of Na2.25PS4, indicating the maximum vacancy concentration that can be achieved while

keeping the stable crystal structure is less than 25%.
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(a) (b)

(c) (d)

Figure 2: The Na-distribution during a 100 ps. MD-simulation at 525 K for (a) cubic Na3PS4,
(b) tetragonal Na3PS4, (c) cubic Na2.94PS4, and (d) tetragonal Na2.94PS4.
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Diffusivity

From MD-simulations the tracer diffusivity (D∗) can be calculated using the definition for

the tracer diffusion coefficient:23

D∗ =
1

N2d

N∑
i=1

(
dri(t)

dt

)2

(1)

whereN is the total number of diffusing particles, d the dimensionality of the diffusion path (3

in this case), dt the simulation time, and dri(t) the displacement of a single diffusing particle.

By using the Nernst-Einstein equation the diffusivity can be related to the conductivity (σ):24

σ =
ne2z2D

kT
(2)

where n is the particle density, e the elementary charge, z the ionic charge, D the diffusivity,

k is Boltzmann’s constant, and T the temperature in Kelvin. The results shown in Figure 3

Figure 3: The MSD of Na during simulations with different compositions of NaxPS4 for the
cubic phase at 525 K.
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Table 1: Na-diffusivity and -conductivity for different compositions of NaxPS4 at 525 Kelvin
based on the tracer diffusivity.

Composition Phase D∗ σ∗

(∗10−6 cm2/sec) (S/cm)

Na3PS4
cubic 0.3 0.02

tetragonal 0.1 0.01

Na2.94PS4
cubic 3.3 0.20

tetragonal 2.3 0.14

Na2.88PS4
cubic 5.0 0.30

tetragonal 5.4 0.33

Na2.75PS4
cubic 5.0 0.29

tetragonal 8.1 0.47

Na2.50PS4
cubic 8.0 0.42

tetragonal 8.2 0.43

and Table 1 show that introducing vacancies has a large influence on the conductivity. This

is illustrated by comparing the Na-densities for Na3PS4 and Na2.94PS4 in Figure 2 where a

vacancy concentration of 2% (Na2.94PS4) shows to have a large impact on the Na-diffusion.

This is reflected by the large increase in the MSD when vacancies are introduced, for the

cubic (Figure 3) as well as the tetragonal phase (Figure S1). Without vacancies the conduc-

tivity in the cubic and tetragonal phase are 0.02 and 0.01 S/cm, respectively, while a vacancy

concentration of 2% (Na2.94PS4) results in an order of magnitude larger conductivity of 0.20

and 0.14 S/cm for the cubic and tetragonal phase respectively. Further increasing the va-

cancy concentration to 17% (Na2.50PS4) raises the conductivity to 0.42 and 0.43 S/cm for the

cubic and tetragonal phase respectively. For the glass ceramic cubic Na3PS4 experimental

conductivities in the order of 10−4 S/cm have been reported.13,14,16,25 The results from the

MD-simulations are two orders of magnitude higher in both phases. However, the experimen-

tally measured macroscopic bulk conductivity includes diffusion over the grain boundaries

and the electrode-electrolyte interface. Recently Nose et al. have shown that improving the

contact between Na3PS4 particles can increase the conductivity by a factor of 2.26 The 30

times increase in conductivity between crystalline and glass-ceramic samples13 also indicates
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that diffusion over grain boundaries is more sluggish than bulk diffusion in Na3PS4. This

indicates that the large differences between simulated and experimental conductivities are

primarily caused by grain boundary and interface resistivity. This suggests that improving

the contacts between Na3PS4 particles could significantly increase the performance of elec-

trolytes of this material. Although there are differences in the conductivities of the cubic and

tetragonal phases, these are small and of the same order of magnitude as the error margin

in the MD-calculations. The results shown in Figure 2 and in Table 1 predict that the cubic

and tetragonal phases are equally good Na-ion conductors, and that the properties relevant

to Na-diffusion are similar in both phases. This was confirmed by comparison of the mean

jump rates and activation energies of the two phases, shown in the supporting information

(Table S1). For brevity we will only describe the results for the cubic phase in the rest of

this article.

Temperature dependence

The temperature dependence of the Na-ion diffusion was investigated by performing MD-

simulations between 300 and 525 Kelvin for cubic Na2.94PS4 and Na2.50PS4. For Na2.94PS4

increasing the temperature showed to have a small effect, with the conductivity increasing

from 0.17 S/cm at 300 K to 0.20 S/cm at 525 K. The effect of temperature is larger for

Na2.50PS4, the conductivity went from 0.27 to 0.42 S/cm when increasing the temperature

from 300 to 525 K. Because the lattice expansion with increasing temperature was not taken

into account a MD-simulation with increased lattice parameters was also performed. The

thermal volumetric expansion coefficient of Na3PS4 is unknown, however, for the related

compound γ-Li3PS4 the volume expansion has been measured to be approximately 1.2%

upon heating from 297 to 543 Kelvin.27 Based on this we assume that the thermal volumetric

lattice expansion of Na3PS4 is also small. Therefore MD-simulations were performed with 1%

increased lattice parameters (3% volume expansion) for cubic Na2.50PS4 and Na2.94PS4 at 525

K. The expanded lattice resulted in an increased conductivity, for Na2.94PS4 σ
∗ amounting
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10% and for Na2.50PS4 σ
∗ amounting 17%. Clearly, the lattice expansion upon increasing

temperature has a significant effect on the conductivity.

Detecting transitions

Using the method described in the Methods section jumps between distinct crystallographic

Na-sites can be extracted from the MD-simulations. Using equation 3 the mean jump rate

(τ) of the Na-ions can be determined:

τ =
J

Nt
(3)

where J is the number of jumps between Na-sites, N the number of Na-ions in the super

cell, and t the total simulation time. The mean jump rates for Na1→Na1-transitions and

Na1→Na2-transitions are shown in Table 2. The most striking observation is the order of

magnitude difference between the Na1→Na2 and Na1→Na1 mean jump rates, even when

vacancies are present. This implies that in more than 90% of the cases a Na1→Na2 transition

is followed by a backward Na2→Na1 transition, thus not contributing to (macroscopic)

diffusion. Transition state theory can be used to calculate the activation energy (∆EA)

with:28

∆EA = −kT ln(
Γ

v0
) (4)

Where Γ is the hopping frequency and v0 is the attempt frequency. Since macroscopic diffu-

sion is caused by the Na1→Na1 transitions the Na1→Na1 jump rate is used as the hopping

frequency and the Na1→Na2 jump rate as the attempt frequency. Although it is possible

to determine the attempt frequency based on the lattice vibrations,29 this is not a trivial

procedure, and typically it is assumed to be on the order of 1013 sec−1.23 With the method of

detecting transitions used at present, estimating the attempt frequency is straightforward,

assuming the position of the transition state is known and sufficiently separated from the

starting state and final state. In this case the attempt frequency is 12 to 25 times smaller
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than the typically assumed 1013 sec−1, where the latter would lead to severe overestima-

tion of the activation energy. Table 2 shows that the introduction of vacancies results in

Table 2: Mean jump rates for the Na1→Na1-transition, mean jump rates for the Na1→Na2-
transition, and the activation energy for Na1→Na1-transitions for different compositions of
the cubic phase at 525 K.

Composition mean Na1→Na1 jump rate mean Na1→Na2 jump rate ∆EA Na1→Na1
(*1010 sec−1) (*1010 sec−1) (eV)

Na3PS4 0.09 41.56 0.28
Na2.94PS4 1.57 50.10 0.16
Na2.88PS4 3.28 60.60 0.13
Na2.75PS4 5.83 63.27 0.11
Na2.50PS4 7.97 79.38 0.10

an increased mean jump rate for both transitions. However, upon introducing 2% vacan-

cies the mean Na1→Na1 jump rate increases by a factor of 17, while the mean Na1→Na2

jump rate only increases by a factor of 1.2. This effect is reflected in the activation energies

for Na1→Na1 transitions, which show a reduction of 0.12 eV on going from no vacancies

(Na3PS4) to 2% vacancies (Na2.94PS4). By adding more vacancies the activation energy de-

creases further, although the effect per vacancy becomes smaller. Experimentally activation

energies between 0.20 and 0.28 eV have been reported, depending on the preparation pro-

cedure,14,16 with more crystalline phases showing lower activation energies. The activation

energies from the MD-simulations are very similar to the experimentally determined values,

where the activation energy of Na3PS4 corresponds to the highest experimental value, and

the activation energy based on 2% Na-vacancies is close to the lowest experimental activa-

tion energy. Using the mean jump rates the diffusivity (DJ) can be calculated using the

Einstein-Smoluchowski equation:

DJ =
τa2

2d
(5)

Where τ is the mean jump rate, a is the distance between the sites (3.5 Å between Na1(6b)-

sites), and d is the number of dimensions of the diffusion pathway. Since only the Na1→Na1-

transitions contribute to macroscopic diffusion, the diffusivity is calculated based on the mean
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jump rate of this transition. Using Equation 2 the conductivity based on the mean jump

rates (σJ) can also be calculated. When comparing the conductivities in Figure 4 significant

Figure 4: The conductivity, based on the tracer conductivity (σ∗) and on the mean Na1→Na1
jump rate (σJ), versus vacancy concentration for the cubic phase at 525 K.

differences are observed between the conductivities based on the tracer diffusivity and the

mean jump rate. This can be explained by the back and forth transitions that contribute to

the jump rates, thereby increasing the conductivity, whereas for the calculation of the tracer

diffusivity these cancel out. This can be quantified by the correlation factor (f), which is

defined as f = D∗

DJ
.23 For the vacancy rich compositions both diffusivity and conductivity

are larger when calculated based on the jump rates, therefore f<1, indicating that in the

presence of vacancies Na-ions often jump back and forth between Na1(6b)-sites. Figure 4

suggests a relation between f and the vacancy concentration, however, we anticipate that

this has no physical origin. At low vacancy concentrations on average the Na-ions perform

only a few jumps during the simulations. Because the number of jumps is small, a jump to a

previously visited site becomes less likely, and f will be overestimated. This effect is smaller
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at high vacancy concentrations since then more jumps occur, increasing the chance of back

and forth jumps, explaining the dependence of f on the vacancy concentration. In order to

obtain reliable values of f at low concentrations much more jumps should be sampled. This

was not attempted here because of the significantly longer computational times this would

require.

Metastability of the Na2-site

Tanibata et al.19 report partial occupancies in the cubic phase, the Na2(12d)-site having

an occupancy of 10% and the Na1(6b)-site having an occupancy of 80%, determined by

refinement of room temperature X-ray diffraction data. Because the multiplicity of the

Na2(12d)-sites is twice that of the Na1(6b)-sites this implies that Na-ions on average spent

20% of their time on Na2-sites, and 80% of their time at Na1-sites. As mentioned earlier,

relaxing a cubic structure with partial Na2-site occupancy towards its minimal energy results

in migration of the Na-ions from the Na2-sites towards the Na1-sites, indicating that at zero

Kelvin the Na2-site is unstable and thus unoccupied. At room temperature therefore, the

Na2-occupancies must be due to transitions between neighbouring Na1-sites connected via

Na2-sites, as indicated by the electron density derived from the maximum entropy method19

and the average Na-ion density from the present MD-simulations in Figures 2c and 2d.

The average Na2-site occupancies at finite temperatures can be extracted from the MD-

simulations, the results of which are shown in Table 3. These indicate that an increasing

number of vacancies, or equivalently a larger conductivity, induces a larger time spend on

the Na2-site, consistent with the increasing Na1→Na2 jump rate in Table 2. The increased

amount of time the Na-ions spend on the Na2-site does not imply that the Na2-site becomes

stabilised by Na-vacancies. In Figure 2 it is visible that the Na-distribution around the Na1-

sites broadens when Na-vacancies are introduced. At higher vacancy concentrations this

effect becomes more pronounced, as shown in Figure S2. The increased Na2-occupancy can

14



thus be ascribed to larger Na-vibrations at the Na1-site, and a higher number of Na1→Na1-

transitions. The metastability of the Na2-site is confirmed by the MD-simulations at different

Table 3: The percentages of time Na-ions spend at the Na2-site for different compositions
of the cubic phase at 525 Kelvin.

Composition % of time at Na2-site
Na3PS4 3.0
Na2.94PS4 5.3
Na2.88PS4 8.1
Na2.75PS4 10.8
Na2.50PS4 16.4

temperatures for cubic Na2.94PS4 and Na2.50PS4, in which the percentage of time spent at

the Na2-site increases with temperature. For Na2.94PS4 at 300 Kelvin the percentage of

time spent at Na2-sites is 2.9%, increasing to 4.1%, 4.7% and 5.3% at 375, 450 and 525 K,

respectively. The percentage of time at the Na2-site for Na2.50PS4 is 13.1%, 14.7%, 15.7%,

and 16.4% at 300, 375, 450 and 525 K, respectively. In Figure 5 the diffusion path of a single

Na-ion is shown. The Na-ion vibrates around the Na1-sites most of the time, whereas in

contrast the Na2-site is occupied very shortly during the transition. During the transitions

between Na1-sites in Figure 5 the Na-ion passes through the Na2-site and no vibrations near

the Na2-site are observed, further indicating that the Na2-site is not stable.

The transition mechanism

The rise in conductivity with increasing vacancy concentrations predicted by the MD-

simulations indicates that diffusion proceeds through a vacancy mechanism. Note that a

different mechanism seems to occur upon Si-doping (Na3+3xP1−xS4Six with x between 0

and 0.06)14 which also leads to increased conductivities, due to interstitial Na-ions intro-

duced upon Si-doping.21 In contrast to the related Na3PO4 compound, where it has been

reported that the Na-diffusion is mediated through the rotation of PO4-groups (a paddle-

wheel mechanism),30,31 the present MD-simulations do not display rotating PS4-groups in
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Figure 5: The diffusion path of a single Na-ion during the MD-simulation for cubic Na2.94PS4

at 525 K. The red and blue colors correspond to the atom residing at the Na1(6b)- and
Na2(12d)-site, respectively, and green and pink dots correspond to the crystallographic
Na1(6b)- and Na2(12d)-positions, respectively.

Na3PS4. Table 2 illustrates the high frequency of Na1→Na2-transitions, but less than 10%

leads to Na1→Na1-transitions, the latter being responsible for bulk conductivity. To deter-

mine what is preventing Na1→Na1-transitions after a successful Na1→Na2-transition the

conditions of three different case are investigated:

I Successful transition to a neighbouring Na1-site (contributing to bulk conductivity).

II No Na1→Na1 transition because the neighbouring site is already occupied.

III No Na1→Na1 transition for another reason.

The relative occurrence of each of these cases at different temperatures is shown for cubic

Na2.50PS4 in Table 4. As expected raising the temperature increases the relative amount

of successful Na1→Na1 transitions (case I). More surprisingly, it also shows an increase in

failing transitions due to occupation of the destination Na1-site (case II), and a decrease in

failing transitions for other reasons (case III). To investigate the mechanism behind this the
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Table 4: Percentages of case I, II and III at different temperatures for cubic Na2.50PS4.

Temperature (K) Case I (%) Case II (%) Case III (%)
300 6.8 50.6 42.6
375 8.5 57.3 34.3
450 10.5 62.2 27.3
525 10.2 69.7 20.1

radial distribution functions (RDF) for all the Na-atoms at the Na2-site were determined.

By combining the RDF’s of individual Na-atoms per case the average atomic surrounding

of the Na-ions for each case can be determined by the RDF’s. Based on the differences

between the RDF’s of the three cases it is possible to deduce what atomic surroundings

are responsible for successful and failing transitions, thus providing insight in the transition

mechanism. Independent of the crystal structure, composition, and temperature all MD-

simulations display similar RDF’s, indicating that in all present MD-simulations a similar

diffusion mechanism takes place. To analyse differences between the RDF’s for the three

cases the MD-simulation of cubic Na2.88PS4 at 525 K was used, resulting in Na-Na, Na-

P and Na-S RDF’s for each case as shown in Figure 6. As a consequence of the higher

occupancy of neighbouring Na-sites case II (no transition because the neighbouring Na-site

is occupied) shows a slightly larger average Na-ion occupancy in the first 3.5 Å compared

to the other two cases as shown in Figure 6a. There is no significant difference between the

Na-distributions for case I and case III in the first few Ångstroms, illustrating that this is

not the only parameter preventing Na1→Na1-transitions. In Figure 6b the Na-S RDF is

shown, displaying the most obvious differences between 3 and 4 Å. For successful transitions

(case I) on average less S-atoms are located between 3 and 3.5 Å, which apparently shift

to the range 3.5 to 4 Å, indicating a different atomic arrangement when a successful jump

occurs. The Na-P RDF in Figure 6c shows a clear difference around 4 Å, for case I a single

P-peak is observed here, while for the other cases two peaks are visible. This indicates that

a prerequisite for a successful transition is that the Na-ion is in the centre of the nearest

P-atoms, i.e. it is exactly at the crystallographic Na2-position. Concluding, the Na-P and
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(a) (b)

(c)

Figure 6: The (a) Na-Na, (b) Na-S and (c) Na-P RDF’s between 2 and 7 Å for the three
cases from the MD-simulation of cubic Na2.88PS4 at 525 K.
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Na-S RDF’s show that when a successful transition occurs there are less P and S atoms

in the first 3.5 Å . The extra free volume around the Na-ion enlarges the window through

which the ion must hop for a successful Na1→Na1-transition, indicating that opening of this

window is vital for macroscopic diffusion. The better conductivity for expanded lattices can

be explained by this effect. In the expanded lattice on average the windows will be larger

which leads to the observed improved conductivity. The extra free volume has to be created

by phonons within the crystal, which explains the changing ratio between case I and case III

with increasing temperature. At higher temperatures more phonons are present, thus the

window for a transition will be open more frequently, enhancing the Na1→Na1 transitions

and hence the macroscopic diffusion.

Halogen doping in Na3PS4

The results from MD-simulations shown in Figure 4 indicate that introducing Na-vacancies

into Na3PS4 will increase the bulk conductivity. In MD-simulations the vacancies can be in-

troduced without charge compensation, however, in reality charge compensation is necessary

when introducing vacancies. A straightforward way to introduce vacancies in Na3PS4 would

be by replacing S atoms with halogen atoms, a commonly used approach in Li-sulphide ma-

terials.32 DFT calculations on Na-argyrodite solid electrolytes have shown that upon doping

with halogens the materials remain stable,33 therefore we expect that doping with halogens

is also possible for Na3PS4. To simulate the impact of halogen doping a 2x2x2 super cell of

the cubic phase was built, in which two S atoms were replaced with halogen atoms charge

compensated by removing two Na-ions, resulting in the composition Na2.88PS3.88X0.12 (X

= F, Cl, Br, I), corresponding to 4% Na-vacancies via halogen doping. Structural energy

minimisations were performed for several configurations of Cl-atoms and Na-vacancies. To

find the lowest energy configuration the Cl atoms were placed on nearest S-positions, as well

as S-positions with the maximal distance within the 2x2x2 super cell. Na-vacancies were
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positioned next to the Cl-atoms and as far from the Cl-atoms as possible. The resulting

energies suggest that Cl-atoms prefer to be well distributed in the lattice, maximising their

mutual distance, whereas Na-vacancies are preferably located next to the Cl-atoms. This

lowest energy configuration was used as a starting point for relaxations of the other halogen

dopants. After relaxation the cell parameters changed by less than 1% in all cases. MD-

simulations for all halogen dopants were performed at 525 K, the resulting conductivities

are compared to the cubic phase without charge compensation in Figure 7. The conduc-

Figure 7: The conductivities for 4% Na-vacancy concentration without (-) and with halogen
doping from MD-simulations of the cubic phase at 525 K based on the MSD (σ∗) and mean
Na1→Na1 jump rates (σJ).

tivities with halogen doping are comparable to the values for cubic Na2.88PS4. The Na-Na

distribution changes slightly (shown in Figure S3), but other properties such as the mean

jump rates, activation energy, and the occupancy of the Na2-site are comparable to the

MD-simulation for cubic Na2.88PS4. This indicates that doping with halogens has the same

effect in the DFT-MD simulations as the vacancies without charge compensation, and it is

20



concluded that doping with halogens may be a promising strategy to further improve the

conductivity of Na3PS4. That the conductivity rises when going from F- to Cl- to Br-doping

(a) (b)

Figure 8: The (a) X-Na distribution between 2 and 7 Å, and (b) the X-P distribution between
1.5 and 3.5 Å from the MD-simulation of cubic Na2.88PS3.88X0.12 (X = F, Cl, Br, I) at 525
K.

indicates that a larger ionic radius of the dopant increases the conductivity of halogen-doped

Na3PS4. However, the lower conductivity upon I-doping indicates that this trend does not

continue beyond Br. To explain this the distribution functions for the different halogens

are shown in Figure 8. The X-Na (X = F, Cl, Br, I) distributions in Figure 8a strongly

depend on the halogen dopant. Upon increasing halogen ionic radius the first peak of the

Na-distributions becomes more narrow, indicating that the Na-positions are better defined.

The larger ionic radius also has an effect on the window through which a transition to the

neighbouring Na1(6b)-site occurs, as shown in the X-P distributions in Figure 8b. With

larger ionic radius the X-P distance increases, making the window through which diffusion

occurs smaller, and Na1-Na1 transitions less likely to occur. These two mechanisms have

opposite effects as a function of halogen ionic radius, with an apparent optimum effect on

diffusion for Br-doping. Thereby the MD-simulations indicate that Br-doping should lead to

the highest vacancy induced conductivity in Na3PS4.
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Conclusions

DFT MD-simulations indicate that higher Na-ion conductivity in Na3PS4 can be obtained

by introducing Na-ion vacancies. Just 2% vacancies results in an order of magnitude larger

conductivity (compared to the stoichiometric compound), reaching 0.20 S/cm, and a reduc-

tion in the activation energy from 0.28 eV to 0.16 eV. MD-simulations of halogen doped

cubic Na3PS4 suggest a practical route towards charge compensated vacancies to raise the

conductivity of this material. A systematic variation of the halogen dopants indicates that

all halogens can increase the conductivity by raising the Na-vacancy concentration, with Br-

doping leading to the best results. Not only vacancies appear vital for microscopic diffusion,

the MD-simulations indicate that free volume also plays a role in the transition mechanism.

A large free volume induced by phonons enhances the chance for Na-ions to make a successful

transition towards a neighbouring site. The MD-simulations also show that Na-conductivity

in the cubic and tetragonal phase are similar, thus both phases of Na3PS4 are predicted

to be highly conductive solid electrolytes. Furthermore, the orders of magnitude difference

between the MD-simulations and experiments suggest that macroscopic conductivity can be

significantly increased by reducing the grain boundary resistance, which is most likely one of

the major bottlenecks towards high performance solid state batteries. The Na2(12d)-site in

the cubic phase, connecting the occupied Na1(6b)-sites, shows to be metastable, and upon in-

creased Na-ion conductivity the time averaged Na2-site occupancy increases with increasing

vacancy concentrations and/or higher temperatures due to an increase in Na1→Na1 transi-

tions. Thereby present DFT-MD simulations reveal the diffusion mechanism, and potential

routes towards larger Na-ion conductivities in Na3PS4.

Supporting information

Plot of the MSD, mean jump rates and activation energies for different compositions of the

tetragonal phase, Na-density plots of cubic Na2.88PS4 and Na2.50PS4, and Na-Na RDF’s from
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simulations with halogen doping.
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