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1
INTRODUCTION

Physics at the level of an atom is dominated by laws of quantum mechanics. Often, this is
entangled with a high complexity in behavior of the systems at that length scale. Unrav-
elling the properties of a material at the atomic level is, therefore, a challenging task that
easily supersedes current computational capabilities. A route to circumvent this prob-
lem is found in physical realization of simpler quantum systems that are representative
of the complex quantum systems one is interested in. These simpler physical systems, un-
like their more complex counterparts, can actually be measured and information about
the complex system, otherwise inaccessible, gained. In this thesis, we focus mainly on the
property of magnetism in spin chains. To mimic these complex systems, we employ a scan-
ning tunnelling microscope to build atomic chains on solid state surfaces and probe their
magnetic properties.

1



1
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1.1. QUANTUM MAGNETISM

Magnetism is a phenomenon arising whenever an atom has unpaired electrons in one of
its shells. The spin of this unpaired electron has no spatial preference for orientation un-
til it gets exposed to some form of external stimuli such as an external magnetic field, a
crystal field of a material it is embedded in/on or another atom with unpaired electrons.
Combination of both the field generated by the structure of the host material and the ex-
ternal field can result in atomic magnetic moments arranging themselves in a particular
manner across a large spatial scale, creating a macroscopically ordered magnetic state.

The fashion in which this macroscopic ordering develops in different materials as a func-
tion of size and external stimuli, starting from the basic building block – a single atom
with a number of unpaired electron spins – is an interesting question to tackle. Un-
derstanding this, one would possess the knowledge on emerging interactions between
the materials constituting parts and could influence their further development, tailoring
magnetism on a macro-scale by manipulating it controllably on a nano-scale. Therefore,
the bottom-up study of the rise of magnetism as a function of the system size should
begin with understanding the magnetism of a single magnetic atom and the simplest
structure one can construct out of single atoms – an atomic chain.

Studying single magnetic atoms demands accounting for the effects of quantum me-
chanics (QM) that determine physical properties of a system at a (sub-)nanometer scale.
First, at zero temperature, the low-energy spectrum of a single magnetic atom is com-
posed out of discrete states, each one corresponding to a unique composition of spin
states in different atomic orbitals. Next, QM imposes selection rules that determine
which transitions between those levels are possible with an experimental probing tool,
preserving quantities such as charge, energy and angular momentum in the investigated
system. Understanding the low-lying energy levels of individual atoms and having con-
trol of the transitions between them is the first step towards controllable bottom-up large
scale engineering of spin structures, atom-by-atom.

Physically accessing low-dimensional quantum systems such as a magnetic atom (0D)
[1–18] or a molecule [10, 19–21] on a solid surface and constructing larger structures out
of them, such as spin chains (1D) [22–31], or spin arrays (2D) [32–34] is already possi-
ble with a scanning tunneling microscope (STM). STM allows for control over size of the
system with atomic precision and also over exact positioning and the geometry of the
system, influencing in that way the interaction of the spin of an atom with other spins in
the structure or the material that surrounds it. By combining the STM mechanical preci-
sion of structure building with a spectroscopic ability – scanning tunneling spectroscopy
(STS) – one gets a powerful synergetic tool, STM-STS, that constructs and probes the spin
states of individual atoms within atomic structures. Here lies the power of STM engineer-
ing – its ability to tailor the interactions of a magnetic atom with the environment and
monitor the changes along the way. This unique opportunity to engineer a system from
a level of an atom and measure its properties as it scales up, gives the STM an interesting
role – the one of a quantum simulator.
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1.2. QUANTUM SIMULATION

A quantum simulator (QS) is any controllable quantum system that can simulate another
less controllable or accessible quantum system [35]. By a "controllable" quantum sys-
tem, the following is assumed: 1) initial state of the system can be (physically) prepared,
2) evolution (Hamiltonian) of the initial state can be engineered and 3) final state can
be measured. As long as there is correspondence between the initial/final state of the
QS and the initial/final state of the quantum system to be simulated, then the quantum
system can be simulated with the QS.

Simulating a quantum system becomes useful in case the size of the system is so large
that it impedes calculating its properties on a classical computer. Let us take an example
of a 1D quantum system in a form of a chain of N spin-1/2 particles (e.g. spin-1/2 atoms
on a solid surface that can be readily made with an STM). Each of these spins has 2 states,
"up" and "down", constituting a total of 2N states to be written in a computer memory.
These states represent the probability amplitudes of wavefunctions of all the possible
spin configurations. So, to write down all the configurations the system can assume in
its initial state, we need to store 2N numbers. For a chain of N = 40 spin-1/2 atoms,
the requirement on the computer memory would be 4 TB (terabytes). Even worse, to
calculate the time evolution of this system, one needs to exponentiate 2N × 2N matrix
elements. This leads to a computational problem known as the exponential explosion.
Classical computers cannot deal this simple QM system (spins can take only 2 values)
already at a few tens of spins.

The reason for which classical computers fail is because their computation time grows
exponentially with the number of particles of the QM system N . Alternative to diagonal-
izing full Hamiltonian of large QM systems and, in that way, avoiding the exponential ex-
plosion, has already been developed in a form of Monte Carlo algorithms. These stochas-
tic methods cut the computation time by sampling functions in relatively small number
of points. However, if the function changes sign or doesn’t vary slowly (like in the case of
fermionic and frustrated systems), statistical error grows exponentially with N , and so
does the computation time. This is known as the sign problem [36]. Other methods have
been developed as well for studying large QM systems, such as: density functional the-
ory (DFT), mean-field theories, many-body perturbation theories, etc. However, they all
suffer from similar problems which restrict their applicability to solving these systems
[35].

The true solution must come in a form a computer whose processing time is intrinsically
polynomial in N (ideally linear). The solution was proposed by Feynman in [37] where
he suggests that for solving large QM systems, one should build a computer out of QM
elements obeying QM laws. Recalling our N = 40 spin-1/2 particles example, for which
we needed 4 classical TB, in a quantum computer we need only 40 quantum bits (qubits)
or 5 quantum bytes to represent system states. In [38] it is proved this a quantum com-
puter can indeed be used as a universal QS. However, to simulate a quantum system we
do not necessarily need a quantum computer, but rather a simpler quantum device that
can mimic the behavior of the quantum system.
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A variety of these application-specific QSs has been obtained experimentally already
(before the quantum computer). Quantum systems to be simulated by these QSs appear
in a number of disciplines: condensed matter physics, high-energy physics, quantum
chemistry, cosmology, nuclear physics, etc.1 What concerns condensed matter physics,
applications include (among others) Hubbard models, spin glasses, disordered systems,
high critical temperature superconductors, metamaterials, topological order, and also
spin models, quantum phase transitions and frustrated systems [35]. We will take a
closer look at the QSs used to emulate spin models and their quantum phase transitions.

For simulating spin models, research proposals have been directed mainly towards trap-
ped ions [39–44], neutral atoms [39, 45, 46] and polar molecules [47] in an optical lattice
and superconducting qubits and resonators [48]. Physical realizations have also been
reported mostly for trapped ions [49–56], with scarce realizations with superconducting
circuits [57] and nuclear spins [58]. Quantum phase transitions have been detected in
experiments with trapped ions [50, 53, 55] and neutral atoms in an optical lattice [59, 60].
Neutral atoms are strong in terms of scaling (good control over at least tens of qubits),
while lacking in control and readout of individual qubits. Trapped ions and supercon-
ducting circuits, on the other hand, are good in individual control and readout, but scal-
ing is a challenge. Nuclear spins are already well established (readily available technol-
ogy) but lack in both scaling and individual control. In summary, problems with existing
QSs revolve around scaling and control over individual qubits.

1.3. STM AS A TOOL FOR ANALOG QUANTUM SIMULATION

STM-STS does not suffer from problems intrinsic to currently used as QSs. On the con-
trary, it is designed to access individual atoms (whose spin states can potentially be
treated as qubits) and measure them one-by-one (individual control and readout). What
concerns the size of the system, dimensions of the building surface platform on which
the atoms are manipulated can be readily tens or even hundreds of nanometers wide
on metal crystals (as will be shown later in this thesis). This allows for potential build-
ing of atomic structures containing hundreds or even thousands of spins in the future
(scaling).

Putting terms as quantum simulation and STM together, one needs to precisely define
the STM as a creation tool for analog QSs. An analog QS is an actual quantum physical
system that emulates another (much more complex) quantum physical system. The task
of the STM is to build spin structures by assembling magnetic adatoms into a surface
structure of pre-defined geometry that would emulate a particular quantum system.

Firstly, by a controlled preparation of the building platform, one controls the interac-
tion of the magnetic adatom with the substrate [3, 5, 8, 9, 12, 13, 21, 61]. Secondly, by
engineering the positioning and distances between the adatoms, STM controls sign and
strength of interactions between magnetic adatoms [22, 24, 29, 32, 62, 63]. Finally, STM

1For an extensive list of applications with their corresponding QSs the reader is referred to [35].
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can probe those interactions by performing STS, with a single adatom precision. In this
way, an STM experiment defines and measures interactions within the analog QS and
this is crucial for establishing the QS (magnetic adatom structure) as a faithful represen-
tation of the actual quantum system one is interested in.

STM is a suitable candidate for studies on theoretical models of 1D and 2D spin struc-
tures whose properties are not well known due to computational problems rising from
their size. By controllably manipulating magnetic adatoms into desired (simulator) sys-
tems, STM can provide theorists with valuable insight into those large 1D and 2D sys-
tems. Moreover, this insight could act as a precursor for further theoretical (and experi-
mental) studies.

1.4. THESIS LAYOUT

In this thesis I present STM experiments on Co adatoms on three distinct solid sur-
faces – nitride-reconstructed Cu(100), nitride-reconstructed Cu3Au(100) and chlorine-
reconstructed Cu(111). In addition to single adatoms, studies on Co atomic chains built
along different directions on nitride-reconstructed Cu(100) will be presented in detail.
The thesis is organized as follows.

In chapter 1 I give a brief outlook on the topic of quantum simulation and the function
STM studies on magnetic adatoms have in it as an analog simulation tool.

Chapter 2 presents briefly the theory behind the well known theoretical model of a spin-
1/2 chain – XY chain in transverse field. Here we elaborate on how a particular type of Co
atomic chain we constructed using STM on a Cu2N/Cu(100) surface can be translated
onto an effective spin-1/2 chain that has a form of an XY chain in transverse field. In
other words, here I show the correspondence between a quantum system we want to
simulate (XY chain in transverse field) and its analog QS (our Co chain).

In chapter 3 I describe the experimental STM setups we use followed by a general elabo-
ration on the experimental preparation of surfaces we use for studies on magnetic atoms.
The chapter concludes with a discussion on measurement techniques used for our stud-
ies on the atoms.

Chapter 4 presents three surface platforms used for our quantum magnetism studies.
Next to that, a detailed study on interaction within the smallest atomic chain of Co atoms
on one of those, Cu2N/Cu(100), is given here. Atomic chains discussed in chapters 5 and
6 rely heavily on the interaction findings of this experiment. This is followed by initial
results on single Co atoms on the second platform, copper-nitride on Cu3Au(100), that
holds promise for STM construction of atomic structures at least an order of magnitude
larger compared to Cu2N/Cu(100). The chapter concludes with the third platform, Cl-
reconstructed Cu(111), that could potentially surpass all the previous ones in terms of
structure size one could build on it and could potentially, due to its geometry, be used
for frustrated magnetism studies.
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A study on an STM-assembled atomic QS is shown in chapter 5. STM-assembled atomic
chains of Co along a nitrogen-vacancy direction of Cu2N/Cu(100) are used as a QS for a
spin model of an XY chain in transverse field. Here I report on experimental observation
of the onset of quantum criticality that would, in a limit of an infinite chain, lead to a
quantum phase transition in the XY chain at a critical value of the transverse magnetic
field.

Chapter 6 introduces STM as a control device that, by modifying the geometry of direct
surroundings of an atom, influences the very existence of magnetic excitations of the
atom. This is shown through an experimental study on Co chains STM-assembled along
a nitrogen direction on Cu2N/Cu(100).

Chapter 7 shows results on a system never reported on before in the STM community –
a Co adatom on a Cl-reconstructed Cu(111) surface. I show an STM study on Co on this
surface, supported by DFT and multiplet calculations. Experimental findings, supported
by theoretical calculations, suggest we are probing inelastic excitations of the Co atom
with subatomic resolution.



2
THEORY

In this chapter we introduce a general concept of quantum phase transitions and quan-
tum criticality and discuss them within a framework of spin chains. Spin chains with spin
S = 1/2 are of particular interest as these systems exhibit the strongest quantum fluctua-
tions leading to exotic matter states (spin liquids) in the quantum critical region. Here we
show how a particular type of Co chain we obtain in our lab is formally mapped onto a
class of spin-1/2 chains – the XY chain, thus demonstrating the capability of STM to act as
an analog quantum simulator for complex systems that exhibit critical behavior.

7
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2.1. QUANTUM CRITICALITY AND QUANTUM PHASE TRANSITIONS
Magnetism in materials develops as a result of a large scale collective spin behavior lead-
ing to spins being organized (ordered) in a particular fashion. The different ordering
phases are well known and explained for a number of systems, but what is less known
and more intriguing are the transition regions in-between the different ordered phases.
In other words, one would like to know what conditions need to be met for a system to
undergo a phase transition separating two ordered phases and what the physical prop-
erties of a system in that transition region are.

Phase transitions are well known in many systems at finite temperatures, where ther-
mal motion "melts" the low temperature ordering and the system is disordered above
the critical temperature. Upon reducing the temperature to zero, one would expect the
order to prevail. However, due to Heisenberg’s uncertainty principle which states that
position and velocity of a particle cannot be simultaneously known, so-called quantum
fluctuations take place (zero-point motion). Quantum fluctuations prohibit ordering
from happening even at zero temperature and are responsible for a new class of phase
transitions – quantum phase transitions (QPTs) [64–66]. The most famous example of
a QPT is the transition occurring in helium that, due to strong quantum fluctuations,
cannot remain solid even at zero temperature unless pressure is applied to stabilize the
structure.

Even though QPTs occur at the experimentally inaccessible zero temperature and can
therefore never be truly captured in an experiment, critical behavior associated with
their existence can be felt at finite (small) temperatures, where the crossover between
two ordered phases happens through a critical region, instead of a single point, like at
zero temperature. This has practical consequences for critical behavior detection as the
critical point is often not accessible in the laboratory setting. However, due to fanning of
critical lines from quantum critical point at zero temperature to a V-shaped region at fi-
nite temperatures, critical effects can be felt long before the phase transition takes place
and existence of phase transitions confirmed by detecting the emergence of critical be-
havior under accessible experimental conditions.

To reach this critical region, one needs to tune a parameter that will destroy the low tem-
perature ordering and force the system to adopt another form of ordering after crossing
the critical region. The critical region is a phase where the system behaves abnormally
and no information on the microscopic properties of the material can be inferred from
it. It was suggested that in this region, the electrons undergo a spin-charge separation,
creating a quantum critical matter with universal scaling properties [67]. Understand-
ing this matter would be useful for material science because of the highly degenerate
states that form at the critical point and could potentially allow for controllably driving
the system into stable ordered phases.

Spin-1/2 chains are of particular interest in terms of studying quantum criticality and
quantum phase transitions as the quantum fluctuations are the expected to be the strong-
est in these systems. The tuning parameter driving these systems through the critical
region is the external magnetic field. We will focus on a particular type of spin-1/2 chain
that via magnetic field undergoes a phase transition from AFM ordering to a paramag-
netic phase.
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2.2. SPIN-1/2 CHAINS
One-dimensional (1D) spin structures, as a platform for studies on magnetism, have
been widely explored theoretically for both large spins (classical limit) and spin-1/2 (quan-
tum limit) generating an extensive library of knowledge on magnetic ordering in these
systems. Despite their seeming simplicity, spin chains can only be exactly solved for par-
ticular combinations of intra-chain coupling, field direction, spin and system sizes. We
will focus on spin chains in the quantum limit as they are associated with fascinating
phenomena such as quantum phase transitions and can exhibit an exotic spin-liquid
state. Experimental spin chains discussed in chapter 5 of this thesis are composed of
spins with value close to 1/2 and, under certain conditions, can be even mapped onto
spin-1/2 systems, as will be shown later in this chapter.

ANTIFERROMAGNETIC SPIN CHAINS
Spin-1/2 chain with nearest neighbor exchange coupling (Sn ·Sn+1) favoring anti-parallel
alignment of spins on neighboring sites (antiferromagnetic or AFM coupling) is a proto-
typical system for studies of quantum magnetism [68]. Its Hamiltonian is given by:

H = Jx

N−1∑
i=1

Sx
i Sx

i+1 + Jy

N−1∑
i=1

S y
i S y

i+1 + Jz

N−1∑
i=1

Sz
i Sz

i+1,

where Jα > 0 is the AFM exchange coupling value along direction α (α= {x, y, z}), Sαi the
projection of the spin operator S at a chain site i in the α direction and N is the length of
the spin chain.

Unlike in its classical analogue, where the Néel state is the true ground state (GS), long
range order in this quantum system is inhibited even at T = 0 as a consequence of quan-
tum fluctuations (zero-point motion). The GS for this system has been found in [69] to
be a many-body singlet (S = 0) with algebraically (power-law) decaying correlations be-
tween spins on different sites. It can be described by a resonating valence bond state
(RVB) introduced in [70] which is essentially a superposition of all the possible singlet
pairings (valence bonds) between neighboring spins. Energy gap to higher excited states
decays with chain length and excitations of this chain, called spinons, are gapless in the
thermodynamic limit (N → ∞). This is in accordance with the Lieb, Schultz and Mat-
tis theorem which states that the half-integer spins with interactions described by the
Heisenberg Hamiltonian either have a non-degenerate GS with a vanishing gap in ther-
modynamic limit or a degenerate GS with no gap to higher states [71]. In the Ising limit:

HIsing = Sn ·Sn+1 = Sx
nSx

n+1 +S y
nS y

n+1 +∆Sz
nSz

n+1, ∆→∞,

a spin flip generates two spinons and each of them can be visualized as a domain wall
separating two regions of AFM ordering phase shifted by π. In the isotropic Heisenberg
limit:

HHeisenberg = Sn ·Sn+1 = Sx
nSx

n+1 +S y
nS y

n+1 +∆Sz
nSz

n+1, ∆→ 1,

each spin flip generates spatially extended spinons and the resulting state is best de-
scribed as a superposition of states with mostly two and four spinons [72].
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XY SPIN CHAINS WITH AN IN-PLANE MAGNETIC FIELD
Hamiltonian describing the XY spin chain with an in-plane magnetic field is given by:

HXY = Jx

N−1∑
i=1

Sx
i Sx

i+1 + Jz

N−1∑
i=1

Sz
i Sz

i+1 −h
N∑

i=1
Sz

i , (2.1)

where h is the field applied along the x direction. In extreme limits, this chain corre-
sponds either to an Ising chain in a transverse field (TFI), when Jz = 0, or an Ising chain
in a longitudinal field (LFI), when Jx = 0. This spin chain model is important to us as, un-
der certain approximations, we can formally map our spin-3/2 Co chains from chapter
5 onto this spin chain class.

The TFI limit is exactly solvable in the thermodynamic limit in [73] by means of a Jordan-
Wigner (J-W) transformation that maps the coupled spin chain onto a chain of spinless
fermions (the details of Jordan-Wigner transformation can be found in the appendix of
this chapter). The authors reported on the ground state being two-fold degenerate for
h < hc = 1/2Jx and non-degenerate with a gap for h > hc. More interestingly, in-between
these two regions, at h = hc, this chain undergoes a quantum phase transition. For study
on our chains, the interesting parameter in the XY Hamiltonian is the Jz term, which cou-
ples spins along the field direction (the so-called longitudinal coupling). Upon switching
on the Jz term, there is no qualitative change in the behavior in field in the thermody-
namic limit, other than the change in hc that now depends on Jz . For Jz ≤ Jx , the GS is
still two-fold degenerate [74].

It is interesting to see how this theory translates onto finite spin chains, as those are the
ones we can build in our STM set-ups. The field dependence of finite size spin chains of
this type has been studied theoretically in [75] for 0 < Jz ≤ Jx . In finite chains, parity in
chain length becomes important. For h = 0, the GS of odd chains is two-fold degenerate,
whereas even chains develop a gap between the ground state and the first excited state.
For Jz = 0, this gap increases with the field, for both odd and even chains.

In the rest of the discussion, we will focus on the 0 < Jz ≤ Jx region. Upon introducing
an infinitesimally small Jz > 0 term, the lowest two states in all chains become non-
degenerate, with the energy gap exponentially suppressed with chain length N . How-
ever, there exist field values where the two lowest states cross and form points of GS
degeneracy. Each of the crossing points marks the appearance of a new ground state in a
chain, and therefore a new value of total magnetization which, in this manner, becomes
a step-like function of applied field assuming a discrete set of values. The two lowest
states cross each other a number of times before reaching the critical field hc, after which
there are no more degeneracy points and the energy gap only grows in field. Therefore,
for h < hc, the first excitation energy (E1 −EGS) displays an oscillatory behavior with an
exponentially diminishing amplitude and a linearly increasing frequency with N .

An interesting observation is discovered in the total number of the GS crossings. As men-
tioned above, the two states never cross for Jz = 0. For Jz > 0, the crossings appear and
one would expect this number to increase with the value of Jz . However, it turns out that
the number of crossings is dependent on chain length N only and amounts to (N +1)/2
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(N /2) for odd (even) chains. In other words, whether the longitudinal coupling is in-
finitesimally small or close to Jx , the number of crossings remains the same. To explain
this interesting finding, the authors in [75] make a formal mapping of the spin Hamil-
tonian in eq. 2.1 onto a system of spinless fermions (via J-W transformation) and apply

perturbative theory up to third order in the longitudinal coupling term

(
Jz

N−1∑
i=1

Sz
i Sz

i+1

)
.

Using perturbation theory they reproduce the number of crossings, indicating that the
level crossings are a perturbative effect to the TFI model, i.e. they appear already for
infinitesimally small Jz .

Mean field approximation applied to a fermionic system the spin chain is mapped on
gives an even better agreement in crossing fields and first excitation energies (compared
to the GS oscillations obtained from diagonalizing finite chains) for h 6= 0 and Jz ≤ 0.8Jx

[75]. They find that the self-consistent parameters used in the mean field analysis are all
independent of h but one, and consequently treat the chain as an open Kitaev chain [76]
where the self-consistent parameters from MF approximation are taken as free parame-
ters and the field dependent parameter is tuned, resulting in ground state crossings. By
doing so, they explain the appearance of N GS crossings as soon as Jz 6= 0 and find an
excellent agreement with the spin Hamiltonian diagonalization results in finite chains.
This finding indicates correspondence between Majorana edge modes in an open Kitaev
chain and the ground state crossings in the TFI chain with longitudinal coupling [77].

2.3. SPIN-1/2 XXZ HEISENBERG CHAIN IN TRANSVERSE FIELD
In this section we present the formalism behind a particular spin chain type – a chain
composed of spin-1/2 constituents with a particular kind of anisotropic coupling, namely
the XXZ coupling (the spins interact with the same strength along two directions, de-
noted by X , and with a different strength along the third, Z , direction). This is a partic-
ular case of an anisotropic coupling – the most general description for S Ê 1/2 chains
with anisotropic coupling (XYZ) for a field in arbitrary direction, can be found in [68]. In
particular, the XXZ spin-1/2 chain is described by the following Hamiltonian:

HXXZ =
N−1∑
i=1

J⊥(Sx
i Sx

i+1 +S y
i S y

i+1)+ Jz Sz
i Sz

i+1 −µBBx

N∑
i=1

gi Sx
i , (2.2)

where the ratio Jz/J⊥ ∼= ∆ determines how the ordering evolves in transverse magnetic
field Bx (g is the g-factor and µB Bohr magneton).

In thermodynamic limit (N →∞), for 0 <∆< 1, a long range Néel order along y direction
and a gap in the excitation spectrum characterize the phase at low fields. With field
increasing, quantum fluctuations become stronger and eventually the order is lost and
the gap in the spectrum vanishes. This happens at a field value labeled as the critical
field – Bcrit. Beyond this field all intrinsic order is lost and replaced by ordering along the
transverse field in x direction [78, 79]. In the vicinity of this critical point, right before the
quantum phase transition takes place, there is a region characterized by no long range
order between the spins but still some short range order present and a non-zero gap in
the excitation spectrum. This phase region is known as a spin-liquid phase and it has
received considerable scientific attention lately [80–82].
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This model Hamiltonian promises to explain some unusual magnetic field observations
in certain compound materials, such as (C5H12N)2CuBr4 [83, 84], BaCo2V2O8 [85, 86],
CuSe2O5 [87] and Cs2CoCl4 [88, 89]. Experimental reports on this chain type [85, 86, 88,
89] consider spin chains found in bulk materials.

In chapter 5 we will report on a discrete realization of this type of a chain. There we will
discuss Co chains built by STM vertical manipulation on a surface and in a geometry that
facilitate the necessary experimental conditions for mapping the chains onto this partic-
ular theoretical spin chain model. In the rest of this section we discuss the behaviour of
such chain in transverse field and show how our spin-3/2 chains with isotropic coupling
relate to spin-1/2 chains with XXZ coupling.

2.3.1. ANALYSIS FOR ∆=0.125
Fig. 2.1a shows a phase diagram of the spin-1/2 XXZ Heisenberg chain, given in eq. 2.2
as a function of applied transverse field and the anisotropy coupling parameter ∆.

Figure 2.1: Spin-1/2 XXZ model in transverse field. a Phase diagram as a function of transverse field (h) and
coupling (∆), showing 4 different regions defined by critical lines (hc – bold solid). Classical line (hcl) is shown
as thin solid and h1 as dashed. Chains we discuss in Chapter 5 reside on ∆ = 0.125 line (red). Discussion of
the chain model in this chapter follows the red line. b Lowest two excitation energies for finite chains of length
N = 10,12,14,16,18 for ∆= 0 (green line in (a)) as a function of field. Figure adapted from [90].

For h = 0, the XXZ model is integrable and low-energy properties can be obtained. This
is a spin-liquid phase with a linear spectrum and power-law decaying correlations. The
energy gap for this case scales as:

m ∼ hν,

where

ν= 2

4−θ−1/θ
, θ = 1− arccos∆

π
.

Staggered magnetization along y axis behaves as:

〈|S y |〉 ∼ h
θ

4−θ−1/θ .
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For 0 < h ≤ hc, the XXZ model is not exactly solvable. In this region, staggered magneti-
zation along the y axis exists (long range Néel order) and the spectrum is gapped up to
the transition point where the gap vanishes, the long range order is lost and the chain
is characterized by ferromagnetic ordering along the field direction. We will discuss this
region by analyzing two characteristic points in the mean field approximation.

The first one will be the one lying on the classical line (hcl):

hcl =
√

2(1+∆).

This is a line where quantum fluctuations are compensated by the transverse field and
the ground state is identical to the classical one. Namely, it is a two-fold degenerate state
with the two states being simply product states of single site functions (two Néel state
configurations). Excitation gap is given by:

m = 1

4
(2−hcl)

2

Staggered magnetization along y axis is given by:

〈|S y
n |〉 =

(−1)n

2

√
1− hcl

4
.

For n →∞ spin correlation function decays exponentially:

〈Sα1 Sαn 〉−〈Sα〉2 = f (n)e−κn ,

where Sαn (α = x, y, z) is the staggered magnetization in the α direction and f (n) is a
function which is oscillatory for 0 < h < hcl, monotonic for h > hcl and 0 for h = hcl. For
hcl −h ¿ 1, the function reads:

f (n) ≈ cos(ωn)

n2 ω=
√

2
hcl −h

hcl
.

The next point we will discuss is the one on the transition line (hc). This line connects
the two limit points ∆→±∞ where the model is reduced to an Ising chain in transverse
field (ITF). The same long range order is assumed on the entire classical line as well with
algebraically decaying correlations. In the vicinity of the hc line (h → hc), staggered mag-
netization along y axis behaves as:

〈S y
n〉∝ (hc −h)1/8.

For h → hc, magnetization S has a logarithmic singularity. On the transition line (h = hc)
spin correlation functions have a power-law decay:

〈Sx
1 Sx

n〉−〈Sx〉2 ∝ 1/n2, 〈S y
1 S y

n〉−〈S y 〉2 ∝ 1/n1/4, 〈Sα1 Sz
n〉−〈Sz〉2 ∝ 1/n9/4.
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This line can be observed in numerical energy calculations of finite chains. Fig. 2.1b
shows lowest two excitation energy calculations for finite even chains of lengths N = 10
to 18 as a function of transverse field. This graph does not correspond to the coupling
value∆ in our chains, but to∆= 0 instead (green line in Fig. 2.1a). However, conclusions
drawn from this graph are valid for our chains too as our chains, indicated by the red
line, reside in the same regions of the phase diagram (3 and 4).

First, we analyze the lower curves (1st excitation energy) which show the ground state
crossings. It is evident that as the chain size increases this excitation energy decreases
for all field values below the critical point. In the thermodynamic limit (N → ∞), the
1st excitation energy goes to zero as the ground state becomes degenerate with the 1st

excited state. The ground state crosses the lowest excited state N /2 times and the last
crossing sits on the transition line. The gap to higher states (here only 2nd excitation en-
ergy shown) remains open for all non-zero fields. However, for increasing N , it becomes
smaller at the critical point where it vanishes for N →∞.

2.3.2. RELATION TO SPIN-3/2 CO CHAINS ON CU2N/CU(100)
To capture the effect of nearest neighbor spin-spin interaction, crystal field of the under-
lying surface and external magnetic field, the following model Hamiltonian describing
our Co chains is used:

H3/2 = J
N−1∑
i=1

Si Si+1 −
∑
i ,µ

(λ2ΛµµSi
µSi

µ+2(1−λΛµµ)µBBµSi
µ), (2.3)

where Si and Si+1 are total spins of the two neighboring atoms which couple isotrop-
ically with strength J , B is the magnetic field, µB the Bohr magneton, λ the spin-orbit
constant (λ=−21 meV for Co adatom [91]), N the length of a chain and µ= x, y, z. Term
J represents Heisenberg coupling between two spins and its sign defines the preferred
relative orientation of two adjacent spins: J > 0 corresponds to a situation where spins
point in opposite directions (antiferromagnetic or AFM coupling) and J < 0 to a situa-
tion where spins point in the same direction (ferromagnetic or FM coupling). Λµµ is the
anisotropy parameter that comes out from the second-order perturbation theory by ex-
panding the spin-orbit coupling term λL ·S [62, 91] and serves as a quantitative measure
for the extent to which the orbital angular momentum L is quenched along µ direction.

Figure 2.2: Anisotropy of a Co adatom on Cu2N/Cu(100). a Schematics of a Co adatom with its nearest under-
lying environment. b Energy diagram of a single Co adatom showing magnetic field evolution of its low energy
states.
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For the case of a single Co atom, these anisotropy parameters amount to: Λzz = 0,Λxx =
Λy y = 6.4 eV−1 with axes as defined in Fig. 2.2a. In terms of phenomenological param-
eters, these Λ parameters correspond to D = +2.75 meV and E = 0, where D and E are
uniaxial and transverse anisotropy, respectively. Note that the positive value for D cor-
responds to hard-axis (easy plane) anisotropy (i.e. the spin prefers to orient in a certain
plane, rather than along a particular axis) and the negative value of D to the easy-axis
case [92] (i.e. the spin prefers to orient along a particular axis rather than in a certain
plane). These Λ numbers for the Co adatom on Cu2N/Cu(100), therefore, translate into
a hard-axis anisotropy for the Co adatom on this surface along the x (vacancy) direction,
which shifts the ±3/2 states above the lower ±1/2 states by 2λ2Λzz = 5.5 mV [3, 92] as
shown in Fig. 2.2b. This energy is resolved in an IETS spectrum of a Co adatom as a step
and will be shown in section 4.1.2. where a detailed discussion on the IETS spectrum of
a single Co adatom on Cu2N/Cu(100) is presented.

Written in terms of the phenomenological parameters D and E , the Hamiltonian given
in eq. 2.3 in out of plane field becomes:

H3/2 = J
N−1∑
i=1

Si Si+1 +D
N∑

i=1
(Sx

i )2 − gµBBx

N∑
i=1

Sx
i . (2.4)

As can be seen in Fig. 2.2b, for zero field, this Hamiltonian results in an energy spectrum
consisting of two doublets: one comprised of mz =±3/2 states and one with mz =±1/2
states. Assuming anisotropy is the dominant energy contribution in the Hamiltonian
given by eq. 2.4, i.e.:

J ,kBT,µBB ¿ 2D, (2.5)

we can treat our spin-3/2 chain as an effective spin-1/2 chain. Mathematically, one
needs to project out the excitations from the ground state, mz =±1/2, to the mz =±3/2
states and that is done by the Schrieffer-Wolff transformation up to first order in 1/D
[93–95], resulting in the following effective spin-1/2 Hamiltonian:

H1/2 =
N−1∑
i=1

J⊥(Sx
i Sx

i+1+S y
i S y

i+1)+Jz Sz
i Sz

i+1+J nnn
⊥

N−2∑
i=1

Sx
i Sx

i+2+S y
i S y

i+2−µBBx

N∑
i=1

gi Sx
i , (2.6)

where the generated exchange parameters are:

J⊥ = 4J , Jz = J − 39J 2

8D
, J nnn

⊥ =−3J 2

D
(2.7)

and the bulk/boundary g-factors:

gbulk = 2g

(
1− 3J

2D

)
, gboundary = 2g

(
1− 3J

4D

)
. (2.8)

If the next-nearest neighbor interaction is much weaker compared to the components of
the nearest neighbor interaction (J nnn

⊥ ¿ J⊥, Jz), the Hamiltonian becomes the spin-1/2
Hamiltonian with XXZ coupling in transverse field (eq. 2.2).

If in addition to J nnn
⊥ , we neglect the term Jz (which in our case is 8 times smaller than

J⊥), we end up with the Hamiltonian describing the TFI chain with the additional cou-
pling along the field direction, described in section 2.2. Therefore, our chain is a special
case of HXY Hamiltonian, given by eq. 2.1, where Jz = Jx .
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2.3.3. APPENDIX: JORDAN-WIGNER TRANSFORMATION
Here we perform formal mapping of a Hamiltonian describing spin-1/2 system with XXZ
(eq. 2.2 in zero field) onto a Hamiltonian describing interacting fermions. This section
is based on analysis presented in [96] where one can find mathematical details of the
transformation we show here. We begin the discussion by writing down anticommuta-
tion rules for raising (S+ = Sx + i S y ) and lowering (S− = Sx − i S y ) spin operators on the
same site: {

S+
i ,S−

i

}= 1
{
S+

i ,S+
i

}= {
S−

i ,S−
i

}= 0.

These relations resemble the ones for creation and annihilation operators for fermions,
so the following definitions are introduced:

S+
i = f †

i S−
i = fi . (2.9)

Since Sz is obtained as Sz
i = 1/2[S+,S−], we get for the spin operator Sz :

Sz
i = f †

i fi − 1

2
. (2.10)

Now we mapped spin operators onto fermionic operators. Physically, we have mapped
the "up" state of a spin-1/2 to an occupied fermionic state and the "down" state of a
spin-1/2 to an empty fermionic state. However, spin operators acting on different sites
commute ([S+

i ,S+
j ] = 0), whereas fermionic ones do not. To eliminate this discrepancy, a

non-local phase correction must be introduced:

S+
i = f †

i U (i , { j }) S−
i =U †(i , { j }) fi Sz

i = f †
i fi − 1

2
.

This phase correction U (i , { j }) introduced for site i depends on wavefunctions of all the
other sites f j and satisfies relations U †U = 1 and U+ = U−1. In 1D (spin chains), the
following expression for U is proposed by P. Jordan and E. Wigner [97]:

U1D (i ) = ∏
k<i

e iπ f †
k fk ,

where the phase term takes into account all states to the left of the i th spin and is re-
ferred to as the string operator. In this way, a rising and lowering spin operators become
products of the fermionic state and the string operator containing information of all the
sites to the left of the spin. This is important as it enables proper commutation relations
between spin operators to be satisfied:[

S+
i ,S−

i

]= 2Sz
i and

[
S+

i ,S−
j

]= 0 (i < j ).

Let us now apply this fermionization of the spin-1/2 operators to our spin chain model
– a spin-1/2 chain with XXZ coupling (eq. 2.2 in zero field):

H = J

2

∑
j

[
S+

j+1S−
j +S−

j+1S+
j

]+ Jz
∑

j
Sz

j Sz
j+1. (2.11)
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Using the formalism introduced above (eq. 2.9), the first two terms in our Hamiltonian
(eq. 2.11) become:

J

2

∑
j

S+
j+1S−

j = J

2

∑
j

f †
j+1 f j ,

J

2

∑
j

S−
j+1S+

j = J

2

∑
j

f †
j f j+1. (2.12)

These terms correspond to hopping between adjacent fermionic sites. Using eq. 2.10,
the last term of the spin Hamiltonian in eq. 2.11 becomes:

Jz
∑

j
Sz

j+1Sz
j = Jz

∑
j

(
n̂ j+1 − 1

2

)(
n̂ j − 1

2

)
, (2.13)

where n j is the occupation number at site j which in case of fermions can be either 1 or
0. This part describes the interaction between adjacent fermionic sites. Now the entire
fermionic Hamiltonian reads:

HX X Z = J

2

∑
j

(
f †

j+1 f j +h.c.

)
− Jz

∑
j

n j + Jz
∑

j
n j+1n j . (2.14)

To write this Hamiltonian in momentum space, a Fourier transformation is used:

f j = 1p
N

∑
k

fk e i k j f †
j = 1p

N

∑
k

f †
−k e i k j ,

where we put the lattice spacing a = 1 for simplicity; N is the number of spin sites in
the chain. Momentum k takes discrete values in the first Brillouin zone k = 2πn/N
(n = 0,1, ..., N − 1). Operators f †

k and fk represent creation and annihilation operators

for fermions with momentum k1. Now the hopping term in eq. 2.12 can be written as:

J

2

∑
j

(
f †

j+1 f j +h.c.

)
= J

∑
k

cos(k) f †
k fk

and the first interaction term in eq. 2.13:

Jz
∑

j
n j = Jz

∑
k

f †
k fk .

The second interaction term from eq. 2.13 involves only nearest neighbors and can be,
therefore, written as:

Jz
∑

j
n j+1n j ⇐⇒ ∑

j j ′
V j j ′n j n j ′ where V j j ′ =V j− j ′ =

{
Jz /2 for | j − j ′| = 1

0 otherwise
.

1This can be confirmed by expressing f †
k

and fk using inverse Fourier transformation:

fk = 1p
N

∑
j

f j e−i k j f †
k
= 1p

N

∑
j

f †
j ei k j

and calculating the anticommutator: { fk , f †
k′ } = δkk′
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The Fourier transformation of this short-range interaction reads:

vq =∑
r

Vr e−i qr = Jz

2
(e−i q +e i q ) = Jz cos(q),

which gives the following Fourier transformation of the entire second interaction part:

V j− j ′ =
1

N

∑
q

vq e i q( j− j ′).

Written in terms of second quantization:∑
j j ′

V j j ′n j n j ′ =
1

N

∑
k,k ′

∑
q

vq f †
k ′+q f †

k−q fk fk ′ = Jz

N

∑
k,k ′,q

cos(q) f †
k ′+q f †

k−q fk fk ′ .

The entire Hamiltonian in momentum space finally reads:

H =∑
k
ωk f †

k fk +
Jz

N

∑
k,k ′,q

cos(q) f †
k ′+q f †

k−q fk fk ′ , (2.15)

where:
ωk = J cos(k)− Jz (2.16)

is the excitation energy. In case of FM coupling, this is the energy of a magnon and, in
case of an AFM coupling, this expression denotes the energy of a spinon.

Figure 2.3: Dispersion spectra for spin-1/2 model with nearest neighbor AFM coupling. Graph showing dis-
persion curves ωk(k), based on eq. 2.16, of the XXZ spin-1/2 AFM chain for three values of anisotropy cou-
pling parameter ∆: ∆ = {0,1/8,1}, corresponding to XY chain (green), our effective spin-1/2 chain (black) and
isotropic Heisenberg chain (red), respectively. Black curve mirrored over ω= 0 to denote the hole states (gray)
of the effective chain and the hole excitation (purple).
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This dispersion relation is shown in Fig. 2.3 for three values of Jz (0, J/8 and J ). As
can be seen, our effective spin-1/2 chain is very close to the XY chain in k−space with
zero-energy mode at k = 0.46π/a. Zero mode indicates long range correlations between
spins in a chain. Analysis of the low energy excitations (k−points in the vicinity of π/2a)
shows a power-law decay of spin-spin correlations [96]. Excitations are made by adding
a spinon for |k| ≤ 0.46π/a or annihilating it (and forming a hole) for |k| ≥ 0.46π/a. XY
chain-like behavior (gapless spectrum) is preserved up to Jz = J . For Jz > J , a gap ap-
pears and correlations start decaying exponentially.





3
EXPERIMENTAL SET-UPS AND

TECHNIQUES

A scanning tunnelling microscope (STM) is a sophisticated tool with a three-fold func-
tion. Invented in 1986 by Binnig and Rohrer [98], the microscope is widely recognized as
a visualization tool for solid conductive surfaces and surface adsorbates with unprece-
dented lateral and height resolution at the nanoscale going into sub-nanometer range. In
addition to its ability to acquire topography information, STM is widely used for prob-
ing electronic states of the surface and surface adsorbates (atoms or molecules). Lastly,
STM serves as a building tool of 1D and 2D atomic structures on solid surfaces. In this
chapter, we describe the two STM setups used for obtaining data presented in the subse-
quent chapters of the thesis. Section 3.1 presents two commercial low-temperature STM
systems used in experiments presented in this thesis. Set-ups are built by Unisoku (3.1.1)
and SPECS (3.1.2) and differences between them will be highlighted here. Section 3.2 gives
an overview of the working surfaces for magnetic structures presented in this thesis along
with the corresponding deposition methods, both for surfaces (3.2.1 and 3.2.2) and sur-
face adatoms (3.2.3). Different experimental techniques employed in obtaining the data
are discussed next, in section 3.3. This part of the chapter is dedicated mainly to explain-
ing the mechanisms behind two STM spectroscopy techniques. Principles of the inelastic
electron tunnelling spectroscopy (IETS) are shown in 3.3.1 followed by a discussion on the
spin-polarized (SP-) IETS technique in 3.3.2.

21



3

22 3. EXPERIMENTAL SET-UPS AND TECHNIQUES

3.1. STM SET-UPS
Here we describe two experimental STM set-ups used in our lab.

We start with the USM-1300 3He STM, made by Unisoku, in 3.1.1. This is a low-tempera-
ture STM we employ mostly for studies on spin excitations in single surface magnetic
adatoms or atomic structures we build out of such atoms. This system is specially suit-
able for these studies as sample stage can reach as low as 330 mK and the system is
provided with a 2 T / 9 T vector magnet. Both of these are desirable for measuring exci-
tations of magnetic origin in adatoms as they typically occur at a few meV.

The Joule-Thomson (JT) SPM, made by SPECS, is also a low-temperature microscope
that allows for magnetic field application. However, JT SPM is typically used for appli-
cations that do not require sub-Kelvin and high magnetic field conditions (Tmin ∼ 1 K,
Bmax = 3 T) and, as such, is used more as a system for preliminary experiments on mag-
netic adatoms or investigations of new surface platforms.

The main advantage of the JT SPM system over the 3He STM system is the possibility
to switch between two working modes: STM and atomic force microscopy (AFM). Work
presented in thesis was conducted employing STM techniques only so we will refer to
this system as JT STM further on. What concerns the system usage, the important dis-
tinction from the 3He STM system lies in the position of the STM head. In the 3He STM,
the STM head and the magnet are positioned inside the cryostat whereas in the JT STM,
these are located below the cryostat. This presents the JT STM with the ability to visual-
ize the process of sample/tip insertion onto the STM head via several viewports installed
onto this system. More importantly, owing to this design type, the JT STM system has an
evaporator unit attached directly to the STM chamber allowing for magnetic atom evap-
oration onto cold samples (5−10 K), which reduces the probability for adatoms cluster-
ing on the surface after the evaporation. This can be a limiting factor for adatom studies
in the 3He STM system where the evaporation takes place outside of the STM head, with
the sample at temperatures > 60 K.

The following two subsections cover the important structural and operational aspects of
these two systems.

3.1.1. 3He STM
The schematics of this system are shown in Fig. 3.1a. The system counts three main
parts – the STM head, the cryogenic part within which the STM head and magnets are
positioned and the room temperature series of connected vacuum chambers for sample
preparation and transfer.

STM HEAD

The core part of the setup is the STM head depicted in Fig. 3.1b. As mentioned, the head
sits inside the cryostat, in its central part which is an ultra high vacuum (UHV) space
isolated from but surrounded by a 4He bath. The STM head has a sample stage below
which the tip is positioned. Coarse motion of the sample stage and the tip is regulated by
a Pan-type piezo motor [99] and, for scanning purposes, a piezo tube on top of which the
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Figure 3.1: Unisoku 3He STM with UHV system. a Externally visible part of the experimental set-up with main
parts numbered as: 1 – cryostat, 2 – load lock, 3 – preparation chamber, 4 – exchange chamber. The whole
system is attached to a floating table. b STM head suspended on 3 springs. A sample stage is located inside
the white plate with the tip below. A coaxial cable (white) connects to the tip and carries the current signal we
measure.

tip is mounted is employed. The accessible scanning range at low temperatures (1.5 K
and lower) is 520×520 nm2. The head is suspended on 3 springs as to dampen vibrational
noise. This is essential for achieving atomic resolution. To this end, the entire 3He setup
is fixed to a floating table supported by a set of 4 passive air legs.

CRYOSTAT

This system allows for two stable operational temperature regimes – 1.5 K and 330 mK.
The cryostat is essentially a dewar (green cylinder in Fig. 3.1a) that can contain up to
120 l liquid 4He, the lifetime of which varies between 6 and 7 days (by ‘lifetime’ we refer
to the time it takes before ∼ 90% of the liquid 4He has evaporated from our system into
the helium recovery line connected to the dewar). Pumping on the 1-K pot allows us to
reach 1.5 K at the STM head. To go to 330 mK, we use a closed cycle of 3He reconden-
sation which occurs in a small pot located in the vicinity of the STM head [99]. A fixed
amount of 3He (20 l of gas at atmospheric conditions) is stored in an external container.
After its recondensation in the cryostat, we typically have 18−24 h at 330 mK before 3He
has evaporated, the exact duration being strongly dependent on the number of sample
insertions and the usage of magnets during that period. The process of recondensing
3He and achieving a stable temperature of 330 mK afterwards typically takes 1−2 h.

A superconducting vector magnet is immersed near the bottom of the cryostat, sur-
rounding the sample stage. A split-coil allows for up to 2 T in one of the sample plane
directions and a solenoid provides for up to 9 T perpendicular to the sample.
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UHV CHAMBERS

The UHV system on the 3He STM is a series of inter-connected chambers that facilitate
sample and tip insertion, treatment and transport to the STM head. This part can be
divided into 3 chambers – a load lock, a preparation and an exchange chamber.

Samples and STM tips are introduced from the ambient conditions to the system via the
smallest chamber, the load lock, which is directly connected to a turbo pump and can a
achieve pressure of 5×10−10 mbar.

Next, they are transferred to the preparation chamber where they undergo cleaning treat-
ment prior to being transferred into the STM. The preparation chamber is equipped with
an ion gun for ion sputtering of the sample surface and a heater stage for the subsequent
electron-beam (e-beam) annealing. Additional modules are added to this chamber. For
cleaning the metal crystal surface (Cu(100) and Cu3Au(100)), an argon (Ar) bottle is in-
stalled; for deposition of different insulating layers onto clean metal substrates, we at-
tach a nitrogen (N2) bottle (for forming copper-nitride on Cu(100) and Cu3Au(100)) and
insert a copper(II)-chloride (CuCl2) crucible (for forming Cl-reconstructed Cu(111)). The
purity of the gases introduced to this chamber is checked by a residual gas analyzer. The
chamber also contains an additional heater stage for e-beam annealing of the tip. Treat-
ment of the PtIr tip consists of heating up its apex by bringing it in a millimeter proximity
to the heater filament. This being the chamber where the samples and the tips are pre-
pared for the STM head, it is crucial to keep the pressure as low as possible. Therefore,
this chamber is pumped by both a turbo pump (via the load lock) and an ion pump con-
nected directly below it which ensures pressures as low as 7×10−11 mbar.

Once the sample or the tip have been properly cleaned, they are transferred to the ex-
change chamber. This is a chamber connecting the preparation chamber and the cryo-
stat part of the system, located directly above the latter. This is where magnetic atom
evaporation takes place (more on this in 3.2) and this chamber has two evaporators at-
tached, each with 3 crucibles, allowing for storing six different chemical elements si-
multaneously. Like the preparation chamber, this chamber requires strict vacuum con-
ditions so it has its own ion pump but also a titanium sublimation pump (TSP) which
ensures pressures of 2× 10−10 mbar. This chamber, like the rest of the vacuum cham-
ber system, is at room temperature and isolated from the cryogenic part by two thermal
shields. The chamber system described is equipped with three magnetically driven ma-
nipulation (transfer) sticks serving as transportation vehicles between the load lock at
one end and STM head at the other and three storage stages, one per each chamber.

3.1.2. JT STM

The JT STM, shown in Fig. 3.2, can be divided in a similar fashion as the 3He STM –
the STM head, cryogenic part and the vacuum chamber part. In the remainder of this
section we will point out the main technical features of this system.
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Figure 3.2: SPECS Joule-Thomson STM with UHV system. a Externally visible part of the experimental set-
up with main parts numbered as: 1 – cryostat, 2 – load lock, 3 – preparation chamber, 4 – JT chamber, 5 –
molecular chamber. The system is supported by a floating table sitting on 4 air legs. b STM head with an
opening revealing an empty sample stage on the top and a tip stage at the bottom.

STM HEAD

The STM head is suspended in the JT chamber, a UHV chamber in the centre of which
the cryostat resides. The tip and the sample stage are aligned vertically, with the tip at
the bottom. As mentioned, sample and tip insertion is performed with visual access and
the STM head in a non-suspended (clamped) position. Coarse motion (cm range) of
the sample stage and the tip is handled by a piezo motor and fine movements (nm–µm
range) of the tip in all three directions are controlled by a piezo tube. The scan range at
1 K on this system is 4.2×4.2 µm2. This system, like the 3He system, is fixed to a floating
table with 4 air legs, with the difference of the cryostat (with the STM head) sitting on top
of the table here.

CRYOSTAT

The cryostat is composed of two hollow concentric containers, the outer of which is filled
with liquid N2, giving access to a stable regime at 77 K, and the inner one filled with
liquid 4He, giving access to a stable regime at 4 K. The STM head, located below the
cryostat, is connected to the cryogenic system via a thermal shortcut. To reach 1 K, the
lowest accessible temperature on this system, this shortcut needs to be broken and high
pressure 4He gas (∼ bar) is introduced to the JT pot, located in the vicinity of the sample
stage, where it cools down by expansion based on the Joule-Thomson principle [100].
The time limiting factor for performing continuous measurements at low temperature is
the liquid N2 lifetime which amounts to ∼ 48 h (this is still a factor of 2 better compared
to the 3He system); liquid 4He holds for ∼ 72 h on this system. The microscope can be
operated at room temperature as well.

A split-coil superconducting magnet located below the cryostat surrounds the STM head
and provides up to 3 T field out of the sample plane.
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UHV CHAMBERS

The vacuum chamber system on JT STM setup counts one preparation chamber more
compared to the 3He STM. This chamber is equipped with three crucibles and is used
exclusively for evaporation of copper-chloride and other molecules. As emphasized al-
ready, an additional evaporator in the JT chamber is directly attached to the STM cham-
ber, with a Co rod inside. In this way, we can keep the main preparation chamber, where
we clean the metal substrates (by Ar sputtering and e-beam annealing), free of addi-
tional contamination. However, additional evaporation modules, if needed, can be in-
stalled onto the main preparation chamber. The pump distribution and lowest pressures
achievable per chamber are as follows: 1 turbo pump for the load lock (∼ 5×10−8 mbar);
1 turbo pump + 1 ion pump + 1 TSP for the main preparation chamber (∼ 5×10−10 mbar);
1 turbo pump + 1 ion pump for the second (smaller) preparation chamber (∼ 1× 10−8

mbar); 1 ion pump + 1 TSP for the JT chamber (∼ 7×10−11 mbar).

A number of storage positions for sample/tip holders (15 in total) distributed through-
out the UHV chamber system together with a relatively simple and visually accessible
sample/tip switching at the STM stage makes this system suitable for a variety of appli-
cations.

3.2. SAMPLE PREPARATION
In this section we will discuss in detail the two stages comprising the preparation of our
samples. First, we will explain how we obtain a clean metal substrate after introducing
it from ambient conditions into our UHV system (3.2.1) followed by recipes for different
insulating layers we deposit on such clean substrates (3.2.2). This is how we develop a
working surface for our experiments on metal substrates. Once the proper surface is ob-
tained, magnetic atom/molecule evaporation is performed. The technical details of this
part of the sample preparation for different substrate/atom(molecule) combinations are
given in 3.2.3.

3.2.1. METAL SUBSTRATES
After introducing the metal substrate into our system, we need to ensure all the water,
nitrogen and other contaminants from the air are taken off the sample. To this end, in the
preparation chamber we heat up the sample and its holder to ∼ 600◦C for ∼ 1−2h by e-
beam heating. In addition to this, the surface of the sample undergoes several rounds of
Ar sputtering. After sputtering, the surface is left with fewer impurities but more rough-
ness. Therefore, we need to expose the crystal to a thermal treatment which results into
surface reconstruction in a form of flat, clean and preferably large plateaus. Typically,
the Ar sputtering time amounts to a total of 1 h and the annealing to 6 h after the sample
is first introduced into UHV, with the ratio of sputtering/annealing time decreasing with
every preparation round. After preparing the metal surface (typically 5−10 sputtering
and annealing cycles), its quality is checked by means of topographic STM imaging.

3.2.2. THIN INSULATING LAYERS ON METAL CRYSTALS
Here we will give details on the three types of thin insulating layers we deposited onto
single metal crystals discussed in the previous section.
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Copper-nitride (Cu2N) reconstructions on both Cu(100) and Cu3Au were obtained in-
situ in the preparation chamber of our 3He STM system. For obtaining a monolayer of
Cu2N we performed several cycles of sputtering of N2 followed by e-beam annealing. De-
tails on the nitride-reconstructed Cu(100) and Cu3Au(100) preparation will be presented
in 4.1 and 4.2.

Surface of Cl-reconstructed Cu(111) crystal was obtained in our JT STM system and
by means of CuCl2 thermal evaporation. This was done in a small chamber dedicated
to thermal evaporation of different molecules onto our metal substrates after they are
cleaned by Ar sputtering in the preparation chamber. Details on the Cl-reconstructed
Cu(111) preparation together with the resulting monolayer coverages will be presented
in 4.3.

After the last preparation cycle (ending with e-beam annealing), all crystals are kept at
room temperature in the preparation chamber for at least 20 min before being trans-
ferred onto at a cold stage (on the JT system, first at the liquid nitrogen shield stage at
77K for additional 20 min and only then onto the STM head; on 3He STM, directly onto
the STM head from the preparation chamber) to facilitate a more gradual cooldown.

3.2.3. DEPOSITION OF MAGNETIC ATOMS

Once the required insulating layer (copper-nitride or chlorine in this thesis) is found on
top of a metal crystal – Cu(100), Cu(111) or Cu3Au(100) – magnetic atoms (Co in this the-
sis) are deposited. The 3He STM is equipped with a Knudsen cell evaporator containing 6
crucibles, allowing for thermal deposition of 6 different elements whereas JT system has
only one Co rod evaporator that makes use of e-beam heating to evaporate Co atoms. For
obtaining a surface with individual adatoms and prevent cluster formation, one should
ideally perform the evaporation onto the cold sample.

In the 3He system, the STM head is immersed in the cryostat leaving no other option
for the magnetic metal adatom evaporation to take place anywhere but outside the STM
head. This is done in the exchange chamber located above the cryostat. We ought to
ensure a minimum time delay between the atom evaporation onto the sample and the
sample insertion into the sample stage located inside the cryostat. In this way we reduce
the effect of heating up the sample during evaporation and minimize thermal motion of
the atoms once on surface. The transfer is done via a room temperature transfer stick
approx. 1.5 m long. To lessen the inevitable effect of warming up the sample during
this transfer, we pre-cool the long transfer stick on two cooling stages (1 K pot stage and
3He pot stage) of the cryostat before executing the sample transfer. Nevertheless, this
results in a sample temperature rise of up to at least 60 K during the magnetic adatom
evaporation.

In the JT system there are no constraints of this type as this system is built for cold
adatom evaporation. This is achieved by having an e-beam evaporator directly attached
to the STM chamber, so that the evaporation can take place while the sample is inside
the STM head and, hence, cold. The temperature of the sample rises up to ≤ 10 K during
the evaporation.
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3.3. STS TECHNIQUES

STM has been primarily used as an imaging tool reproducing the corrugation surface
profile of conductive samples. When working in a constant current mode, the electronic
feedback regulates the tip height relative to the sample surface as to ensure a constant
current of tunnelling electrons between the two while the tip is moving in the plane of
the sample. The number of electrons tunnelling between the tip and the sample per sec-
ond (tunnelling current) gives a measure for the tip-sample distance (tip height). If the
tunneling current increases, the feedback loop is triggered to pull the tip away from the
sample as to adjust the current to its pre-set value. In this way, maps of constant tunnel-
ing current are made and the Z -signal, representing the tip movement perpendicular to
the sample plane, recorded. This tip height profile as a function of the lateral compo-
nents Z (X ,Y ) is what we refer to as the STM topographic image. The tunnelling current,
starting from Bardeen’s perturbation theory [101], is found to depend on the tip-surface
separation z as [102, 103]:

I ∝ e−cz .

This exponential dependence on the tip-sample distance gives rise to a potential for a
surface corrugation reconstruction with atomic resolution.

The STM topographic image does not contain information only about the corrugation
profile of the surface. More generally, STM is a tool that maps local density of surface
states of conducting samples. The local density of states is energy dependent and, there-
fore, set by the tip-sample voltage. An STM image obtained as explained above contains
information about both the corrugation surface profile and its surface states at a partic-
ular energy (tip-sample bias). This explains why insulating areas scanned together with
conductive areas on the same surface plateau appear lower in topography compared to
conductive areas in certain voltage ranges.

If STM is used in constant height mode, feedback is switched off, so that the tip is kept
at the same height w.r.t. to the sample and current is recorded instead. This produces
current maps I (X ,Y ) of the area scanned with the STM tip. This is a less common op-
erational mode, as the tip is not protected from unwanted sample contact which is a
problem for corrugation- and cleanness-compromised samples.

In this section, however, we focus on spectroscopy techniques one can perform with
STM. We present two most common scanning tunnelling spectroscopy (STS) techniques
that are also used in this thesis. The first one, the inelastic electron tunnelling spec-
troscopy (IETS), provides information on the magnetic state of the atom or atomic struc-
ture by identifying energy and intensity of spin excitations in a range of voltages (3.3.1)
while the second one, the spin-polarized (SP-) STM, can be used two-fold, namely as
an imaging tool providing spin-contrast directly observed in topographies, but also as
a spectroscopy tool unfolding the entire spectral range of the examined object through
SP-IETS (3.3.2).
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3.3.1. INELASTIC ELECTRON TUNNELLING SPECTROSCOPY
Developed decades ago and used as a technique for detection of vibrational modes of
molecules buried inside planar metal-insulator-metal junctions [104], inelastic electron
tunnelling spectroscopy (IETS) has been extensively applied to many surface science
problems, such as chemical identification, bonding configuration, adsorption and catal-
ysis of surface adsorbents [105]. In addition to chemistry and structural studies, the tech-
nique became an irreplaceable spectroscopy tool for studies on electronic properties of
both surfaces and surface adsorbents. Optical spectroscopy techniques, such as infrared
and Raman spectroscopy, infer properties at the molecular or atomic level by measuring
average properties of large ensembles of atoms and molecules (typically > 103) [105].
STM-IETS, on the other hand, utilizes the atomic imaging resolution of STM and its abil-
ity to modify position of surface-adsorbed species, enabled isolating and probing single
molecules and atoms in order to get insight into their structural, electronic and magnetic
properties. Possessing control over geometry and dimensions of the system while being
able to probe electronically any part of the system with atomic precision, this combina-
tion of techniques can be crucial in understanding how properties of macroscale mate-
rials develop as a function of size.

In this thesis we will focus on a particular system of magnetic 3d adatoms on solid sur-
faces and we will use IETS to study their spin states. We will look at spin states of indi-
vidual adatoms and atomic chains built out of such atoms via STM manipulation.

WORKING PRINCIPLE OF IETS
A simplified energy diagram behind this all-electronic measurement technique is de-
picted in Fig. 3.1. An object with discrete energy levels whose properties are to be deter-
mined is placed between two metal electrodes separated by a thin insulator (a quantum
mechanical object in a tunnel junction). In our case, this corresponds to a single adatom
in a vacuum barrier positioned between a metallic STM tip and a metal substrate.

As the voltage between the tip and the substrate is swept, the two electrodes are kept
at a fixed distance and the current of electrons tunnelling between them is measured.
For small voltages, this current is a result of elastic tunnelling which keeps the adatom
in its ground state as the energy of the tunnelling electrons is smaller than the adatom’s
excitation energy, ∆E . When a voltage threshold for the adatom to be excited from its
ground state is reached:

Vth =∆E/e,

the adatom is brought to its excited state causing the tunnelling electron to lose ∆E of
its energy before reaching the end electrode. These tunnelling electrons that lose a part
of their energy are responsible for opening up a new channel of conduction – the inelas-
tic channel – which reflects in increased tunnelling current for voltages V > Vth. In the
dI /dV curve, this spectroscopy point is marked by the appearance of a step. Direction
of the tunnelling electrons (tip to sample or vice versa) is irrelevant for the adatom exci-
tation, as long as |V | >Vth, which results in IETS steps being symmetric around V = 0.

This current increase due to inelastic channel opening is detected with a lock-in detec-
tion scheme where, in addition to a DC voltage, an AC voltage is sent and the lock-in
signal, which in turn is proportional to dI /dV , detected [105].
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Figure 3.3: IETS – principle and measurement. a Energy diagram depicting continuous density of states (DOS)
of two electrodes, separated by a high barrier, with a voltage difference V . Inside the barrier, a two-level system
with energy separation eVth. As long as the voltage between electrodes is below Vth, only elastic channel of
tunneling is open. Once V >Vth, additional, inelastic channel opens up, as a consequence of energy exchange
with the localized discrete system. b Measurement of the IETS signal. A small modulation (AC) is added to
the DC voltage signal, and the AC component of the resulting tunneling current extracted by lock-in detection.
The amplitude of the AC component depends on the I (V ) slope at which modulation is applied and measured.
c Corresponding dI /dV signal with a step at V = Vth, marking the onset of additional channel for electron
tunneling (in (b), this is marked by a change in slope in the I (V ) curve).

IETS STEP ANALYSIS

Analysis of dI /dV steps provides information on the low-energy spin states of magnetic
adatoms. Three step features are to be considered: position, width and height.

Step position, as explained above, corresponds to the energy an adatom requires to reach
a certain excited state where its spin is pointing along a different direction. For a single
adatom at 0 magnetic field this number translates into a quantitative measure of mag-
netic anisotropy the adatom experiences on a surface it sits on. The higher the step
position, the more stable the adatom’s ground spin state.

The width of the IETS step includes the intrinsic broadening of the line but also broaden-
ing due to experimental conditions – temperature and modulation voltage for the lock-in
signal. Intrinsic broadening (Wintrinsic) is a signature of a lifetime of the excited state – the
shorter lived the excited state, the more smeared the step will be. For magnetic adatoms
on surfaces, the spin state lifetime is related to the level of decoupling from the metal-
lic substrate. Therefore, the choice of the appropriate decoupling (insulating) layer and
its thickness is crucial for resolving low-energy excitation steps such as spin transitions
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that occur typically in the meV energy range. The layer cannot be too thick as to allow
for detectable electron tunnelling to occur, but it should not be too thin either, as that
makes for a poor shield against conduction electrons from the substrate that scatter on
the spin of the adatom and change its spin state. Thermal broadening at a temperature
T of the Fermi distribution function is reflected in a linewidth broadening (full width at
half maximum) as

Wthermal = 5.4kBT /e

(kB – Boltzmann constant) [106, 107].

This yields the following limitations on energy resolutions on our STM systems – for 3He
STM (Tbase = 330 mK) 0.2 meV and for JT STM (Tbase = 1.2 K) 0.6 meV. As mentioned,
spin excitations in magnetic adatoms typically occur on an energy scale of a few meV or,
extraordinarily, tens of meV [9], and therefore this resolution is sufficient for our exper-
iments. The modulation voltage necessary for reconstruction of the dI /dV signal also
causes linewidth broadening and this one is quantified (FWHM) as

Wmod = 1.7Vrms

with Vrms being the rms value of the modulation voltage. To measure an IETS spectrum
with a sufficient signal to noise ratio, we apply Vrms = (70−110) µV which identifies the
temperature as the dominant resolution limiting source. Experimentally observed spec-
tral line broadening is given with the formula combining the three effects [108]:

Wtotal =
√

W 2
intrinsic +W 2

thermal +W 2
mod.

3.3.2. SPIN POLARIZED STM
Up until now we neglected the spin aspect of the electrons on the tip and discussed
imaging and spectroscopy assuming identical density of states (DOS) for spin up and
spin down carriers, i.e. no spin polarization of the tip. In this section we discuss the case
of that carrier balance being broken at the tip site which consequently accounts for a
non-equilibrium DOS for spin up and spin down electrons at the Fermi level of the tip
[109–112]. This imbalance causes the magnitude of the tunnelling current between the
tip and the surface adatom to vary depending on the relative orientation between the
spin of the (apex of the) tip and the spin of the adatom. Tunnelling current is propor-
tional to the product of DOS of electrons at the Fermi level in initial (Ni) and final (Nf)
states. Therefore, when the spins of the tip (apex) and the adatom are pointing in the
same direction, the current is defined by the sum:

Ip ∝ N ↑
i N ↑

f +N ↓
i N ↓

f ,

whereas for the antiparallel orientation of the two, the following holds:

Iap ∝ N ↑
i N ↓

f +N ↓
i N ↑

f .

A more general dependence on relative orientation is captured in a following manner:

I = I0(1+PiPfcosδ)
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where δ is the angle difference between the spin orientations of the tip and adatom and
P is the relative population for spin up electrons:

P = (N ↑−N ↓)/(N ↑+N ↓).

Defined in this way, I0 is the tunnelling current of the non-SP tip which.

SP-TIP

Creating a spin-polarized tip apex for STM imaging and spectroscopy can be achieved
either ex-situ or in-situ [112]. For an extensive review on SP-tip preparation, reader is
referred to [112]. We will focus on the in-situ preparation of nonmagnetic tips with mag-
netic apex in the remainder of this section.

This can be achieved in several ways – by using voltage pulses to facilitate a material flow
from the substrate towards the tip [113] or by indenting the tip into a magnetic substrate
[114]. Both methods leave the tip apex covered with magnetic atoms. However, control
over the apex size and shape is poor.

A reversible in-situ preparation method of SP-tips emerged with mastering STM manip-
ulation of magnetic adatoms – namely, one makes the tip spin-polarized by attaching
one or few magnetic adatoms from the surface onto the non-magnetic tip. Even though
the overall shape of the tip apex still cannot be determined, this method of generating
SP-tips allows for an atomically precise control over the size of the magnetic cluster at-
tached to the apex of the tip and is proven to generate a tip apex that is paramagnetic
[92, 115]. Once external field is applied, the spin states of the adatom or the atomic
cluster on the apex of the tip split in energy due to Zeeman effect, i.e. the apex of the
tip orients itself along the field and is able to map the spin component of the surface
adatoms along the field direction. This effect can be detected already for fields as low as
∼ 200 mT as reported in e.g. [25].

Figure 3.4: SP-IETS on a single Co atom. IETS spectra on a single Co atom on Cu2N/Cu(100) in a 3 T magnetic
field oriented perpendicular to the surface, taken with the same spin-polarized tip as used in Fig. 5.7 (blue)
and with a spin-unpolarized tip (grey).
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For our SP-IETS experiments on Co adatoms (presented in section 5.5), we used PtIr tips
created by STM vertical manipulation by attaching one or several Co to the apex of the
STM tip. As will be explained in section 4.1.2, at zero field, a low voltage IETS spectrum
taken with a non-SP tip on a Co adatom on this surface presents a Kondo peak at zero-
bias and an anisotropy step at 5 mV (grey line in Fig. 3.4). To demonstrate that we have
a SP-tip, we will analyze the Kondo state of the Co adatom on Cu2N/Cu(100) [3, 92].

At zero field this state is represented by a pronounced peak at zero-bias. At finite field
Kondo feature is split into two peaks which appear symmetric in IETS taken with a spin-
averaging tip (non-SP tip). This symmetry in the split Kondo state indicates equal prob-
ability of tunnelling for spin-up and spin-down electrons. Upon attaching several Co
adatoms onto the tip and repeating the measurement on a single Co adatom, we ob-
serve a higher intensity peak in the split Kondo state for positive voltages. This indicates
a tip that is spin-polarized and in the direction opposing the external field, in contrast
to what is expected [116] and previously reported in experiment [117]. This can be ex-
plained by the exchange forces within the tip that leave the apex with higher DOS for
spin-down electrons (spin-up is conventionally defined to be in the direction of external
field).





4
PLATFORMS FOR BUILDING ATOMIC

STRUCTURES

In this thesis, we present studies on magnetic adatoms separated by an insulating thin layer from
a conductive substrate. The key to a successful signal detection in such an STM measurement lies
in the proper choice of the insulating layer between the STM tip and the conductive substrate. This
layer serves as a shield protecting the surface adatom from conduction electrons from the substrate
that limit the spin lifetimes of the adatom probed by the tunnelling electrons. On the other hand, the
layer has to be thin enough to allow for the detectable tunnelling current to flow through. The com-
promise between the two opposing requirements is typically found in a formation of a single insu-
lating monolayer atop a metal crystal substrate. In this chapter we present two types of monolayers
with distinct geometries employed as working platforms in STM-IETS experiments on Co adatoms
presented in the latter chapters of this thesis. The first one – Cu2N/Cu(100) – was used for assembling
Co chains along two distinct directions along which they behave differently due to the difference in
intra-chain coupling. Here we present experiments and analysis on Co dimers along those two direc-
tions used as chain building blocks in subsequent chapters. An inherent problem of lattice mismatch
between Cu2N and Cu(100) surface reconstruction leads to a limitation in the size of nitride islands
and therefore size of our magnetic systems, a problem overcome by replacing the Cu(100) crystal
with Cu3Au(100), an initial study on which is presented here as well. The second type of monolayer
discussed here – Cl-reconstructed Cu(111) – promises to be a building platform for atomic structures
with unmatched sizes and its hexagonal geometry could potentially serve as a viable platform for
building frustrated spin lattices.

Parts of this chapter describe work published as a journal article [63] and work in preparation for journal sub-
mission by R. Toskovic, M.C. Martinez Velarte, J. Girovsky, M. Kokken, J.W. González§, F. Delgado†, and A.F.
Otte. Theory results supporting the part on Cl-reconstructed Cu(111) were obtained by J.W. González§ and F.
Delgado†.

§ Materials Physics Center, San Sebastián, Spain

† Departamento de Física, Universidad de La Laguna, San Cristóbal de La Laguna, Spain
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4.1. COPPER-NITRIDE ON CU(100)

This part of the chapter focuses mainly on a working surface that is widely explored by
the magnetic adatoms STM community – c(2×2) nitrogen reconstruction on copper(100)
(here referred to as Cu2N/Cu(100)) [118]. We start with experimental conditions behind
its formation and the resulting geometry and end by motivating the need for a different
substrate for growth of copper-nitride – Cu3Au(100) (4.1.1). In 4.1.2 we describe a case
study of a single Co adatom on Cu2N/Cu(100) showing vertical STM manipulation and
IETS spectroscopy, followed by a study on inter-atomic coupling in Co dimers in differ-
ent configurations (4.1.3). Two of these configurations will become building blocks for
longer atomic chains discussed in chapters 5 and 6.

4.1.1. COPPER-NITRIDE RECONSTRUCTION

Copper-nitride (Cu2N) on Cu(100) crystal has proved to be a rewarding working surface
for atomic magnetism investigations for over 10 years now. The system was successfully
utilized in numerous magnetic adatom studies, including adatom anisotropy [8, 61, 62],
Kondo coupling of the adatom to substrate electrons [3, 117, 119], spin-spin exchange
coupling between adatoms [5, 22, 63], spin waves detection [25] and even unravelling
potential for building stable bits [32] and control over them [6, 115].

A monolayer of Cu2N is formed by nitrogen (N2) sputtering of Cu(100) surface (gentler
than Ar sputtering used for cleaning the crystal surface) and subsequent annealing. Typ-
ically, sputtering is done at a N2 partial pressure of ∼ 1×10−5 mbar for ∼ 40−50 s and
later annealed for 1−20 min (this difference in annealing time was not found to influence
the reconstruction) at ∼ 400◦C.

DFT studies show nitrogen atoms forming covalent bonds with the neighbouring Cu
atoms, forming a 2D covalent network on top of Cu(100) [61]. A clean Cu(100) crystal
surface can be readily obtained with plateaus of hundreds of nanometers wide, as veri-
fied in STM topography (Fig. 4.1a). However, due to the lattice mismatch between Cu2N
and Cu(100) surfaces, a 3% compressive stress arises in the nitride layer. This results in
nitride appearing in a form of rectangular islands of typical sizes ∼ 5−10 nm with copper
areas in between as can be seen in Fig. 4.1b.

This results in a Cu2N surface reconstruction shown in Fig.4.2a. Two directions can be
distinguished in this surface reconstruction – one direction containing a nitrogen atom
between every two copper atoms (N direction) and another direction with no nitrogen
atoms in-between the copper atoms (vacancy direction). Choice of surface direction for
adatom assembly into atomic chains results in structures with distinct properties, as will
be shown on the example of cobalt adatoms in section 4.1.3 and chapters 5 and 6.
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Figure 4.1: Copper-nitride on Cu(100). a STM topography of a clean Cu(100) crystal surface. A terrace of ∼ 200
nm wide can be seen. Imaging settings: I = 5 pA, V = 15 mV, T = 1.5 K; scale bar 100 nm. b STM topography
of copper-nitride reconstruction of Cu(100) surface after N2 sputtering. Nitride islands with predominantly
rectangular shapes and typical sizes ∼ 5×5 nm2 can be seen. Imaging settings: I = 5 pA, V = 15 mV, T = 1.5 K;
scale bar 100 nm.

4.1.2. CO ADATOMS ON COPPER-NITRIDE ON CU(100) – SPECTROSCOPY

AND MANIPULATION

An IETS spectrum of a Co adatom on Cu2N/Cu(100) at 330 mK is shown in Fig. 4.2b.
The zero field spectrum (red curve in Fig. 4.2b) is characterized by two features: a pro-
nounced zero-bias peak, marking Kondo effect the adatom exhibits on this surface (with
a Kondo temperature of TK = 2.6± 0.2 K), and a symmetric IETS step at ∼ 5.5 mV, as a
consequence of the anisotropy the adatom’s spin experiences when adsorbed onto this
surface [3, 120].

Co adatom is a spin-3/2 system. Kramers’ theorem prevents the ground state of non-
integer spins from being non-degenerate and the hard-axis anisotropy makes the ±3/2
states to be higher in energy compared to ±1/2 ones. This results in a zero field energy
diagram of a Co adatom being characterized by a doubly degenerate ground state com-
posed of ±1/2 states and a doubly degenerate first excited state composed of ±3/2 states
(here, we neglect transverse anisotropy which, in any case, does not break the ground
state degeneracy ensured by Kramers’ theorem).

The zero-bias peak corresponds to Kondo screening by the substrate conduction elec-
trons which, by scattering on the Co adatom, give rise the transitions between −1/2 and
+1/2 degenerate ground states resulting in an increased density of states at the Fermi
level [1, 3, 121–123]. Upon applying a magnetic field Kondo peak splits into two smaller
peaks (blue curve in Fig. 4.2b) that grow in energy with increasing field. This comes from
splitting of±1/2 states in field due to Zeeman effect. The rate at which the two states split
is determined by the field axis.
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Figure 4.2: Co adatom on Cu2N/Cu(100). a Schematics of a Cu2N reconstruction on a Cu(100) crystal surface.
b IETS spectra taken on a single Co atom on Cu2N at 0 T and 2 T applied along the hard axis. Left inset: atomic
arrangement near the Co atom. Right inset: energy diagram indicating the separation between the ±1/2 and
±3/2 doublets.

Transitions from the ±1/2 to the higher lying ±3/2 states are seen as an IETS step at
2D = 5.5 meV, where D is the hard-axis anisotropy (D > 0) and is found to be along the N-
vacancy direction (hollow direction). Similarly to the Kondo feature, upon applying field,
this anisotropy step also shifts in energy, where the direction and value of the anisotropy
step shift are dependent on the field axis [3].

The precise position of Co adatoms on the Cu2N/Cu(100) surface is controlled by means
of vertical STM manipulation. After thermal evaporation of Co onto Cu2N surface, in
most cases a Co adatom sits on top of a Cu site [124]. Co adatom forms strong cova-
lent bonds with two neighboring N atoms. Due to strong bonding of the adatom to the
Cu2N surface network, lateral manipulation is challenging. Instead, vertical manipula-
tion, discussed next, proved to be a reliable method for Co manipulation on this surface.

First, the STM tip is brought closer to the Co adatom (∼ 150−200 pm) from the tunneling
regime to the tip-adatom distance corresponding to 2 nA tunneling current at +20 mV,
after which a positive voltage of ∼+1.2 V is applied on the sample side. This causes the
Co adatom to break the bonds with two N atoms and gets transferred from the surface
onto the tip. The pick-up is presumably, similarly to Fe on the same surface [125], related
to the charging effect that takes place when the adatom is embedded into the surface in
which some negative charge is transferred to the underlying Cu2N network leaving the
Co adatom positively charged. The charging effect creates a local minimum in energy on
the tip side resulting in the adatom pick-up.

After moving the tip to the desired location on the surface, a drop-off can be performed
by bringing the tip closer to the surface (a few tens of picometers less compared to the
pick-up setting) and subsequently applying a negative voltage (on the sample side) of
∼−120 mV. This creates a local energy minimum on the sample side and the Co adatom
is transferred onto the surface.
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After the drop-off occurs, the Co adatom initially occupies a position atop a N site. The
configuration atop a N site shows no excitations in the low-energy IETS spectra as pre-
dicted by DFT and confirmed by STM-IETS. To push it to a (neighboring) Cu atop site,
we get ∼ 50−100 pm closer to the adatom and apply a positive voltage (∼+1.1 V) in the
desired direction. We achieved a good reliability in terms of the hopping direction.

Figure 4.3: Co chains on Cu2N/Cu(100). STM topography of Co adatoms on nitride-reconstructed Cu(100)
crystal. Co adatoms on both nitride islands and Cu patches can be seen. Artificially constructed Co chains of
various lengths can be seen as well (2, 3, 4, 6 and 7 atoms long). Imaging settings: I = 5 pA, V = 25 mV; scale
bar 10 nm.

This procedure allows for a reproducible Co adatom manipulation on nitride islands on
Cu(100) enabling formation of Co atomic structures of geometry and size defined with
sub-nanometer precision. Fig. 4.3 shows several instances of chains built of Co adatoms
using the manipulation technique described here.

In the following section we will investigate the simplest multi-atom structures that can
be engineered by means of STM manipulation: atomic dimers. We will focus on the
influence that sub-nanometer placement differences of a neighboring adatom have on
the single Co adatom’s low-energy IETS spectrum.

4.1.3. ATOMIC DIMERS – STUDY OF DIFFERENT CONFIGURATIONS
Here we discuss STM built pairs of Co atoms in UHV on a thin insulating Cu2N/Cu(100)
substrate. By adjusting the relative position and orientation of the atoms on the under-
lying crystal lattice we are able to tune their exchange interaction strength the sign of
which is determined by IETS measurements in transverse magnetic field.
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COUPLING IN CO DIMERS

We modeled our Co dimers using the Hamiltonian presented in chapter 2, given by eq.
2.3, with axes defined as in Fig. 4.4e.

In most of our dimers, the coupling is much smaller than the anisotropy energy (|J | ¿
λ2Λzz) which makes for the lowest states of dimers to be dominated by combinations of
±1/2 states. Therefore, spin excitations with lowest energies will be the ones between
these ±1/2 multiplet states – they will be in the order of the spin-spin coupling J . Spin
excitations from this multiplet to higher lying multiplets (which contain also ±3/2 states)
will be detected at higher energies (2λ2Λzz). Let us take a look at the lowest energy mul-
tiplets of the two dimers representative of the two types of coupling – AFM and FM.

From Fig. 4.4a,b it is evident that both the behaviour at zero field and the evolution in
transverse field of the lowest four energy levels depend on the sign of coupling between
the two spins.

We compare the zero field energy spectra for the two cases. In both cases the gap be-
tween the GS state and the highest excited state in this lowest multiplet amounts to 4J .
This excitation is clearly visible in dI /dV spectra in both dimers (Fig. 4.4c,d). The first
point of difference between the two dimers is the gap from the GS to the first excited
state – this gap is larger for the AFM case (∼ 5/2J ) compared to the FM one (∼ 3/2J ).
Due to the small value of coupling for the AFM dimer, this gap is not resolved in the IETS
spectrum of the AFM dimer (difference between 5/2J = 0.55 meV and 4J = 0.88 meV is
the at the edge of our IETS sensitivity at 330 mK). This excitation in the FM dimer (with
3.6 times stronger coupling), on the other hand, is clearly visible in its IETS spectrum.
In this way, by analyzing the zero field features in IETS spectra of the dimers one can
infer both the sign and the strength of coupling between the atoms. However, if J is too
small for the 3/2J and 5/2J to be resolved by the low temperature IETS-STM, one needs
to analyze the spectra in presence of field.

We will now take a look at the lowest states’ evolution in transverse field for both dimer
types. For a dimer with AFM coupling (J >0), the first excitation energy drops until a
critical field value Bc is reached. At this point ground state and first excited state swap
and dimer enters a new ground state for B > Bc. For B > Bc this ground state is separated
by an ever-growing energy gap to the first excited state1. For the FM coupled dimer,
however, a qualitatively different behavior is expected. Namely, the ground state never
crosses any of the higher lying excited states with the increasing field, but only becomes
more stable as the field increases (gap to first excited state grows with field).

This provides us with a tool to map the inter-atomic interactions in Co dimers by extract-
ing the coupling values from the measured dI /dV curves. The result is presented in Fig.
4.4e. In this map we take a center Co atom as a dimer building reference and we mark
positions of the second Co atom by a color denoting the coupling sign and the color in-

1A complete field evolution, up to 9 T, for an AFM dimer in this geometry can be found in a later chapter, in Fig.
5.4a, where this crossing is evident in dI /dV maps taken in a range of fields above both atoms of the dimer.
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Figure 4.4: Coupling in Co dimers – sign and strength. a, b Energy diagram in transverse field for two dimer
configurations whose IETS spectra are shown in (c, d) and represent examples of AFM (J > 0) and FM (J < 0)
coupling respectively. The first two excitation energies accessible in an STM-IETS experiment are labeled in
blue and red for both cases as a function of coupling J . Dimer with AFM coupling is characterized also by a
ground state crossing at Bc. c, d IETS spectra taken at 0 field for the two dimers from (a, b). In addition to
showing coupling energies from energy diagrams in (a, b), anisotropy energies are indicated as well (green). e
Colour map showing intra-dimer coupling strength and sign. Values are extracted from fitting the experimental
dI /dV curves. Atom position diagram as follows: blue atom in the center – reference Co adatom; blue and red
circles on the surface – Co adatom positions on the Cu2N surface forming a dimer with the reference adatom
with AFM and FM coupling, respectively; light gray circles – Cu positions too close to the reference atom for
another Co adatom to be placed by an STM tip and dimer formed; white and small gray circles are Cu and
N atoms of the underlying Cu2N surface (unit cell 0.36 nm), respectively. Coordinate system chosen as: z is
the N direction, x the vacancy direction and y the out of plane direction. f Coupling strength as a function
of adatom spacing in a dimer. For comparative purposes, an isotropic three-dimensional RKKY curve with
Fermi wavelength of bulk Cu and horizontal offset of 0.15 nm, corresponding to a phase shift of 1.3π, is shown
(dashed line). The open circle point corresponds to a {2, 0} dimer which stands out in coupling strength and
cannot be accounted for by RKKY coupling only.
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tensity denoting the coupling strength. The underlying surface dictates a discrete set of
allowed Cu positions (big circles) for the second adatom to be placed atop. Certain Cu
positions (gray) are to close to the reference atom for a successful STM manipulation to
take place.

We plot the coupling as a function of dimer size (inter-atomic distance as obtained from
STM topographies) in Fig. 4.4f. Data points for almost every dimer are reasonably well
followed by a simulated curve accounting for isotropic RKKY coupling [126–128] strength-
ening the proposal of this type of exchange coupling to be dominating in our dimers as
was predicted for Co adatoms in theory [60] and also measured for Co adatoms indirectly
utilizing Kondo effect [129] and directly for Fe adatoms [33]. We do note that we do not
know to what extent this model is applicable to our adatoms as they are separated by an
insulating layer of nitride from the conduction electrons of the bulk Cu(100) that medi-
ate this type of interaction. Also, we do not take into account anisotropies of the Fermi
surface of the substrate which result in directional RKKY as demonstrated in [130].

The only dimer with a large coupling discrepancy when compared to the isotropic RKKY
model of exchange is the {2,0} type2. Our proposal is that superexchange plays an im-
portant role for this type as this is the only dimer type that has no 90◦ angles in the path
connecting the two adatoms via Co-N and Co-Cu bonds which facilitate this interaction
[131, 132].

MEASUREMENTS ON DIFFERENT DIMER CONFIGURATIONS

Fig. 4.5b-f gives an overview containing every Co dimer type built on this substrate where
the coupling was detectable in the IETS spectra (i.e. showing only dimers where spectra
of the atoms were different from the single Co case shown in Fig. 4.5a). The spectra are
shown together with the simulated curves derived from the Hamiltonian described.

Data are reproduced by a scattering model taking into account interaction of tunnelling
electrons with the spin of the adatoms via a scattering term S·σ where σ corresponds to
Pauli matrices for spin-1/2 electrons and S to the spin of the adatom. For all the dimers
except {2, 0} one (Fig. 4.5b-e), spectra are fitted with anisotropy parameters Λyy and
Λzz varying between 6.1 and 7 eV−1 and Λxx = 0. On the other hand, instances of dimer
{2,0} on this surface are fitted by a variety of values for Λzz, varying almost by a factor
of 2 (with Λxx =0 and Λyy = 6.2 eV−1).3 The instance of {2,0} dimer shown in Fig. 4.5f
was fitted with Λzz = 2Λyy =12.7 eV−1. An overview of all the dimers studies with their
corresponding fitting anisotropy parameters can be found in Table 4.1.

The model includes scattering events up to third order in matrix elements [116] and cap-
tures not only position of the IETS steps but also additional contribution coming from
second and third order processes that give a Kondo-like enhancement in dI /dV curves
at or near the step positions. Within this model, coupling between the spin of the adatom

2We label the dimer types with the following notation: {N , v}, where N and v are Cu2N unit cell multiplication
numbers representing relative position of the second Co adatom along N and N-vacancy directions, respec-
tively.

3In Chapter 6, where we discuss chains built by extending this dimer type, an overview of different dimer
instances of type is shown with the corresponding anisotropyΛzz parameters (Fig. 6.10).
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Figure 4.5: Complete set of Co dimer configurations. a-f Comparison of dI /dV measurements (blue dots)
and simulations (green lines). Panels (a-f) are ordered by an increasing value of |J/εK| (indicated in each dimer
panel), with εK = 0.22±0.02 meV, at three field values (0 T, 4 T and 8 T) perpendicular to the sample surface.
Orange shaded regions represent the difference between the measured and the simulated curves in the voltage
range from −3 to +3 mV. Spectra in each panel offset for clarity. IETS performed at 330 mK. A corresponding
atomic diagram shown for each type of dimer. Large and small grey circles represent, respectively, Cu and N
atoms; the blue spheres the Co atoms. Scale bar in topographic STM images 1 nm. Dimers (b) and (d) are
the only ones in which the spectra differ on the two atoms – the arrows indicate the atom of the dimer whose
spectra are shown.

and the conduction electrons is AFM and its strength quantified by an exchange param-
eter JKρs, where JK is the Kondo scattering parameter and ρs density of states of sample
electrons around the Fermi level. For all dimers with adatom coupling much stronger
than the Kondo interaction with substrate electrons, i.e. J/εK À 1, the model fits the
observed spectra very well (Fig. 4.5e,f). In all simulations, JKρs = 0.15 was used.

This model still does not faithfully reproduce the intensity of certain spectral features
observed in both the single Co atom (Fig. 4.5a) and dimers where J/εK À 1 does not
hold (Fig. 4.5b-d). The reason for this can be found in the model neglecting scattering
terms of order higher than 3. These terms could account for emergence of a correlated
state resulting in an increase of density of states around Fermi energy and, therefore,
increased conductance around zero-bias.



4

44 4. PLATFORMS FOR BUILDING ATOMIC STRUCTURES

Table 4.1: Fitting parameters for calculated IETS spectra of Co dimers. Complete set of fitting parameters
for simulated IETS spectra of Co dimers presented in Fig. 4.5. Anisotropy parameters – Λxx, Λyy and Λzz – are
used to obtain D , E and gx,y,z values. Atoms denoted as "marked" correspond to the atoms indicated by red
arrows in Fig. 4.5b,d.

4.2. COPPER-NITRIDE ON CU3AU(100)
In this section we present results on the nitride reconstruction on a copper-gold (100)
crystal (Cu3Au(100) from now on) (4.2.1) and end the section with preliminary results on
single Co adatoms deposited onto it (4.2.2).

4.2.1. COPPER-NITRIDE RECONSTRUCTION

Despite its success in STM-IETS studies, a limitation in working on Cu2N/Cu(100) sur-
face arises from the relatively small island sizes. These make it difficult to build e.g.
atomic chains longer than ∼ 10 adatoms with a two Cu2N unit cell inter-atomic sepa-
ration which borders the proximity limit to which one can position an adjacent adatom
in a controlled manner on this surface. The size limitation of Cu2N islands on Cu(100)
could be overcome by using a crystal substrate with a better lattice match to Cu2N. The
surface of a Cu3Au(100) crystal induces a tensile stress of only 0.8% onto the nitride layer
which is reflected in formation of islands as large as ∼ 100 nm leading to formation of
insulating areas that are several tens of times larger compared to the ones on Cu(100), as
confirmed by STM (Fig. 4.6).

Nitride preparation settings on Cu3Au(100) is similar to Cu2N/Cu(100). We varied a
number of preparation parameters as to optimize the nitride coverage on Cu3Au and
found that the annealing temperature post-N2 sputtering influences the size of nitride
islands the strongest. We report this temperature to be∼ 550◦C, i.e. approx. 150◦C higher
than for nitride on Cu(100), for the largest nitride islands we observed on Cu3Au(100)
(Fig. 4.6). IETS spectra on nitride islands on Cu3Au(100) are shown in Fig. 4.7a, revealing
an onset of a conduction band at ∼ 1.8 eV.
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Figure 4.6: Copper-nitride on Cu3Au(100). a STM topography of a clean Cu3Au(100) crystal. A terrace ∼ 100
nm wide can be seen. Imaging settings: I = 5 pA, V = 20 mV, T = 1.5 K; scale bar 20 nm. b STM topography of
clean Cu3Au(100) crystal. Terraces as wide as 100 nm can be seen. Imaging settings: I = 500 pA, V = 500 mV,
T = 1.5 K; scale bar 100 nm. c STM topography of copper-nitride reconstruction of Cu3Au(100) surface after
N2 sputtering. Nitride islands with tens of nm’s in both horizontal and vertical directions can be seen. Imaging
settings: I = 5 pA, V = 20 mV, T = 1.5 K; scale bar 20 nm. d STM topography of copper-nitride reconstruction
of Cu3Au(100) surface after N2 sputtering. Nitride islands with tens of nm’s in both horizontal and vertical
directions can be seen. Imaging settings: I = 400 pA, V = 200 mV, T = 1.5 K; scale bar 100 nm.

4.2.2. CO ADATOMS ON COPPER-NITRIDE ON CU3AU(100) – SPECTROSCOPY

AND MANIPULATION

Fig. 4.7b shows IETS on a Co adatom on a nitride island on Cu3Au(100). The Co adatom
exhibits the same strong Kondo signature on this surface, similar to C2N/Cu(100), as
well as a single anisotropy step. However, anisotropy step appears at a position 70%
higher compared to the Co on Cu2N/Cu(100) (9.5 mV in comparison to 5.5 mV). This is
in agreement with the finding in [8] where a similar value was reported for Co on a large
(20×20 nm2) nitride island on Cu(100). In contrast to their findings, we do not observe
a decrease in Kondo screening together with the large shift of the anisotropy step.
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Figure 4.7: IETS of Co adatoms on nitride islands on Cu3Au(100). a IETS of nitride on Cu3Au(100). Spectrum
is averaged over three spectra taken on three nitride islands from Fig. 4.6c, at positions ≥ 5 nm away from
the edges. IETS settings: Vmod = 5 mV, T = 2.1 K. b IETS of a Co adatom on a nitride island on Cu3Au(100),
positioned 5 nm away from the nearest island edge. IETS settings: Vmod = 100 µV, T = 330 mK. c IETS of a
Co adatom on a nitride island on Cu3Au(100). Spectrum is averaged over three spectra taken on three distinct
atoms positioned 2, 5 and 10 nm away from the nearest island edge. IETS settings: Vmod = 100 µV, T = 330 mK.

We emphasize our report being on an initial finding and further experimental confirma-
tion is necessary before discussing the origin of the IETS step and its relation to Kondo on
this surface. For instance, a thorough dependence of both the low energy spectra of the
Co adatom and the nitride bandgap on Cu3Au(100) on the distance from the edge of the
island should be done. This will help discern whether strain in the nitride reconstruction
is a major contributor to the Co’s anisotropy shift or a Kondo exchange renormalizes the
anisotropy energy as demonstrated in [8].

However, a more common IETS spectrum of a Co adatom on this surface (Fig. 4.7c) has
a step rising at zero-bias instead of a Kondo feature and a similar position of the higher
IETS step (9.9 mV). Spectra of this type with almost identical relative IETS step height
were seen on adatoms both in the proximity of the island edge (2 nm) and considerably
further away (10 nm). This suggests no influence of the nitride reconstruction on the
binding site of the Co adatom.

As stated for the adatom type with a zero-bias peak, further experiments as a function
of position within an island need to be performed to get a statistically significant re-
sult. Also, magnetic field dependence should be established to verify both Kondo for the
adatom shown in 4.7b and the magnetic origin of the IETS steps for both adatom types
(4.7b and 4.7c).

We made a few successful attempts in vertically manipulating Co adatoms on this sur-
face. Initial findings point towards similar manipulation settings as for Co adatoms on
Cu2N/Cu(100).

4.3. CL-RECONSTRUCTED CU(111) SURFACE
This part of the chapter describes an STM study of a surface platform with a hexagonal
pattern of reconstruction – a chlorine monolayer on Cu(111). Here we present an experi-
mental realization of this surface reconstruction with different monolayer coverages. For
all coverages obtained by means of thermal evaporation of CuCl2 powder onto Cu(111)
crystal, a full monolayer of hexagonally reconstructed copper-chloride on Cu(111) was
formed with flat and clean terraces as wide as several hundreds of nanometers providing
a platform with potential for future building of atomic structures of unprecedented sizes
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by means of STM manipulation. Recently, our group demonstrated a large scale STM
manipulation on Cl-reconstructed Cu(100) by utilizing and manipulating the surface re-
construction defects, namely the missing Cl atoms, in defining memory bits and coding
text by controlling positions of vacant Cl sites [133]. For Cl reconstruction on Cu(111),
we will not be investigating in depth reconstructions with surface defects, but instead
focus will be directed towards defect-free surfaces which can be used as templates for
building structures with magnetic adatoms.

An insulating layer of Cl was deposited onto a clean Cu(111) surface by means of in-situ
thermal evaporation of CuCl2 powder. The evaporation takes place at a partial CuCl2

pressure of ∼ 3.5×10−8 mbar of CuCl2 after current-induced heating of the crucible con-
taining the powder. Evaporation is performed for ∼ 40−50 s, and we found the coverage
to be very sensitive to evaporation time in at these evaporation pressures (5−10 s of dif-
ference in evaporation time lead to a crossover from a surface with missing Cl atoms to
an over-saturated Cl-reconstruction). The sample was heated to 400 K prior to evapora-
tion and kept at room temperature for 20−30 min before pre-cooling on the N2 thermal
shield.

SATURATED 1/3 CL MONOLAYER ON CU(111)

Figure 4.8: Chlorine-terminated Cu(111) surface. a STM topographic image of clean Cu(111) surface. Flat
terraces as wide as 200 nm can be seen. Imaging settings: I = 100 pA, V = 500 mV; scale bar 100 nm. b STM
topographic image of a Cl-terminated Cu(111) surface. Flat terraces as wide as 200 nm can be seen. Imaging
settings: I = 100 pA, V =−500 mV; scale bar 100 nm.

Here we show results on 1/3 Cl ML
p

3×p
3R30◦ on Cu(111) as a result of in-situ CuCl2

evaporation. Fig. 4.8a shows a clean Cu(111) crystal surface with terraces in the order of
hundreds of nanometers wide. Post-CuCl2 deposition STM image is shown in Fig. 4.8b,
where large terraces of clean Cl-reconstructed Cu(111) can be seen.

Fig. 4.9a shows a small scale STM scan of this Cl surface from which the inter-atomic
distance of d = 0.45 nm is extracted corresponding to the

p
3×p

3R30◦ reconstruction.
Previous DFT studies show that the Cl atoms on Cu(111) surface prefer the hollow fcc
site over the other possible sites: hollow hcp, bridge or atop a Cu atom from the outmost
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Figure 4.9: 1/3ML
p

3×p
3R30◦ reconstruction of Cl-terminated Cu(111) surface. a STM topographic image

(I = 100 pA, V =+20 mV, T = 1.17 K) showing hexagonal chlorine reconstruction on the Cu(111) surface. Dis-
tance between 2 neighbouring Cl atoms denoted by d measured to be 0.45 nm. Scale bar 2 nm. b Top (left)
and side (right) view of the Cl-reconstruction on the Cu(111) surface as obtained from relaxation calculations
by Quantum Espresso. Cl atoms sit in hollow fcc sites of the Cu(111) crystal rotated 30◦ w.r.t. the top layer of
copper.

layer [134–137]. The fcc binding site for a Cl atom in
p

3R30◦ reconstruction has been
also experimentally verified in an STM study in [137]. Our DFT results (Fig. 4.9b) also
result in fcc as preferred to other binding sites for Cl on top of Cu(111) surface, with an
energy barrier of 32 meV to the next favorable binding site, the hollow hcp.

Figure 4.10: Bandgap of the insulating Cl-terminated Cu(111) surface. a DFT calculations for a unit cell
depicted on the right, showing contributions from both the Cl atoms and the Cu atoms from the top layer.
Color code same as in Fig. 4.9. Bandgap induced by Cl states ∼ 6 eV. b IETS spectrum of a

p
3×p

3R30◦ Cl-
reconstructed Cu(111). A bandgap of ∼ 5−5.5 eV was found. Spectrum mirrored about E = EF compared to
DFT due to opposite tip-sample bias convention taken.

DFT predicts a bandgap of ∼ 6 eV of this insulating layer (Fig. 4.10a), which deviates only
by ∼ 10−20% from our IETS result (Fig. 4.10b).

OTHER CL MONOLAYER COVERAGES

In an attempt to develop a full Cl monolayer with hexagonal reconstruction, we noticed
a strong dependence of the Cl coverage with CuCl2 evaporation time at an evaporation
pressure in the order of 10−8 mbar. In addition to obtaining the saturated hexagonal
monolayer, we report on additional two surface reconstructions: an under-saturated
hexagonal reconstruction with missing Cl atoms and an over-saturated reconstruction
with alternating fcc and hcp Cl domains, both shown in Fig. 4.11.
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Figure 4.11: Under- and over-saturated Cl-terminated Cu(111) surfaces. a STM topography of an under-
saturated 1/3ML

p
3R30◦ Cl-reconstruction with missing Cl atoms (appearing as dark blue features). Imaging:

I = 100 pA, V = −500 mV; scale bar 5 nm. b STM topography of a saturated Cl-reconstructed surface. Three
distinct pattern types observed under STM shown here. Notice that regular hexagonal reconstruction is estab-
lished only locally with alternating fcc and hcp domains of < 1 nm width. Imaging settings for topographies,
left to right: I = 200/100/100 pA, V =+20 mV T = 1.17 K; scale bar, left to right: 2/2/1 nm.

The under-saturated Cl reconstruction on Cu(111), shown in Fig. 4.11a, is of the desired
geometry (

p
3×p

3R30◦), but the missing Cl atoms (appearing as depressions in topog-
raphy of ∼ 25 pm depth) in the surface reconstruction hinder its potential for studying
adatoms. Here, we will briefly summarize the results on Co adatoms on this surface re-
construction. First, it is often difficult to identify binding sites for adatoms. For example,
STM cannot discern whether an adatom is sitting atop a Cl atom or in a Cl vacancy site.
Also, the adatoms appear often pinned to defects in the underlying Cl reconstruction,
although we cannot claim the adatom evaporation causes the emergence of defects, as
the pristine Cl surface (due to missing Cl atoms) is also presented with many defects in
its reconstruction. This results in areas of the desired and defect-free Cl reconstructions
to be in the order of ≤ 5 nm. As a direct consequence of the many surface defects, the
Co adatoms adopt many different binding sites as confirmed by STM topography (chap-
ter 7). This binding site ambiguity is reflected in IETS spectra on Co adatoms and we,
therefore, discard this surface reconstruction as suitable for further Co adatom studies.

The over-saturated Cl reconstruction shown in Fig. 4.11b, also presents only locally the
required

p
3R30◦ reconstruction and on an even smaller length scale – Cl atoms switch

from fcc to hcp binding sites (and vice versa) after no more than 2−3 successive sites of
the same hollow site type, rendering sub-nano stripe-like features in the reconstruction.
Three patterns of this surface reconstruction have been observed and they are shown in
Fig. 4.11b. Unlike in the case of under-saturated Cl surface, the Co adatoms appear with
less variety in topography (more on this in chapter 7).





5
SPIN CHAINS TEST OF QUANTUM

CRITICALITY

In this chapter we describe physical realization of a particular model-system for theo-
retical studies on quantum criticality and quantum phase transitions (QPTs) – spin-1/2
Heisenberg chain with anisotropic XXZ coupling. For a finite transverse (X ) magnetic
field this chain in thermodynamic limit undergoes a QPT from antiferromagnetic at low
fields to paramagnetic state beyond the critical field [78] (2.3.1 and 5.1). Finite-size atomic
chains with isotropic exchange coupling of lengths from N = 1 to N = 9 atoms were con-
structed via STM vertical manipulation of spin-3/2 Co adatoms on Cu2N/Cu(100) (5.2).
The chains were engineered such that the crystal field of the surface leaves the ground
state of the chains dominated by spin-1/2 states at zero magnetic field and low tempera-
tures allowing for treatment of these chains as effective spin-1/2 chains with intrachain
exchange interactions of the XXZ type (5.4). Chain site resolved STM probing in transverse
field revealed ground state crossings the near critical field density of which rises with chain
length indicating an onset of quantum criticality in these chains (5.5).

This chapter describes work published as a journal article [30]. Theory results supporting this chapter were
obtained by R. van den Berg†, I.S. Eliens† and J.-S.Caux†.

† Institute for Theoretical Physics, University of Amsterdam, Amsterdam, The Netherlands.
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5.1. INTRODUCTION
The ability to manipulate single atoms has opened up the door to constructing interest-
ing and useful quantum structures from the ground up [138]. On the one hand, nanoscale
arrangements of magnetic atoms are at the heart of future quantum computing and
spintronic devices [24, 139]; on the other hand, they can be used as fundamental build-
ing blocks for the realization of textbook many-body quantum models [140], illustrating
key concepts such as quantum phase transitions, topological order or frustration as a
function of system size. In this chapter, we describe how we employed STM to construct
and measure arrays of magnetic atoms on a surface, designed to behave like spin-1/2
XXZ Heisenberg chains in a transverse field, for which a quantum phase transition from
an antiferromagnetic to a paramagnetic phase is predicted in the thermodynamic limit
[78].

Since the birth of quantum mechanics, lattice spin systems [141] have represented a nat-
ural starting point for understanding collective quantum dynamics. Today, scanning
tunnelling microscopy (STM) techniques allow one to experimentally build and probe
realizations of exchange-coupled lattice spins in different geometries [22, 25, 33]. In lin-
ear arrangements, quantum effects are strongest [142] and notions such as quantum
phase transitions [143] are most easily understood, the simplest illustration being the
Ising model in a transverse field [71, 144]. In this work, using STM, we construct finite-
size versions of a model in the same universality class, namely the spin-1/2 XXZ chain in
a transverse field [78], which has previously been realized in the bulk material Cs2CoCl4

[88, 93]. Our set-up allows us to probe the chains with single-spin resolution while tun-
ing an externally applied transverse field through the critical regime.

5.2. STM REALIZATION OF SPIN-1/2 XXZ HEISENBERG CHAINS
To construct the above discussed spin chain type in our lab, we make use of STM vertical
manipulation at 1.5 K in our UHV Unisoku STM system the details of which were laid out
in section 4.1.2.

The obvious choice for a building element of these spin-1/2 atomic chains would be
a magnetic adatom with a total spin of 1/2 as the ground state (GS) of such a system
would truly be of spin-1/2 character. However, magnetic adatoms on surfaces usually
have spins larger than 1/2. We use Co adatoms with a total spin of 3/2 as building blocks,
so in principle their GS can be occupied by either spin-3/2 or spin-1/2 states the selec-
tion of which at zero field will depend on the anisotropy the spin of the Co adatom is
experiencing on this surface as a consequence of the crystal field. We use the IETS tech-
nique [2, 145] to determine the anisotropy of each atom [61]. In [3] it was shown that Co
adatom on this surface experiences a strong uniaxial hard-axis anisotropy perpendicular
to the bond it makes with neighboring N atoms. This lowers the energy of spin-1/2 states
making them reside in the GS separated by 5.5 meV from the higher lying spin-3/2 states.
In this way, as long as all energy scales involved (kBT , µBB , eVmod) are well bellow the 5.5
meV anisotropy barrier, we can treat the Co adatom as an effective spin-1/2 system and
extend it to an effective spin-1/2 chain by adding more Co adatoms to it along a certain
direction on this surface. In this discussion we neglect the effect of transverse anisotropy.
Note that even for a non-negligible transverse anisotropy, the ground state degeneracy
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Figure 5.1: Construction of XXZ chains. a Atomic design for XXZ chains and indication of the transverse field
direction. Large (small) grey circles represent Cu (N) atoms. b Lowest excitation energies of an N = 8 chain for
a transverse field up to 9 T. EG and Bcrit are indicated, as well as the transverse magnetization M and average
number of domain walls n between each ground state change. c Same as (b) for N = 9.

for B = 0 would not be broken for a non-integer spin (Co atom), due to Kramer’s degen-
eracy. IETS measurements were conducted at T = 330 mK with a modulation voltage of
Vmod(rms) = 70 µV on a system with a maximum filed of Bmax = 9 T which makes for all
the energies to be within this anisotropy gap and justifies our treatment of Co atoms as
spin-1/2 systems.

The choice of building direction for atomic chains (Fig. 5.1a) is motivated by a combina-
tion of the experimental findings presented in 4.1.3 on Co dimers in different configura-
tions on this surface [63] and theoretical relations coming from the effective Hamiltonian
shown in 2.3.2. In 4.1.3 we saw that the coupling between two Co adatoms separated
by two unit cells (0.72 nm) along a N-vacancy direction is antiferromagnetic in nature
which is the first condition we need to meet to construct the chains in question. Next,
the strength of this AFM interaction defines the transverse field necessary to break the
AFM order in the chains. In 4.1.3 we saw this strength amounts to J = 0.22 meV. We need
to relate this value to exchange interactions within the effective spin-1/2 Hamiltonian
defined in 2.3.2, namely: Jz, J⊥ and J nnn

⊥ (eq. 2.7).

As shown in 4.1.2, our Cu2N islands are typically 5× 5nm2 in size, which makes them
too small for anisotropy inhomogeneity reported in [8] where they measured changes
in anisotropy barrier of a factor of two between Co adatoms located in the center as
opposed to adatoms located near island edges. This big difference comes from the fact
their Cu2N islands are ∼ 20×20 nm2 in size. We don’t see anything close to such variety
in anisotropy energy of Co atoms on our nitride islands and will, in the discussion that
follows, take magnetic anisotropy D to be the same for all atoms in our chains and equal
to the single ion anisotropy for Co on this surface: D = 2.75 meV.

Now we have the necessary ingredients to calculate the effective Hamiltonian exchange
interactions (eq. 2.7), which in our case translates to:

J⊥ = 0.88meV, Jz = 0.105meV, J nnn
⊥ =−0.064meV.
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Note that indeed, for our chains, J nnn
⊥ ¿ J⊥, Jz, so we can neglect this term (J nnn

⊥ = 0).
This, as mentioned in 2.3.2, reduced the effective spin-1/2 Hamiltonian (eq. 2.6) to the
spin-1/2 XXZ Hamiltonian in transverse field (eq. 2.2) for which the quantum phase
transition is predicted in thermodynamic limit [78].

The effective spin-1/2 Hamiltonian bulk/boundary g-factors (eq. 2.8) are:

gbulk = 1.707g , gboundary = 1.853g ,

where g = 2.3 [3].

If we make the following approximations:

Jz/J⊥ = 1/8, J nnn
⊥ = 0, gbulk = gboundary

∼= geff,

the resulting spin-1/2 XXZ Hamiltonian yields the following relation between the effec-
tive transverse coupling and critical value for the transverse field [78]:

geffµBBcrit ≈ 1.5J⊥.

If we take geff ≈ 1.8g , we get for a critical field value in the thermodynamic limit: Bcrit ≈
5.5 T, which is experimentally accessible in our lab.

5.3. FINITE CHAINS PREDICTIONS
Now that the mathematical formalism that transposes the isotropic spin-3/2 system to
an effective spin-1/2 XXZ system has been established in the thermodynamic limit, let us
take a look at the theoretical predictions that follow for chains of finite size in transverse
field as those will be a system of study in our experiments. Fig. 5.1b,c displays low-energy
calculations as a function of transverse field for a system with an even number of atoms
(N = 8 in panel b) and a system with an odd number of atoms (N = 9 atoms in panel
c). The two energy diagrams are composed of a number of lowest excitation energies for
the two chains (energies one needs to provide the chain for it to reach a certain excited
state starting from the ground state). This means the lowest energy curve corresponds
to the energy difference between the GS and the 1st excited state, the next higher one to
the energy difference between the GS and the 2nd excited state and so on. None of the
curves in the excitation spectra of these two chains, but the lowest two, will be a matter
of discussion here.

First observation we will make relates to the parity in the atom number in these chains.
Comparing the lowest excitation energy spectrum for the two chains, it is clear that
there is no energy gap for odd-numbered chains at zero field as compared to the even-
numbered ones. This means that at zero field the Néel-like order in odd chains results
in a degenerate GS state with a gap to higher states whereas even chains host a non-
degenerate GS state with no energy gap to the closest higher state. For large AFM chains
with half-integer spins (N →∞), the GS and the 1st excited state become degenerate at
zero field like for the case of finite odd chains [146]. In the N →∞ limit this degenerate
state stays separated from the higher lying excitation spectra (which in that case form a
continuous band) by the energy gap EG which collapses only at Bcrit. It is right before
this field value that spin-liquid state is predicted [78].
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The second observation tackles the arising complexity with the chain length. From the
N = 8 and N = 9 panels it is obvious that adding one atom (spin) to the 8-atom chain
results in introducing an extra node in the lowest excitation spectrum with the critical
field not being significantly changed which densifies the already existing nodes. These
nodes (zero-points in the lowest excitation curve) are defined by field values at which the
two lowest energy levels of the chain cross each other, or in other words, points in which
a chain changes its ground state. Thus, with chain length increasing, more ground states
changes the chain will go through before finally entering a paramagnetic phase beyond
the critical field. In terms of domains walls separating regions of AFM coupled spins in a
chain structure, each of these nodes marks the entry of a new domain wall into the chain
and a step-wise increase of the total magnetization of the chain (Fig. 5.2).

Lower panels in Fig. 5.2 presenting first excitation mode of a spin-3/2 isotropic Hamil-
tonian for N = 1 to N = 9 chains capture both the atom number parity effect in finite
chains and the increasing density of ground state changes with chain length. We will
present experimental evidence for these theoretical predictions in the next section.

5.4. EXPERIMENT AND COMPARISON TO SPIN-1/2 XXZ MODEL

We constructed chains of Co atoms of various length and performed low-temperature
IETS measurements (T = 330 mK < EG/kB) on each atom in a chain while varying the
strength of the transverse field.

IETS measurements on Co atoms were realized by recording dI /dV spectra employing
a lock-in technique with an excitation voltage amplitude of 70 µVrms at 928 Hz. Un-
less specified otherwise, in all measurements the applied magnetic field (up to 9 T) was
oriented perpendicular to the sample surface. To obtain an extensive data set, a fully au-
tomated measurement sequence was employed. IETS measurements were performed
at intervals of 200 mT, forming a set of 46 spectra per atom (except for the seven-atom
chain, for which only 44 spectra up to 8.6 T were performed). To achieve a substantial
reduction of the data acquisition time, an automated procedure was developed. After
taking spectra on each atom at a given field, the tip returned to the first atom and re-
tracted 2 nm, followed by a 50 mT automated field sweep. Following each sweep, the tip
was brought back into the tunnelling range (50 pA, 15 mV), following which potential
drift was corrected for through an automated atom-locking procedure. The field should
be increased by 50 mT or less in each sweep to avoid the drift being larger than one atom
radius. For data presented in this section, IETS measurements were performed after ev-
ery fourth field sweep to give an interval of 200 mT. Using this method, obtaining a data
set for fields ranging from 0 T to 7 T required performing the experiment continuously
for 7 h on a single Co atom to 28 h on a N = 9 chain. Spectra taken above 7 T were ob-
tained manually for each atom of every chain, owing to tip instabilities disabling proper
atom locking when sweeping the field in that range.
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Figure 5.2: Chain magnetization. a-i Total magnetization calculations along the field direction (blue) for
chains N = 1 to 9 as calculated from the H3/2 model. Below: lowest excitation energy calculations (red) follow-
ing from the same model.

Fig. 5.3a,b shows measurements taken on the first atom of an odd-length (5 atoms) and
an even-length chain (6 atoms), respectively, recorded for every 200 mT from 0 to 9 T. At
voltages below 5.5 mV, transitions within the manifold of mz =±1/2 states are observed;
excitations at higher voltages correspond to transitions to the mz =±3/2 manifold. The
spectra show sudden changes in both excitation energy and intensity at field values cor-
responding to expected ground state crossings: near 3.5 T for N = 5 and near 1.5 T and 4
T for N = 6.
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Figure 5.3: Comparison to theory. a IETS spectra taken on atom 1 of an N = 5 chain in transverse fields ranging
from 0 T to 9 T, in increments of 200 mT. b Same as (a), but taken on atom 1 of an N = 6 chain. IETS curves were
normalized to correct for tip height variations. Conductance values listed at the colour bars are indicative only:
owing to normalization, scaling between spectra may vary by ∼ 20%. c, d Theoretical spectra corresponding
to (a, b) respectively, calculated using a spin-3/2 model. The Kondo peak appearing at the first ground state
crossing in (b) is under-represented in the theory (d). e, f Same as (c, d) but calculated using a spin-1/2 XXZ
model).

To simulate the differential conductance spectra, we employed a perturbative transport
model [63, 116, 145, 147]. Steps related to the spectrum are found in good agreement
with the data using the S = 3/2 Hamiltonian (Fig. 5.3c, d). Calculations using the S = 1/2
XXZ Hamiltonian (Fig. 5.3e, f) show similar agreement, except for the excitations to the
mz =±3/2 multiplet near ±5.5 mV, which are not modelled. This agreement justifies our
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effective spin-1/2 treatment. A notable quantitative discrepancy between theory and
experiment is found near 1.5 T in the N = 6 chain. At this field value, a two-fold ground
state degeneracy occurs, resulting in a zero-bias Kondo resonance in the data, which is
only partly reproduced in the third-order perturbative analysis [63, 116, 148–150].

5.5. OBSERVATION OF ONSET OF QUANTUM CRITICALITY IN FI-
NITE ATOMIC CHAINS

Figure 5.4: Experimental results on chains of one to nine atoms. a IETS spectra from 0 T to 9 T transverse
field (in 200 mT increments) obtained on each atom of every chain up to a length of nine atoms (up to 8.6 T for
N = 7). Calculated lowest excitation energies are shown below each chain data set. Red dashed lines indicate
positions of expected calculated ground state crossings. Owing to normalization, scaling of individual spectra
may differ by ∼ 20% from values listed at the colour bars. b Site-resolved transverse magnetization (〈Sx 〉) for
N = 5 and N = 6 as calculated from the H3/2 model. Excitation energies (red) same as in (a).
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In Fig. 5.4a, field-dependent measurements are shown for all atoms of chains of 1 to 9
atoms, featuring a total of 2,056 IETS spectra. Here, we focus on the ±3 mV range corre-
sponding to the mz =±1/2 multiplets. As chain length increases, more features become
visible, each marking a change of the ground state as the field is increased. When com-
paring these to the calculated ground state crossing positions (lower panels), we find that
for chains up to length N = 6 each feature lines up with one of the crossings. The IETS
data also reveal the positions within each chain which are affected most by each of the
ground state crossings; these findings are supported by local magnetization calculations
along the field direction (Fig. 5.4b and Fig. 5.5).

Figure 5.5: Magnetization per site. a-i Calculated magnetization (〈Sx 〉) for the H3/2 model along the field
direction per site for N = 1 to 9 chains. Each magnetization plot is accompanied with the H3/2 lowest excitation
energy curve (red). Changes in local magnetization correspond to the experimentally observed field evolution
of dI /dV features per site shown in Figs. 5.4 and 5.6.
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For longer chains, the positions of the gap closings in the IETS data deviate slightly from
the calculated values, although qualitatively the observed data evolve as expected. A
possible explanation for this discrepancy is the presence of long-range interactions: in-
cluding an additional ferromagnetic next-nearest neighbour coupling of 0.05J gives a
better agreement with the data even in longer chains (see Fig. 5.6). However, we believe
that a number of other effects may contribute to the discrepancy as well; a full resolu-
tion of the mismatch would necessitate an extensive study of both the electronic and
magnetic properties of the substrate and the adatoms.

On atoms in the bulk of the chain (two or more sites away from an edge), a continu-
ous featureless region is observed between 3 T and 6 T, which widens as chain length
increases. In this field range, ground state crossings become too close to be individually
resolved. The energy difference between the ground state and the zero mode also de-
creases, such that their thermal occupations become comparable. This further reduces
the ability to resolve the crossings.

A simplified picture in terms of spin-1/2 product states and spin flip operations [33] pro-
vides a qualitative understanding of the IETS spectra. In even chains, for small fields,
the two Néel orderings are equally mixed in the ground state. Here the first crossing is
predominantly found on the outer atoms, because at this crossing the number of do-
main walls n increases by 1 only. In odd-length chains, the magnetic field selects one of
these Néel states leading to a definite staggered magnetization profile: flipping the spin
of an odd (even) atom points it against (along) the magnetic field, leading to a state in-
creasing (decreasing) in energy with increasing field. At fields above the critical field, the
ground state is essentially polarized and we can obtain a similar understanding in terms
of magnon physics.

The semiclassical reasoning outlined above is further confirmed by measurements taken
on a seven-atom chain with a spin-polarized (SP) STM tip, shown in Fig. 5.7. In contrast
to SP-STM measurements taken at a fixed voltage, these spectra reveal spin contrast in
energy-dependent phenomena such as spin excitations. Let us first take a look at the SP-
tip used for this measurement. A spin-filtering tip was created by attaching several Co
atoms to the tip and applying a field of 3 T perpendicular to the surface. Spin polarization
was verified by performing spectroscopy on a single Co atom. As shown in Fig. 3.4, the
relative heights of the peaks were found to be opposite to those recently reported [117],
indicating that the ultimate atom of the tip was polarized opposite to the external field
owing to exchange forces within the tip. If we take a look at the SP-IETS of a 7-atom chain
now, at 3 T we see, in addition to the even–odd pattern in the excitation energies, an
alternating pattern in spin excitation intensities [33] (Fig. 5.7c). For positive sample bias,
in which case an excess of spin-down electrons from the tip is injected into the chain
(Fig. 3.4), excitations on odd-site spins are enhanced. At negative voltage, excitations
are enhanced on the even sites. This alternating pattern is found to disappear as the
field is swept through the critical value (Fig. 5.7d). Additional SP-STM data are shown in
Fig. 5.8.
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Figure 5.6: Experimental results on chains of 1 to 9 atoms – comparison with H3/2 taking into account next-
nearest neighbor (nnn) interaction. ±3 mV IETS spectra from 0 T to 9 T transverse field (in 200 mT incre-
ments) obtained on each atom of every chain up to a length of 9 atoms (up to 8.6 T for N = 7). Red dashed lines
indicate positions of expected ground state crossings calculated from the H3/2 model with antiferromagnetic
nn coupling J only (same as in Fig. 5.4b). Orange dashed lines come from the same model but accounting for
ferromagnetic nnn coupling of 0.05J . Same color coding applies to the energy calculations below each chain
data set. Due to normalization, scaling of individual spectra may differ by ∼ 20% from values listed at the color
bars.

5.6. CONCLUSIONS
We have built chains of effective S = 1/2 spins realizing the XXZ model in a transverse
field, and obtained detailed site-resolved information about the spectrum as a function
of chain length and applied field. Increasing the chain length shows a growing number
of ground state crossings, a precursor of the Ising quantum phase transition occurring in
the thermodynamic limit. Site-resolved measurements on these finite-size realizations
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Figure 5.7: Spin-polarized spectroscopy. a, b Schematics showing allowed spin excitations in the case of a
fully polarized (in the spin-down direction, see Fig. 3.4) STM tip for negative and positive sample voltages,
respectively. c Spin-polarized IETS spectra taken in a 3 T transverse field on an N = 7 chain (blue curves).
Corresponding spectra taken with an unpolarized tip are shown in grey. d Same as (c) but in a 7 T transverse
field. Here the unpolarized data (dotted grey lines) were taken on a different, but identical chain.

Figure 5.8: Additional SP-IETS measurements on a 7-atom Co chain. a-c Spin-polarized IETS spectra taken
at 1 T, 4.5 T and 5.5 T transverse field in an N = 7 chain (blue curves). Corresponding spectra taken with an
unpolarized tip are shown in grey. d-e IETS spectra taken on a single Co atom at the same field values as in
(a-c) with the same spin-polarized tip (blue) and with a spin-unpolarized tip (grey). Dashed spin-unpolarized
curves were taken on a different instance of the chain/atom than the corresponding spin-polarized curves.
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reveal a number of sudden ground state changes when the field approaches the critical
value, each corresponding to a new domain wall entering the chains. We observe that
these state crossings become closer for longer chains, suggesting the onset of critical
behaviour.

Our results present opportunities for further studies on quantum behaviour of many-
body systems, as a function of their size and structural complexity. The origin of the
discrepancy between the theoretical positions of ground state crossings and those ob-
served in longer chains remains an open issue that requires a better understanding of the
electronic and magnetic structure of the chains and their supporting surface. Our work
demonstrates that STM-built spin lattices offer a viable platform, complementary to, for
example, ultracold neutral atoms and trapped ions, for experimentally testing quantum
magnetism with local precision.





6
CONTROLLING SPIN AND ORBITAL

INELASTIC TUNNELING IN ATOMIC

CHAINS

The inelastic portion of the tunnel current through an individual magnetic atom grants
unique access to read out and change the atom’s spin state, but it also provides a path
for spontaneous relaxation and decoherence. Controlled closure of the inelastic channel
would allow for the latter to be switched off at will, paving the way to coherent spin ma-
nipulation in single atoms. In this chapter we present a study that demonstrates complete
closure of the inelastic channels for both spin and orbital transitions due to a controlled
geometric modification of the atom’s environment, using STM. The observed suppression
of the excitation signal, which occurs for Co atoms assembled into chains on a Cu2N sub-
strate, indicates a structural transition affecting the dz2 orbital, effectively cutting off the
STM tip from the spin-flip cotunneling path.

This chapter describes work published as a journal letter [27]. Theory results supporting this chapter were
obtained by A. Ferrón†§, J. L. Lado† and J. Fernández-Rossier†⊥.

† International Iberian Nanotechnology Laboratory (INL), Braga, Portugal

§ Instituto de Modelado e Innovación Tecnológica (CONICET-UNNE), Corrientes, Argentina

⊥ Departamento de Física Aplicada, Universidad de Alicante, Alicante, Spain

65



6

66 6. CONTROLLING SPIN AND ORBITAL INELASTIC TUNNELING IN ATOMIC CHAINS

6.1. INTRODUCTION
Cotunneling is a two-step process that may happen whenever an electron-confining is-
land (e.g., an atom, molecule, or quantum dot) is weakly coupled to two electrodes; an
electron hops from the first electrode to the island and another electron hops from the
island to the second electrode. If the final state has a different energy than the initial
state, the cotunneling process is inelastic and can only occur if sufficient bias voltage
is applied. This effect has proven highly useful in probing, for example, molecular vi-
brations [104, 106], excitations of quantum dots [151] and carbon nanotubes [152], and
spin-flip excitations on molecules [19, 23, 153] and single atoms [2, 7, 154, 155]. Inelas-
tic processes involving a spin-flip can only occur when tunneling into a singly occupied
level [156]. Inelastic cotunneling also opens an inelastic decay channel [20, 25, 32], lim-
iting spin lifetimes; it would therefore be desirable to be able to switch the inelastic path
on and off.

Atomic assembly of magnetic nanostructures allows for fine control of parameters such
as spin coupling [5, 33, 63] and single atom magneto-crystalline anisotropy. The aniso-
tropy of single atoms and molecules can be modified by the application of local strain,
either induced by the placement of neighboring atoms [61, 62] or applied using a scan-
ning probe tip [20, 157]. Here we show, using both spin and orbital inelastic excitation
spectra, that local strain can result in complete closure of an inelastic cotunneling chan-
nel, due to orbital hybridization leading to modification of the effective orbital filling.
For Co atoms assembled into chains, we observe a complete suppression of all spin ex-
citations and of certain newly observed orbital excitations.

6.2. SUPPRESSION OF SPIN AND ORBITAL EXCITATIONS IN CO

ATOMIC CHAINS

Fig. 6.1 shows an STM topographic image and IETS measurements of a dimer of Co
atoms, constructed using vertical atom manipulation on a Cu2N surface, and also of
a Co trimer and tetramer constructed as extensions of the dimer. Measurements were
carried out at 330 mK in ultrahigh vacuum (< 2×10−10 mbar). All nanostructures were
constructed with two unit-cell spacing along the direction of the neighboring N atoms
(x-axis). The dimer spectra differ from the single Co case [3] but can be fitted with sim-
ulated spin excitation spectra [63] by including an antiferromagnetic exchange coupling
of 2 meV (Fig. 6.2). A remarkable effect occurs for chains of three atoms or longer (Fig.
6.1b,c); the end atoms of the chains show spin excitation steps around 8 and 13 mV but
no steps are seen on the inner atoms, even up to 75 meV (see Fig. 6.3). The theoreti-
cal maximum energy for a single ∆S = 1 spin flip transition is δmax = λ∆SLmax = 66 meV
[9], between orbital states split by the spin-orbit coupling λ = 22 meV with maximum
unquenched orbital momentum Lmax = 3.

Fig. 6.4 shows IETS spectra of a Co hexamer on Cu2N, again without steps on the in-
ner atoms. Significant changes are also seen in spectroscopy performed at higher bias
voltage. In spectra taken on the end atoms up to ±1 V, a prominent peak at +500 mV is
observed (Fig. 6.4c); single Co atoms show similar spectra (red curve). But for the inner
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Figure 6.1: Suppression of spin inelastic excitations in Co nanostructures. Structural model, STM topograph,
and IETS spectra of a Co dimer built by atom manipulation on Cu2N (a), and a Co trimer (b) and tetramer
(c) built as extensions of the dimer. The spectra of the dimer, and the edge atoms of the trimer and tetramer
(shown in green) show spin IETS steps. Spectra of the inner atoms of the trimer and tetramer (blue) show no
spin excitations. For the STM images a sample bias of 15 mV and tunnel current of 5 pA was used. Spectra were
recorded with a lock-in amplifier, using a modulation of 50 µVrms, at a typical conductance of 1 µS.

Figure 6.2: Comparison of single Co and Co dimer spectra. a dI /dV spectrum of a single Co atom on Cu2N
(dots). The solid line is a simulated spin IETS spectrum using S = 3/2,Λxx =Λzz = 6.2 eV−1,Λyy = 0, equivalent
to D = 2.7 meV, E = 0. Interactions with substrate electrons are taken into account up to 3rd order, using an
antiferromagnetic Kondo-exchange coupling JKρs =−0.15 meV. However, this still underestimates the height
of the Kondo peak. b dI /dV spectra of each atom of a Co dimer on Cu2N (dots). This is the same dimer as
shown in Fig. 6.1. Solid lines are simulated spin IETS spectra including an antiferromagnetic spin coupling of
2 meV.Λxx = 8.0 eV−1,Λzz = 6.2 eV−1,Λyy = 0, JKρs =−0.08 meV. Importantly, only the anisotropy term along
the dimer (x) axis is changed from the single atom case.
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Figure 6.3: Spectra of a Co tetramer up to 75 mV. dI /dV spectra (dots) of each atom of a Co tetramer, similar to
Fig. 6.1c and Fig. 6.7a, at up to 75 mV. On the inner atoms, no spin excitation steps are seen. The solid lines are
simulated spin excitation spectra. Although no spin excitations are observed on the inner atoms, it is necessary
that the inner atom x-axis anisotropyΛxx > 25 eV−1 to reproduce the end atom spectra. For the model shown,
for all atoms S = 3/2, JKρs =−0.05 meV,Λzz = 6.2 eV−1,Λyy = 0 and the antiferromagnetic spin coupling is 2.5

meV. For the end atomsΛxx = 13 eV−1, for the inner atomsΛxx = 30 eV−1. The model reproduces the end atom
spectra accurately: for the inner atoms it predicts a step at 30 meV which is not observed, since spin excitations
on these atoms are suppressed due to the strongly hybridized dz2 orbital.

Figure 6.4: Orbital and spin excitations in a Co nanostructure. a Structure of a Co N-row hexamer on Cu2N.
b Spin IETS spectra of a Co hexamer, showing suppression of IETS steps on inner atoms (blue). A topographic
image at +20 mV is shown (inset). c Higher bias spectra on the same hexamer with a single Co atom (red) for
comparison. The peak at +500 mV sample bias seen on the single Co (indicated) is attributed to an orbital
excitation; the same peak is seen on the end atoms of the hexamer (green), though slightly shifted. In the inner
atoms of the hexamer (blue), all positive bias spectral features are suppressed. A topographic image at +500
mV is shown (inset). The conductance was 1 µS for the 20 mV spectra and 2 nS for 1 V.
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atoms, all spectroscopic features at positive voltage, including the peak at +500 mV, dis-
appear. Also, spectral features at negative bias are more pronounced on the inner atoms.
The correspondence between suppression of steps at low voltage and high positive volt-
age is found for all Co atoms on Cu2N.

Figure 6.5: Suppression of orbital and spin IETS transitions. a Schematic of spin and orbital inelastic tran-
sitions. The dz2 orbital (blue) couples to the tip and the substrate; the other d orbitals (green) couple only to
the substrate. In the case of a magnetic atom with a half filled dz2 orbital (a), spin IETS and orbital IETS transi-
tions are allowed for both tunneling directions (bias polarities). In the case of a fully filled dz2 orbital (b), spin
excitations are blocked and orbital excitations are only possible for negative sample bias. c DFT calculated re-
laxed structure for Co monomer and (d) infinite double-spaced Co chain on Cu2N. Calculated magnetization
density is shown for (e) a Co monomer and (f) the infinite chain.

The spectral feature at +500 mV may be associated with an inelastic excitation that in-
volves a change in orbital filling, as observed previously in quantum dots [151, 158]. A
schematic of spin and orbital excitation processes is shown in Fig. 6.5. Spin IETS tran-
sitions involve a single spin flip and thus cost the Zeeman and/or magnetic anisotropy
energy of a few millielectronvolts; electrons tunnel onto and off the same orbital. Or-
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Figure 6.6: Effect of magnetic field on spin and orbital excitation spectra of a Co nanostructure. dI /dV
spectra of the same Co hexamer as shown in Fig. 6.4, including data taken with magnetic field applied in the
out of plane direction (z) and in-plane, perpendicular to the chain direction (y). Only the first three atoms are
shown. For the end atom spin IETS spectra up to 20 mV, only the expected small Zeeman shift in excitation
energies is observed. For the orbital IETS spectra up to 1 V, no change in the spectra is seen with applied field.

bital IETS transitions involve tunneling on and off different orbitals, creating an orbital
excited state. The energy cost of these transitions will be the crystal field splitting, which
is of order several hundred millielectronvolts [5]. No substantial change in either spin or
orbital IETS spectra are seen with applied magnetic field (Fig. 6.6).

6.3. SUPPRESSION MECHANISM IN SPIN AND ORBITAL EXCITA-
TIONS

The combined suppression of both spin IETS and orbital IETS transitions can be un-
derstood in terms of a simple qualitative model. The dz2 orbital of the magnetic atom
dominates transport between the tip and the atom; the other d orbitals couple only to
the substrate. Therefore, all spin and orbital cotunneling excitations must involve the dz2

orbital [159]. In case the dz2 orbital is half-filled (Fig. 6.5a), spin and orbital excitations
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are allowed for both voltage polarities. This is the case for single Co atoms and for outer
atoms of chains. If the dz2 orbital is fully occupied, however, spin excitations are blocked
completely and orbital excitations can occur only at negative sample voltage (Fig. 6.5b),
as observed for inner atoms.

The change in filling of the dz2 orbital may be due to changes in the crystal environment
of the Co atom, particularly the N ligands. Density functional theory (DFT) calculations,
carried out using Quantum Espresso (QE)26 with PAW pseudopotentials and PBE ex-
change correlation functional, (Fig. 6.5c,d) indicate that for inner atoms of Co chains,
the N-Co-N angle θ is almost collinear (175◦), whereas for a single Co atom θ = 150◦.
This drastic change in structure influences the atom’s magnetocrystalline anisotropy.

6.4. MAGNETIC ANISOTROPY OF CO ATOMIC CHAINS

Figure 6.7: Magnetic anisotropy of Co nanostructures. a IETS spectra of each atom of a Co tetramer built on
Cu2N. Solid lines are simulated spectra allowing the anisotropy parameter Λxx to vary as indicated between
the end (green) and inner (blue) atoms. Λzz = 6.0 eV−1 and Λyy = 0 in all cases, the antiferromagnetic spin

coupling is 2.5 meV. Single Co may be fitted with Λxx = 6.2 eV−1. Simulated spectra are not shown for inner
atoms since the spin IETS transitions are suppressed. b Higher bias spectra on the same tetramer as (a). Note
suppression of the positive bias spectral features in the inner atoms (blue). c IETS spectra of each atom of
another Co tetramer built on Cu2N in which spin excitations are not suppressed. Simulated spectra are shown
as for (a). The antiferromagnetic spin coupling is 2 meV. d Higher bias spectra on the same tetramer as (c). The
spectra are all observed to be similar to that of a single Co atom (red). The conductance was 1 µS for the 20 mV
spectra and 2 nS for 1 V.

The influence of the structural DFT prediction on anisotropy can be verified by spin IETS
spectra, which show that Co atoms assembled into chains show a substantial anisotropy
enhancement compared to single atoms. Fig. 6.7a,b show IETS spectra of a tetramer;
as before, on the inner atoms spin excitations are suppressed as well as positive-bias
orbital excitations. Without spin IETS steps on the inner atoms, we cannot directly mea-
sure their magnetic anisotropy. However, in a minority of cases (4 out of 20 structures)
we observed Co N-row chains in which spin excitations on the inner atoms were not
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Figure 6.8: Co nanostructures with suppressed and unsuppressed spin excitations. In most cases, Co chains
longer than two atoms built on Cu2N showed suppressed spin excitations on the inner atoms (6.1). In a minor-
ity of cases (4 out of 20 structures), Co chains up to four atoms long were observed to have unsuppressed spin
excitations. This effect was specific to certain locations on the substrate, and is presumably due to variations in
local strain induced by subsurface defects. a dI /dV spectra of each atom of a Co trimer and (b) a Co tetramer,
as shown in Fig. 6.7c, constructed as an extension of the trimer. Both structures show unsuppressed spin exci-
tations. Simulated spin IETS spectra are shown (solid lines), for all atoms S = 3/2,Λzz = 6.2 eV−1,Λyy = 0. The

trimer may be fitted with Λxx = 7.0 eV−1 for all atoms: for the tetramer Λxx = 7.5 eV−1 for the end atoms and
13 eV−1 for the inner atoms. For both structures the antiferromagnetic spin coupling is 2 meV, JKρs = −0.05
meV for inner atoms and −0.15 meV for the end atoms. c dI /dV spectra of a Co pentamer constructed as an
extension of (b). In this case no spin IETS steps are seen on the inner atoms: suppression of spin excitations
was observed on all structures longer than four atoms. We may conclude that the strain induced by adding a
Co atom to the structure overcomes the local lattice strain, pushing all inner atoms of the structure beyond the
critical N-Co-N angle that leads to suppression of spin excitations. The end atom spectra may be simulated
using a similar model to Fig. 6.3: for all atoms S = 3/2, JKρs = −0.05 meV, Λzz = 6.2 eV−1, Λyy = 0, the anti-

ferromagnetic spin coupling is 2 meV. For the end atoms Λxx = 7.5 and 8.5 eV−1, for the inner atoms Λxx = 20
eV−1. Note that the anisotropy values are smaller than in Fig. 6.3, illustrating the effect of the local strain.

suppressed (Fig. 6.7c and Fig. 6.8). Significantly, in these cases all atoms also show the
prominent orbital IETS peak close to +500 mV (Fig. 6.7d), reinforcing the correlation of
suppression of spin and positive-bias orbital transitions. We believe that in these minor-
ity cases all the atoms of the chain have a partially occupied dz2 orbital.

We can fit simulated spin IETS spectra to all the atoms of the “unsuppressed” chain (Fig.
6.7c) and the end atoms of the “suppressed” chain (Fig. 6.7a) by varying only the com-
ponent Λxx of the anisotropy tensor Λ, [62, 91] corresponding to the chain axis (x) di-
rection. Simulated IETS spectra are produced by diagonalization of a spin Hamiltonian
that includes nearest-neighbor Heisenberg exchange interaction as well as magnetic an-
isotropy in terms of a second-order perturbative treatment of the spin-orbit coupling
[62, 63]. Resulting lineshapes are generated by taking interactions with the substrate
electrons into account up to third order [116, 150]. The anisotropy of the inner atoms of
the “suppressed” chain may be estimated by its effect on the outer atom spectra. We find
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that all atoms have a larger Λxx than a single Co atom and that the inner atoms of both
chains have a larger Λxx than the outer atoms. Moreover, all atoms of the “suppressed”
chain have a larger anisotropy than those of the “unsuppressed” chain. This effect may
be understood in terms of changes in the crystal field: as θ approaches 180◦ the crystal
field approaches the high-symmetry linear case, and the magnetic anisotropy increases
rapidly [5]. Because the inner atoms of the “suppressed” chain have the largest Λxx we
can infer that they have θ closest to 180◦. End atoms of chains have smaller θ because
they have only one Co neighbor: hence they have smallerΛxx than the inner atoms.

Figure 6.9: Comparison of Co chains and Fe chains on Cu2N. a Section through DFT-computed relaxed struc-
ture of an infinite chain of Co atoms on Cu2N, as shown in Fig. 6.5d. The N-Co-N angle θ is 175◦, leading to
strong hybridization of the dz2 orbital and suppression of spin excitations. b Relaxed structure of an infinite
chain of Fe atoms on Cu2N. The N-Fe-N angle θ is much smaller at 133◦, so in this case the dz2 orbital is not
strongly hybridized and spin excitations are not suppressed.

We compared DFT simulations of the magnetization density for different Co structures
on Cu2N (Fig. 6.5e,f). For a single Co atom, the magnetization profile in the xz plane
has a dxz + dz2 character, but for an inner atom of a chain it shows the perfect 4-fold
symmetry of the dxz orbital, indicating that the dz2 orbital is no longer contributing to
magnetism. This is due in part to hybridization of the Co dz2 orbital with the N ligand
orbitals, which occurs because the N-Co-N angle θ is almost 180◦. The hybridization
results in a nonmagnetic dz2 projection and so is equivalent in its effect on the z-axis
electron transport to a fully filled dz2 orbital. Thus, we have a mechanism whereby a
transition to a higher-symmetry crystal environment leads to a modification of the or-
bital filling and an effectively fully filled, nonmagnetic dz2 orbital. This effect is not ob-
served for chains of Fe on Cu2N [32]; these show a smaller θ (Fig. 6.9) and hence are not
expected to show strong hybridization effects. Similarly, Co dimers and the end atoms of
Co chains have smaller θ than inner atoms due to their asymmetric environment. Thus,
they always show a smaller magnetic anisotropy and unsuppressed spin excitations.

DFT calculations using relaxed structures consistently overestimate orbital hybridiza-
tion [160], thereby reducing the Co spin. This overestimation means that while we can
model the qualitative effect of changing θ, it is not possible to theoretically predict the
precise angle θ at which the transition to a nonmagnetic dz2 orbital occurs. To demon-
strate the correlation between θ and the magnetization profile, we have shown in Fig.
6.5c a monomer with reduced N-Co-N angle θ = 110◦ for which S = 3/2, which is in
agreement with experiment.
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Figure 6.10: Anisotropy variation in Co dimers. a dI /dV spectra (dots) and simulated spin IETS spectra (solid
lines) recorded on five instances of Co dimers, all constructed in the same way with two unit-cell spacing along
the direction of the neighboring N atoms (x-axis), on a Cu2N substrate. Substantial variation in spectroscopic
features was observed. b Best fit values for Λxx for all dimers shown in (a): for all atoms S = 3/2, JKρs =−0.15
meV, Λzz = 6.2 eV−1, Λyy = 0 and the antiferromagnetic spin coupling is 2 meV. No correlation was found
between theΛxx values and either the distance of the dimer from the edge of the Cu2N island, or the size of the
supporting island. Therefore, the variation in anisotropy is attributed to strain induced by subsurface defects.
The anisotropy is highly sensitive to small changes in strain, since the N-Co-N angle θ is already close to 180◦.

We can account for the two different types of N-row structures shown in Fig. 6.7 by vari-
ation in local strain. Single Co atoms on Cu2N show just a ±5% variation in anisotropy;
this is similar to that observed for Fe atoms and dimers on the same surface, which was
attributed to local lattice strain caused by subsurface defects [61, 62]. Co N-row dimers
and chains however are highly sensitive to strain; dimers were observed to show nearly
a factor of 2 variation in anisotropy (Fig. 6.10 and [63]). This occurs because θ is already
close to 180◦, so a small change in lattice strain can drive a large change in anisotropy.
Strain can also cause θ to reach the critical value that triggers the transition to a hy-
bridized dz2 orbital, suppressing spin and orbital excitations. All structures longer than
four atoms were observed to have suppressed spin transitions on the inner atoms; when
extended to four or five atoms, structures were observed to revert to “suppressed” be-
havior (Fig. 6.8), suggesting that the nanostructure’s own strain field can overcome the
local lattice strain for sufficiently long chains.

6.5. CONCLUSIONS

We have demonstrated how modifications in the crystal environment of a single Co atom
can result in complete closure of both spin and orbital cotunneling paths. A small vari-
ation in an external parameter (strain) can effectively turn spin excitations on and off,
similar to the role of a gate voltage changing the occupancy of a quantum dot from
odd to even [156]. In the present experiment, we can controllably modify this strain by
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adding an extra atom to a nanostructure (Fig. 6.1 and Fig. 6.8). We suggest that if mag-
netic nanostructures were assembled on a piezoelectric substrate, it would be possible
to control the global strain, providing a method to tune orbital occupancy, and thereby
inelastic channel closure, through a separate voltage signal.





7
PROBING ORBITAL-SPECIFIC

EXCITATIONS IN SINGLE ATOMS

As already shown in previous chapters of this thesis, STM at low temperature is a success-
ful tool for probing local density of states with atomic precision. In certain cases – such
as molecules adsorbed directly on metals [161–169] or on thin insulating layers [170–175]
and impurity bound states in superconductors [176] – the spatial resolution of the STM
allows even tunneling into specific electron orbitals. However, due to the finite curvature
of the STM tip, orbital-specific topography is much more difficult to obtain on individual
atoms. Here we report on a 1 K STM study of the spatial distribution of inelastic excitation
intensity on individual Co adatoms on a Cl-reconstructed Cu(111) surface. By performing
IETS along three crystallographically equivalent directions of a Co atom in the Cl surface
plane, we find a continuous evolution in the asymmetry of IETS steps as a function of
position, with the symmetry reaching a maximum in the vicinity of the three binding Cl
neighbors. The observations can be explained qualitatively when considering the expected
locations of uncompensated electron spins in the crystal field split atomic d orbitals. Fur-
ther confirmation is provided by density functional theory (DFT) calculations, supporting
our interpretation of inelastic spectroscopy with subatomic resolution.

This chapter describes work in preparation for journal submission by R. Toskovic, M.C. Martinez Velarte, J.
Girovsky, M. Kokken, J.W. González§, F. Delgado†, and A.F. Otte. Theory results supporting this chapter were
obtained by J.W. González§ and F. Delgado†.

§ Materials Physics Center, San Sebastián, Spain

† Departamento de Física, Universidad de La Laguna, San Cristóbal de La Laguna, Spain
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7.1. CO ADATOMS ON CL-RECONSTRUCTED CU(111) SURFACE
As shown in chapter 4, we obtained an insulating hexagonal Cl-reconstruction on Cu(111)
crystal that provides clean flat areas for adatom evaporation and manipulation. Upon
evaporation, STM topography reveals both single Co adatoms and larger structures atop
the Cl surface network, with individual adatoms dominating the landscape. The two
characteristic topographic features appear as rotationally symmetric over 120◦ and 360◦.
The features resemble the shapes of equilateral triangles (Fig. 7.1) and arrows (Fig. 7.3),
respectively. DFT predictions on the possible binding sites for Co on this surface show a
good match with the adatom shapes we see in topography.

First, we will focus on the features with triangular topographic appearance. These come
in two varieties. The first one is mentioned above (120◦ symmetric feature shown in Fig.
7.1) and causes almost no visible displacement in the position of the Cl atoms in the
underlying lattice appearing rotated w.r.t. to the Cl-lattice (we call this a rotated triangle
or an RT type). This is also the ground state for the binding site for a Co adatom on this
surface as found by DFT. The second type is always associated with a Cl-lattice defect
(1D displacement of Cl atoms of lengths up to tens of nanometers, missing Cl atoms
etc.) and appears as either an upwards pointing triangle (U) or a downwards pointing
triangle (D) (shown in Fig. 7.2). For reasons of symmetry and because it is predicted to
be the ground state binding configuration, we will focus our study on the RT type.

RT ADATOM
As can be seen in Fig. 7.1b, the RT adatom comes in two distinguishable forms (de-
noted with RT1 and RT2). DFT reveals the binding site to be the hollow (fcc) position,
equidistantly separated from the three nearest Cl neighbors. Moreover, there are ex-
actly two positions a Co adatom can occupy under that condition on this surface (Fig.
7.1a). Dependent on which of the two positions it sits on, the Co adatom is expected to
induce an equal rotation of the three neighboring Cl atoms in a clockwise (RT1) or an
anti-clockwise (RT2) manner. Comparison to STM topography indeed shows only these
two configurations for this adatom type and a good match with the measured rotation
angle (15◦). Topography does not allow for imaging of the Cl atoms forming bonds with
the Co adatom, which is supported by the theoretical finding that the orbitals close to
Fermi level contributing dominantly to the density of states are d orbitals of Co with p
orbitals of three Cl neighbors contributing with < 10% each. Nevertheless, the subtle
displacement of the underlying Cl atoms is, with a very sharp tip, to an extent apparent
in topography.

IETS on the RT adatom type (RT1 and RT2 configurations are indistinguishable in spec-
troscopy) reveals asymmetric peak positions at −4.4 mV and +8.4 mV and, overall, an
asymmetric spectrum shape (Fig. 7.1c), which is atypical of spin excitations on mag-
netic adatoms. In section 7.2 we will discuss further the spectroscopy signature of this
adatom type. RT adatoms are observed also on an undersaturated Cl surface (Fig. 7.4a).
Coverage of Cl plays a role in IETS features we detect on RT adatoms. Namely, on the RT
adatoms on the undersaturated surface presented in Fig. 7.4a we see a small shift to the
left in the IETS features compared to the saturated case for negative voltages (here, the
IETS peaks are detected at −5 mV and +7.6 mV).
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U/D ADATOM
Next to the discussed RT form, triangular adatoms frequently appear in a U/D configu-
ration (Fig. 7.2a). The exact Cl surface reconstruction associated with this binding site is
not unique and stems from particular defects in the underlying Cl reconstruction. Also,
DFT does not predict this triangular configuration for a Co adatom. Therefore, the exact
binding site of this type of adatom will not be analyzed further.

Compared to the RT spectrum, IETS on U/D reveals a shift and broadening of the peak on
the negative side (positioned at −6.2 mV) and a suppression of the peak on the positive
side that is for U/D barely detectable. U and D are indistinguishable in spectra (Fig.
7.2b). U/D adatom type appears on over-saturated Cl surfaces as well (Fig. 7.4b). Its IETS
spectrum is very similar to the U/D found on the saturated surface, with the negative bias
peak pushed to lower energies: here it is found at −5.7 mV.

A ADATOM
The next Co binding site on this surface we will discuss is of the arrow type (A). This type
appears in three distinct directions on this surface, labeled as "East" (E), "North-West"
(NW) and "South-West" (SW) (Fig. 7.3a). This finding is supported by DFT which shows
a Co adatom with this binding site to be equidistantly positioned between two Cl atoms,
occupying a position between the Cu site from the top layer and a neighboring hollow
site along the Cl-Co-Cl direction not occupied by a Cl atom (Fig. 7.3b). In addition to this,
DFT predicts the Cl atom closer to the Cu site to be higher compared to the other Cl atom
(both Cl atoms are predicted to be higher than the Co adatom), with a 20 pm difference.
This is in agreement with the 1D adatom shape with the adatom appearing higher at one
end, always pointing in one of three directions, defining an arrow-like adatom shape.

IETS on the A-type adatom has an asymmetric V-shape around zero-bias, with a 1.6 mV
sharp feature on the negative voltage side and an approx. 3 times broader slope for posi-
tive voltages. Spectra on A-type adatoms in the three directions (E, NW, SW) are identical
(Fig. 7.3c). A-type adatoms appear on the undersaturated surface as well (Fig. 7.4a) with
a more symmetric V-shape IETS spectrum compared to the case on the saturated surface
(here, IETS peaks are detected at −2.4 mV and +3 mV). Note the slope on the positive
voltage side is 2 times higher compared to an A-adatom on the saturated surface.

7.2. ORBITAL-SPECIFICITY IN INELASTIC EXCITATIONS
Ideally, the non-spin polarized IETS spectrum of magnetic adatoms is characterized by
symmetrically positioned steps symmetric around zero voltage (neglecting higher order
tunnelling terms and saturation effects) [116]. A peculiarity in the excitation spectrum of
the RT adatom embodied in the asymmetric spectrum with the negative bias side having
a significantly higher spectral weight and the positive bias peak barely distinguishable
initiated performing IETS spectroscopy off the center of the adatom. We performed line
spectroscopy with 40 pm resolution along the three symmetry directions of the adatoms
and found that as the STM tip is moved from the adatom center towards a corner of the
adatom, symmetry is gained until the symmetric IETS steps are recovered in the corner.
The result is shown in Fig. 7.5. The behavior follows a 3-fold symmetry as it is observed
in all three RT corners (see Fig.7.6).
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Figure 7.1: Ground state binding configuration for Co adatom on 1/3ML
p

3 ×p
3R30◦ Cl-reconstructed

Cu(111) – “rotated triangle” (RT). a Two equivalent ground state (GS) binding configurations for Co adatom
on a

p
3×p

3R30◦ Cl-reconstructed Cu(111) as obtained from DFT. Left: top view showing the Co adatom in a
hollow fcc site forming 3 equidistant bonds with nearest Cl neighbours slightly pulling them away from their
original (fcc) positions towards the neighbouring hollow (hcp) positions in a CW manner. Middle: Its coun-
terpart formed by a 15◦ CCW rotation of its 3 closest Cl neighbours. Right: side view showing the Co adatom
position as slightly lower compared to the bonding Cl atoms. Color code as in Fig. 4.9b. b STM topographic
images (I = 100 pA, V = 20 mV, T = 1.17 K) depicting the two configurations (RT1 and RT2) in which we find
Co adatoms on this surface corresponding to DFT findings in (a). Red squares encircle DFT areas shown in (a).
The adatoms appear as equilateral triangles formed by a 15◦ CW (left) or a CCW (right) rotation of its 3 closest
Cl neighbours (c.w. left and middle panels in (a)). Scale bar 1 nm. c IETS taken on instances of these two
types of adatoms. No differences observed in spectral shape and feature position and intensity. Spectroscopy
settings: Vmod = 100 µV, T = 1.17 K.

In an attempt to understand the origin of these excitations, we will take a look at the DFT
and multiplet calculations.

DFT results point towards d orbitals of the Co adatom to be responsible for most of the
DOS seen in dI /dV signal. Fig. 7.7a shows that, around Fermi level, Co’s d orbitals con-
tribute dominantly to the total DOS. Looking into individual orbitals, DFT finds the in-
plane orbitals of the Co adatom, dx2−y2 and dxy to be degenerate and closest to the Fermi
level (upper panel in Fig. 7.7b), indicating they are partially filled and responsible for
spin excitations in the Co adatom. Contribution of the p orbitals of the three neighbor-
ing Cl atoms seems to be non-negligible around the Fermi level while the d orbitals of the
nearest three Cu neighbors don’t play an important role at this energy scale. Therefore,
we conclude that the low-energy IETS on the RT adatom is influenced by both transport
through its d orbitals and transport through the p orbitals of the neighboring Cl atoms
which are presumably hybridized. Before analyzing this further, let us take a look at the
effect of the exact electronic configuration on the d orbitals of the RT adatom.
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Figure 7.2: Observation of the “up/down” (U/D) triangle binding site for Co-adatom on 1/3 ML
p

3R30◦ Cl-
reconstructed Cu(111). a Topography shows the two configurations (“up” and “down”) of this type of triangu-
lar adatom. Notice the changes in the underlying Cl lattice that always accompany this adatom type. Imaging
setpoint: I = 100 pA, V = 20 mV, T = 1.17 K; scale bar 1 nm. b Corresponding IETS spectra taken on instances
of these two triangle adatom types with the same STM tip used for spectroscopy on RT adatoms from Fig. 7.1.
For comparison, a spectrum for RT1 adatom from Fig. 7.1 is plotted as well. For U/D adatoms, the peak shifts
towards higher energies for negative voltage polarities in comparison to the ground state (RT) configuration.
Notice the difference in sharpness of this peak compared to the RT adatom. Also, peak on the positive voltage
side rises at a higher energy compared to the RT case. Background offset for clarity. IETS settings: Vmod = 100
µV, T = 1.17 K.

Figure 7.3: First excited state binding configuration for Co adatom on 1/3ML
p

3R30◦ Cl-reconstructed
Cu(111) – “arrow” (A). a STM topography of three Co adatoms in a linear geometry configuration. Each Co
adatom connects two Cl atoms along three 120◦-split directions, forming arrow-like features. The only three
possible pointing directions for arrow-like adatoms – North-West (NW), East (E) and South-West (SW) – are
shown here. Imaging setpoint: I = 100 pA, V = 20 mV, T = 1.17 K; scale bar 2 nm. b Corresponding binding sites
as obtained from DFT. Areas correspond to the squares encircling adatoms in topography in (a). Co adatom
has two nearest Cl neighbours and occupies the hollow hcp site in-between resulting in its non-equidistant
placement between the two Cl atoms and therefore unique pointing vector in all three directions. To the far
right a side view for this binding configuration showing Co adatom with a bonding asymmetry along the Cl-
Co-Cl direction appearing slightly lower compared to the Cl atoms it binds to. Color code for DFT results as in
Figs. 4.9b and 7.1a. c Corresponding IETS spectra taken on instances of these three arrow types with the same
STM tip used for spectroscopy on RT adatoms from Fig. 7.1. Notice no difference in spectroscopy for the three
pointing directions. Spectra offset for clarity. IETS settings: Vmod = 100 µV, T = 1.17 K.

Multiplet calculations take into account the effect of crystal field, orbital hopping, spin-
orbit coupling and magnetic field. We analyze the low-energy spectrum of a Co adatom
that emerges as a result of these interactions. The multiplet calculations were performed
for three values of d orbital occupancy, namely d 7, d 8 and a mixed1 configuration d 7.82.

1This number for the mixed configuration, nd = 7.82, follows from the analysis of the occupancy vs. on-site
energy of the d orbital (energy needed to add an electron to an initially empty d orbital) (Fig. 7.8a).
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Figure 7.4: Co adatoms on under- and over-saturated Cl-reconstructed Cu(111) surfaces. a Left: STM to-
pography of under-saturated Cl surface after Co evaporation. Many different features can be observed with
only two reproducible adatom types: arrow (A) as the more common one and rotated triangle (RT). Imaging
setpoint: I = 10 pA, V = −30 mV; scale bar 5 nm. Right: Characteristic IETS spectra for these two adatom
types (RT in red, A in green). Selected adatoms for IETS encircled by dashed lines in topography on the left.
Background spectrum offset for clarity for both adatoms. IETS settings: Vmod = 200 µV, T = 1.16 K. b Left:
STM topography depicting an area of over-saturated Cl-reconstructed Cu(111) after Co evaporation. Notice
a higher degree of reproducibility compared to (a). Surface features appear in two varieties predominantly:
up/down pointing triangles (U/D) and irregular spherical-like objects (S). Imaging setpoint: I = 100 pA, V = 20
mV, T = 1.17 K; scale bar 3 nm. Right: Characteristic IETS spectra for these two feature types. Notice no differ-
ence between U and D configurations. Selected features for IETS encircled by dashed lines in topography on
the left. Background spectrum offset for clarity for U/D adatoms. IETS taken at T = 1.16 K.

Our IETS measurements reveal one step excitation in a dI /dV spectrum, at ±5.5 mV (Fig.
7.5). Also, IETS reveals this step retaining its position as magnetic field is increased up
to 3 T (Fig. 7.6). The lower extreme for d orbital occupancy, the d 7 configuration, is dis-
carded as the possibility due to the multiplet calculations predicting eight low-energy
states with energies ≤ 5 meV, which would suggest more than one step in the low bias
IETS spectrum of the adatom. For the case of higher d orbital occupancy extreme, d 8,
multiplet unravels in a form of two energy levels below 10 meV and their field depen-
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Figure 7.5: Off-center spectroscopy on RT adatom. a STM topographic image of an RT adatom type. Positions
where the IETS spectra shown in (b) are marked in red (center) and green (corner). Dot size corresponds to
the lateral spatial resolution with which IETS was done (40 pm). Imaging performed at I = 100 pA, V = 20 mV,
T = 1.28 K; scale bar 1 nm. Distance between the positions d = 0.32 nm and the angle with the horizontal
38.4◦. b IETS taken in the center and one corner of the RT adatom, together with the background. Symmetric
excitations observed only at the corner position. IETS settings: Vmod = 160 µV, T = 1.28 K.

Figure 7.6: Magnetic field IETS measurements in RT corners. a STM topographic image of an RT adatom type.
Corner positions where the IETS spectra shown in (b) are marked with green dots and labeled with numbers 1−
3. Dot size corresponds to the lateral spatial resolution with which IETS was done (50 pm). Imaging performed
at I = 100 pA, V = 20 mV, T = 1.28 K; scale bar 1 nm. b IETS taken at three corners of the RT adatom at 0 T (red)
and 3 T (blue) out-of-plane of the sample, shown together with the background (opaque dashed lines; field
color coding the same as for the corners). IETS settings: Vmod = 160 µV, T = 1.28 K.

dence is small (∼ 1 meV / 10 T). This is more in accordance with our adatom spectrum.
The final, and most probable d orbital configuration as obtained by DFT, d 7.82, gives
similar findings in terms of low-energy excitations, namely two lowest excitations below
10 meV and small field dependence (Fig. 7.8b).

The notion of the d 7.82 occupancy as the most realistic case is further reinforced by trans-
port calculations. They considered coupling of the STM tip (taken as an s orbital) to both
Co adatom and three neighboring Cl atoms. More specifically, the coupling to following
orbitals were considered separately: dz2 of the Co adatom and px, py and pz of the Cl’s.
Individual effect of each of these orbitals was accounted for in the transport calcula-
tion for the low energy dI /dV curves. These simulations show IETS steps around 5 meV
when tip is coupled to the dz2 orbital of Co only for configurations d 7.82 and d 8 (Fig.
7.9a). When the tip is coupled to px and py orbitals of neighboring Cl atoms, IETS steps
around 5 meV are reproduced as well, and in this case only for the transition configu-
ration d 7.82 (Fig. 7.9b). The latter finding is of particular interest to us as it provides a
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Figure 7.7: Density of states (DOS) on the RT adatom – contribution of different atomic orbitals. a DOS
in (−8 : 8) V bias window with total contributions of d and s orbitals of the Co adatom together with total
contribution from Cu and Cl atoms in the unit cell used for calculations (depicted in inset). DOS contributions
shown are normalized by the number of corresponding atoms in the DFT unit cell. b Partial (normalized) most
significant contributions to the DOS: d orbitals of the Co adatom, d orbitals of the nearest three Cu atoms and
p orbitals of the nearest three Cl atoms (all relevant atoms depicted in inset).

hint towards understanding the symmetrization of IETS steps near the corners of the RT
adatom. Therefore, current theory understanding suggests we are probing not only the
orbitals from the Co adatom, but also the in-plane orbitals of the three Cl atoms that
form bonds with the Co adatom.

Low excitation energies in IETS (order of meV) on a 3d adatom together with DFT pre-
diction of spin-1 system for d 7.82 (Fig. 7.8c) suggest we are probing spin excitations.
However, exposing the adatom to 3 T perpendicular to the sample surface causes no
observable shift at 1 K in IETS spectra (Fig. 7.6). This experimental finding poses the
question of the nature of the excitation we are seeing in our spectra. The multiplet does
show a small variation of the lowest excitation energy with field. However, the highest
magnetic field available on the system we used for studying this adatom (JT STM) was
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Figure 7.8: Multiplet calculations for the RT adatom. a Lowest five energy excitations evolving through a
charge transition d7x1 → d8x0 (x – any orbital that is not a Co d orbital in the calculations) as a function of
on-site energy of the d orbitals of Co (Ed). Left region (I) has a d7 electronic configuration and region on the
right (III) d8. Charge transition region (II) in between is captured with a rectangle. Inset shows Co’s d orbital
occupancy (nd) as a function of Ed. Panels (b) and (c) show calculations for nd = 7.82 (black dot in the inset).
b Multiplet calculations showing, from left to right, effects of crystal field (λCF), hopping between orbitals
(λhopp), spin-orbit coupling (λSO) and magnetic field (Bz). c Expectation values for the spin (〈Sz〉) and orbital
(〈Lz〉) angular momenta along field direction.

3 T (for which a change of less than a 0.5 meV is expected) which, when taking into ac-
count broadening by 1 K and 100 µV IETS modulation, is at the detection limit. Without
applying higher magnetic field and observable step shift with field we cannot claim this
excitation is magnetic in origin. We made an attempt on repeating this experiment on
the 3He STM, where 9 T out of plane is available. This was unfortunately unsuccessful
as we could not obtain individual Co adatoms on the Cl surface, presumably due to the
evaporation taking place on a sample at a temperature > 60 K.

7.3. ADATOM MANIPULATION

To manipulate the Co adatoms on the hexagonal Cl-reconstructed Cu(111), we used two
methods – a vertical method of voltage pulsing and a lateral method of atom dragging.
By performing voltage pulsing in the 1−2 nm vicinity of two Co adatoms, we can create
a Co dimer. Higher level of control over directional movement was achieved through
dragging adatoms and we are able to bring two Co adatoms to a sub-nanometer distance
and resolve them individually.

Fig. 7.10a shows an example of voltage pulsing performed on two RT-type adatoms
with initial positions shown in panel 1, resulting in the final configuration of two A-type
adatoms in 8. This type of manipulation is performed with STM tip at one of the corners
of the RT adatom (no preference for the corner) with feedback on and 100 pA tunneling
current and voltage pulse applied for ∆t = 5− 10 s. A number of observations will be
reported.
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Figure 7.9: Individual atomic orbital contributions to dI /dV of the RT adatom. a STM tip is coupled to the
dz2 orbital of the Co adatom. Results shown for all 3 charge regions. Simulated dI /dV curves normalized by
conductance value at V = 0 (line thicknesses show relative intensities of dI /dV (V = 0)). b STM tip is coupled
to p orbitals of the three nearest Cl atoms. Numbering of Cl atoms same as in Fig. 7.7b (see inset). Results
shown for the transition region, with nd = 7.82.

As long as the pulse applied is 120 mV ≤ Vpulse ≤ 140 mV, the RT adatom will either
change its configuration (i.e. change its configuration type from RT1 to RT2 or vice versa)
or it will undergo a translation to another position on the Cl-lattice (with or without
changing its configuration type). Unfortunately, direction of adatom’s movement after
pulsing is random, which makes building of atomic structures challenging. These events
are depicted in panels 1−3. From those panels, it can be seen that the the RT movement
does not induce changes in the underlying Cl-reconstruction.

In the pulse range 150−190 mV, the RT adatom changes its binding site and this is accom-
panied with a defect creation in the underlying lattice (panels 3−4 or 6−7). The resulting
binding site is no longer of the RT type and the adatom appears differently in topogra-
phy. This adatom is more stable compared to the RT-type and cannot be converted back
to the RT-type. These adatoms that are associated with Cl-lattice deformations are ir-
regular in shape and will not be a subject of any further analysis (their IETS spectra, like
their topographic appearance, is not uniform and resembles the one of the RT-type).

Upon applying pulses 200 mV (or higher), the adatom assumes a new binding configura-
tion – the one of the A-type (panels 4−5 or 7−8). Once this configuration is reached, no
further manipulation is possible – the A-configuration is stable up to ±1 V (higher pulses
applied atop this adatom type typically result in the tip change).

Direction reproducibility problems associated with pulsing manipulation have been over-
come by the dragging technique. Here, the STM tip is positioned at the corner of the RT
adatom, as in the case of pulsing, but with a higher current setpoint, 700 pA. The drag-
ging is performed by directing the tip in between the Cl atoms with the voltage of +120
mV applied. As can be seen from Fig. 7.10b, this type of manipulation does not lead to
deformations of the underlying surface. Also, this is a faster approach to move adatoms
to a desired location as the randomness in movement is much smaller compared to ap-
plying high voltage pulses at one corner.
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Figure 7.10: Single Co adatom manipulation. a Manipulation by voltage pulsing. Two atoms in their GS bind-
ing configuration (RT adatoms in panel 1) are brought in proximity by means of voltage pulsing. Pulsing was
done at RT corners as depicted by orange dots. A full arrow represents one pulsing event and arrow with dots
several, the number of which is indicated by the relative arrow lengths. Manipulation chronology as follows:
1→2 adatom 1 changes binding site from RT1 to RT2; 2→3 adatom 1 moved by a series of successive pulses;
3→4 change of binding configuration for RT1 and creation of defect in the underlying lattice; 4→5 RT1 con-
verted into an A-type adatom pointing NW; 5→6 movement of adatom 2 towards adatom 1; 6→7 change of
binding configuration for RT2 and creation of defect in the underlying lattice; 7→8 RT2 converted into an
A-type adatom pointing E. Topographies taken at I = 100 pA, V = 20 mV, T = 1.17 K; scale bar 1 nm. b Ma-
nipulation by dragging. Feedback on with 700 pA. Tip positioned at one of the corners of the RT adatom as
depicted by the orange dot in the topography on the top. With V =+120 mV adatom is dragged along a zigzag
path in-between the Cl atoms as depicted in the same image (orange line in top panel) until its final position
shown in topography below (orange triangle indicates the initial position). Topographies taken at I = 100 pA,
V = 20 mV, T = 1.17 K; scale bar 2 nm.

Figure 7.11: Co dimers. a Formation of a Co dimer. Left: A voltage pulse (Vpulse = 2.5 V, t = 2 s) is applied be-
tween the two adatoms as depicted in the topography (feedback on with I = 100 pA). Right: A dimer is formed.
Imaging performed at I = 100 pA, V = 20 mV; scale bar 3 nm. b Spectroscopy of the Co dimer (IETS settings:
Vmod = 100 µV, T = 1.17 K). IETS on the pulse-created dimer shown in red as compared to the naturally found
round-shaped feature with similar topographic appearance with spectrum shown in green. Notice the charac-
teristic dip around zero-bias for both cases. For comparison, an IETS of a down-pointing triangle is shown in
orange.

Manipulation of single adatoms of Co on this surface has been employed to create atomic
dimers as well by means of both dragging (explained above) and voltage pulsing. The
voltage pulsing for generating artificial dimers was done by equidistantly positioning
the STM tip typically within 1−2 nm away from the two adatoms and applying +2.5 V
for ∆t = 2−5 s with 100 pA tunneling current feedback.
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Figure 7.12: Exchange interaction between Co adatoms. Two Co adatoms are brought to promixity by means
of STM manipulation. a, b STM topographic images taken before (a) and after (b) manipulating the RT-type
Co adatom towards the A-type Co adatom. Imaging performed at I = 100 pA, V = 20 mV, T = 1.17 K; scale bar
2 nm. c, d IETS taken before and after manipulation on the RT (c) and the A (d) Co adatom (Vmod = 200 µV,
T = 1.17 K). No differences observed when adatoms are brought to 0.7 nm proximity (d) as compared to the
case of isolated adatoms (c) with 3.8 nm separation. In (d) red curve is offset for clarity.

The Co dimers appear as somewhat irregular round features in STM topography, broader
and noticeably higher than the single adatoms (typical height: ∼ 200 pm). They are
found together with single adatoms after Co evaporation (e.g. Fig. 7.4b and Fig. 7.11a).
A characteristic IETS signature is a V-shaped spectrum, with an excitation around zero-
bias (Fig. 7.4b and Fig. 7.11b). The IETS spectra on these naturally occurring dimers were
used as an additional test to verify that the objects we created by placing two adatoms to
sub-nanometer proximity are artificial dimers indeed. To verify this, a comparison be-
tween IETS of a naturally occurring dimer and an artificial one is given in Fig. 7.11b. The
characteristic spectrum shape is present in both dimers, with a dip around zero voltage
and the asymmetry in bias polarity.

To study potential exchange interaction between Co adatoms on this surface, we em-
ployed our dragging technique to bring two Co adatoms close together. The result is
shown in Fig. 7.12. Positions of the two adatoms ("A" and "RT") prior to and after the
STM manipulation are shown in panels a and b. Corresponding IETS spectra on the two
adatoms are shown in panels c (on the "RT" adatom) and d (on the "A" adatom). By com-
paring the spectra taken on individual adatoms (situation in a – distance 3.8 nm) and
when brought together (situation in b – distance 0.7 nm) do not seem to differ suggest-
ing no exchange interaction is taking place between Co adatoms on this surface. With
our technique, 0.7 nm is the limit to which we can bring the adatoms together without
either converting an adatom into another adatom type (more specifically, "RT" into "A")
or creating a dimer (when identifying individual adatoms is no longer possible).
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7.4. CONCLUSIONS
We have shown for the first time a study on a 3d adatom of Co on a Cl-reconstructed
Cu(111) surface. Individual Co adatoms have been observed in STM topography and
two commonly found bindings sites (RT and A) identified with a good match to DFT pre-
dictions. IETS reveals low-energy (meV) excitations on Co adatoms and we find strong
and reproducible dependence of the IETS spectra on the binding site. RT adatom type
was identified as the ground state binding configuration for Co adatom on this surface.

The surface, for geometry reasons, holds promise for building magnetically frustrated
structures and we demonstrated a dragging manipulation technique able to bring two
Co adatoms to sub-nanometer proximity. The adatoms do not seem to interact, how-
ever, indicating Co is not a good choice for building frustrated magnetic atomic struc-
tures on this surface. Moreover, the magnetic origin of the IETS excitations observed is
inconclusive as we saw no shift in excitation energies with magnetic field.

Asymmetry in IETS seen on the RT adatom disappears atop Cl atoms forming bonds with
the adatom. This, supported by DFT and transport calculations for the RT binding site,
suggests STM tip is probing the in-plane d orbitals that are expected to be partially filled.
To our knowledge, this is the first report of spatial mapping of individual atomic orbitals,
demonstrating the capability of STM of performing spectroscopy with subatomic reso-
lution.
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SUMMARY

This thesis work is dedicated to STM studies of single surface adatoms and roles these
systems have as working platforms in understanding quantum magnetism. To that end,
here I show experimental work on single Co adatoms in UHV at low temperatures. Exper-
iments are performed with the adatoms placed on three distinct solid surfaces – nitride-
reconstructed Cu(100), nitride-reconstructed Cu3Au(100) and Cl-reconstructed Cu(111).
Next to the studies on single adatoms, studies on Co atomic chains built in different sur-
face geometries on nitride-reconstructed Cu(100) are presented.

Chapter 1 introduces the topic of quantum simulation and explains the role STM studies
on magnetic adatoms have in it as an analog simulation tool.

In chapter 2 I present the basic elements of the theory behind the theoretical model of
a particular spin-1/2 chain – XY chain in transverse field. Formal mapping of this well-
established theoretical spin chain model onto our atom-by-atom STM-assembled Co
chains, discussed in chapter 5, is described. Put in terms of quantum simulation, here I
explain the correspondence between a quantum system we want to simulate (XY chain
in transverse field) and its analog QS (our Co chain).

Chapter 3 contains the information on the experimental STM setups and measurement
techniques we used in the adatoms studies presented here. Also, here I give a general
description of our in-situ preparation methods of surface platforms used for adatom
studies in subsequent chapters.

Chapter 4 presents a detailed discussion on the three surface platforms used for stud-
ies on Co adatoms in this thesis – nitride-reconstructed Cu(100), nitride-reconstructed
Cu3Au(100) and Cl-reconstructed Cu(111). In addition to that, a basic building block for
Co chains presented later in this thesis – a Co two-atom chain on nitride-reconstructed
Cu(100) – is explored here in great detail. An initial study on single Co atoms on nitride-
reconstructed Cu3Au(100) is shown here as well as this surface reconstruction could
potentially allow for STM construction of atomic structures at least an order of mag-
nitude larger compared to the nitride-reconstruction on Cu(100). A third platform, a
Cl-reconstructed Cu(111), is described at the end of the chapter. This surface platform
holds promise for surpassing both previously mentioned ones in terms of the size of
atomic structures one could build on it and, due to its geometry, might be useful for
studies on atomic frustrated magnets.

In chapter 5 I present a study on Co chains built along the N-vacancy direction on nitride-
reconstructed Cu(100). These chains represent an STM realization of an analog QS for
the XY chain in transverse field described in chapter 2. The STM-STS study as a function
of the chain size and the transverse magnetic field reveals the onset of quantum critical-
ity in our finite chains. In a limit of an infinite chain, this would lead to a quantum phase
transition.
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Chapter 6 identifies another function of an STM in atomic magnetism studies – the one
of a control button for magnetic excitations of the atom. Namely, by modifying the direct
surroundings of an atom, we demonstrate STM-controllable suppression of magnetic
excitations in atomic chains. Findings presented here result from a study on Co chains
assembled along the N-direction on nitride-reconstructed Cu(100).

In chapter 7 I show results on a novel system – a Co adatom on a Cl-reconstructed
Cu(111) surface. STM-IETS findings, supported by DFT and multiplet calculations, sug-
gest we are probing inelastic excitations of the Co atom with subatomic resolution.



SAMENVATTING

Dit proefschrift is gewijd aan STM onderzoek aan individuele atomen op oppervlakken
en de rol die deze kunnen hebben als platform voor het begrijpen van kwantummagne-
tisme. Daarin laat ik experimenteel werk zien met enkelvoudige Co atomen in ultrahoog
vacuüm bij lage temperatuur. De experimenten hierin zijn uitgevoerd op drie verschil-
lende oppervlakken – N-gereconstrueerd Cu(100), N-gereconstrueerd Cu3Au(100) en Cl-
gereconstrueerd Cu(111). Daarnaast zijn Co atoomketens van verschillende vormen op
N-gereconstrueerd Cu(100) bestudeerd.

Hoofdstuk 1 introduceert het concept van kwantumsimulatie en beschrijft de rol van
STM onderzoek aan magnetische atomen als een analoge simulatietechniek.

In hoofdstuk 2 presenteer ik de basiselementen van de theorie achter een specifieke
spin-1/2 keten – de XY keten in een transversaal veld. De toepassing van dit bekende
theoretische spin-ketenmodel op onze atoom-voor-atoom STM-geassembleerde Co ke-
tens wordt beschreven in hoofdstuk 5. Beschreven in termen van kwantumsimulatie,
leg ik hier de overeenkomst uit tussen het kwantumsysteem dat we willen simuleren (de
XY-keten in transversaal veld) en het bijbehorende analoge kwantumsysteem (onze Co
atoomketen).

Hoofdstuk 3 bevat informatie over de experimentele STM-opstellingen en meettechnie-
ken die we hebben gebruikt in het hier gepresenteerde onderzoek. Ook geef ik hier een
algemene beschrijving van onze in-situ preparatiemethoden voor verschillende opper-
vlakten die worden gebruikt voor experimenten in de volgende hoofdstukken.

Hoofdstuk 4 presenteert een gedetailleerde discussie over de drie oppervlakteplatforms
die worden gebruikt voor studies van Co atomen in dit proefschrift – N-gereconstrueerd
Cu(100), N-gereconstrueerd Cu3Au(100) en Cl-gereconstrueerd Cu(111). Daarnaast wordt
hier in detail het basiselement van Co ketens geïntroduceerd dat pas later in dit proef-
schrift formeel wordt gepresenteerd: een Co dimeer op N-gereconstrueerd Cu(100). Te-
vens wordt hier een eerste studie van enkelvoudige Co atomen op N-gereconstrueerd
Cu3Au(100) getoond: dit oppervlak zou de constructie van atoomstructuren mogelijk
maken die ten minste een orde van grootte groter zijn dan op N-gereconstrueerd Cu(100).
Een derde oppervlak, Cl-gereconstrueerd Cu(111), wordt aan het eind van het hoofd-
stuk beschreven. Dit oppervlak is veelbelovend voor het overtreffen van beide eerder
genoemde in termen van de grootte van atoomstructuren die men daarop zou kunnen
bouwen en, vanwege de geometrie, wellicht nuttig voor studies over atomisch gefrus-
treerde magneten.
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In hoofdstuk 5 presenteer ik een onderzoek aan Co ketens gebouwd langs de N-vacature-
richting op N-gereconstrueerd Cu(100). Deze ketens vertegenwoordigen een STM-reali-
satie van een analoog kwantumsysteem voor de XY-keten in een transversaal veld be-
schreven in hoofdstuk 2. Het STM-STS-onderzoek als functie van de ketenlengte en van
het transversale magnetische veld onthult het opkomen van kwantumkritisch gedrag in
onze ketens. In de limiet van een oneindige keten zou dit leiden tot een kwantumfase-
transitie.

Hoofdstuk 6 identificeert een andere functie van de STM in onderzoeken over atomair
magnetisme – die van een aan/uit schakelaar voor magnetische excitaties aan het atoom.
Door modificatie van de directe omgeving van een atoom, demonstreren we een contro-
leerbare onderdrukking van magnetische excitaties in atoomketens. De hier gepresen-
teerde bevindingen zijn het resultaat van een onderzoek naar Co ketens samengesteld in
de N-richting op N-gereconstrueerd Cu(100).

In hoofdstuk 7 toon ik resultaten over een nieuw systeem – een Co atoom op een Cl-
gereconstrueerd Cu(111)-oppervlak. STM-IETS bevindingen, ondersteund door DFT en
multiplet berekeningen, suggereren dat we inelastische excitaties van het Co atoom de-
tecteren met subatomaire resolutie.
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