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a b s t r a c t 

Different variable resolution turbulence modelling approaches (Hybrid, Bridging models and LES) are eval- 

uated for turbulent channel flow at Re τ = 395 , for cases using either streamwise periodic boundary con- 

ditions or a synthetic turbulence generator. The effect of iterative, statistical and discretisation errors is 

investigated. For LES, little difference between the different sub-filter modelling approaches is found on 

the finer grids, while on coarser grids ILES deviates from explicit LES approaches. The results for Hybrid 

models are strongly dependent on their formulation, and the corresponding blending between the RANS 

and LES regions. The application of PANS with different ratios of modelled-to-total kinetic energy, f k , 

shows that there is no smooth transition in the results between RANS and DNS. Instead a case-dependent 

threshold which separates two solution regimes is observed: f k values below 0.2 yield a proper turbulent 

solution, similar to LES results; higher f k values lead to a laminar flow due to filtering of the smallest 

scales in the inverse energy cascade. The application of a synthetic turbulence generator is observed to 

yield similar performance for all models. The reduced computational cost and increased flexibility makes 

it a suitable approach to enable the usage of SRS for industrial flow cases which depend on the devel- 

opment of a turbulent boundary layer. It ensures that sufficient large-scale structures develop over the 

full boundary layer height, thereby negating the problem of relying on the inverse energy cascade for 

the development of turbulence. Both LES and PANS with turbulence generator yield a better match with 

the reference data than Hybrid models; of these methods PANS is preferable due to the separation of 

modelling and discretisation errors. 

© 2020 The Authors. Published by Elsevier Ltd. 

This is an open access article under the CC BY license. ( http://creativecommons.org/licenses/by/4.0/ ) 
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. Introduction 

The application of Computational Fluid Dynamics (CFD) in the

aritime sector is moving towards more complex problems, such

s massively separated flows, blunt bodies, off-design conditions,

avitation and noise predictions. For such cases the assumptions in

raditional unsteady Reynolds Averaged Navier-Stokes (RANS) ap-

roaches are too limiting, leading to an underprediction or ab-

ence of correct unsteady flow phenomena. Resolving the full spec-

rum of turbulence by means of Direct Numerical Simulation (DNS)

emains out of reach due to excessive computational cost, lead-

ng to a focus on Scale-Resolving Simulations (SRS), where the

arger scales are resolved, with the smaller scales modelled. The

ncrease in available computational power makes this possible for

igh Reynolds number flows. In SRS, the added physical resolution
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hould lead to a more accurate description of the flow and a reduc-

ion of the modelling error at a more reasonable cost. The decrease

n modelling error leads to an increase in importance of numerical

rrors, thereby making error analysis even more relevant. 

SRS can be divided into three main categories: Large Eddy Sim-

lation (LES), for which an (implicit or explicit) filter is applied

hroughout the computational domain, resulting in scales larger

han the filter being resolved and smaller scales being modelled

sing a ‘sub-filter’ model. The need to resolve a substantial part

f the turbulence spectrum leads to stringent grid requirements in

ear wall regions, and therefore often to excessive computational

ost for industrial flow problems, which typically involve complex

eometries and Reynolds numbers which often exceed 10 6 in hy-

rodynamic applications [1] . The cost can be reduced through the

se of wall modelled LES (WMLES), although the definition of the

nterface between wall model and resolved flow is difficult for

omplex geometries. This has lead to the rise of two alternative

pproaches: ‘Hybrid’ methods, where LES is zonally combined with
nder the CC BY license. ( http://creativecommons.org/licenses/by/4.0/ ) 
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RANS, which is applied in regions where the grid cannot support

LES resolution; and ‘Bridging’ methods, such as Partially Averaged

Navier-Stokes (PANS) [2] . Bridging methods consist of a blending

of RANS and DNS, but, in contrast to Hybrid methods, the blend-

ing is not location dependent. Instead it depends on user-defined

settings, thereby allowing a smooth transition between the turbu-

lence modelling approaches. This prevents commutation errors in

the transition between RANS and LES zones, as occurs for Hybrid

methods [3–5] . In the case of the PANS model the blend depends

on the modelled-to-total ratios of turbulence kinetic energy, f k , and

dissipation, f ε . 

In all approaches the ratio between resolved and modelled tur-

bulence depends on a filter length. In LES and Hybrid models this

filter length is implicitly defined by the grid, i.e. refining the grid

reduces the influence of the sub-filter model. Non-zonal Hybrid

models have the additional issue that the blending function be-

tween LES and RANS depends on the local grid density. Conse-

quently, with grid refinement not only the effect of the LES sub-

filter model reduces in the LES region, but also a larger region of

the flow is solved using LES. The modelling error is therefore en-

tangled with, and for ILES even dependent on, the discretisation

error, leading to a large grid sensitivity. These properties make es-

timating the discretisation error impossible, and grid refinement

studies to verify the results difficult. Both of these are essential to

enable Verification and Validation processes which are needed to

assess the credibility of industrial CFD calculations. An advantage

of Bridging models is that the filter length is set explicitly, thereby

theoretically decoupling the discretisation and modelling errors. Of

course, when performing a computation with a high physical reso-

lution on a coarse grid, the discretisation error will become dom-

inant. Due to these properties, Bridging models are becoming at-

tractive for industrial CFD, where extensive grid refinement studies

are often unaffordable while an estimate of the numerical error is

still required [6,7] . 

Linked to the increased physics in SRS is the requirement of

more physical inflow boundary conditions. It has been repeatedly

shown that the results of LES or DNS can be dependent on in-

flow conditions, e.g. [8,9] . For SRS of turbulent flows which do

not exhibit strong separated vortical structures, it is necessary that

the inflow contains time-varying stochastic fluctuations which re-

semble turbulence. If this is not addressed, laminar solutions can

be obtained, and consequently integral quantities, such as mean

forces, can be underpredicted [10] . For attached, weakly unsteady

flows, unphysical laminar separation may occur easily since tran-

sition to turbulence is significantly delayed. Ironically, this implies

that for computing mean forces RANS methods often yield the best

results for such flows. Hybrid methods also better predict mean

forces, due to the use of RANS inside the boundary layer, result-

ing for example in superior prediction of velocity gradients close

to the wall, when using steady inflow. However, at the interface

between RANS and LES regions not all the modelled turbulence is

transferred directly into resolved turbulence, leading to an overly

laminar flow field. In such cases, inflow turbulence might still be

necessary. While this problem has been known for a number of

years, many publications using SRS still do not apply a proper in-

flow. These works often focus on turbulent structures and dynam-

ics which appear satisfactory, yet the forces simultaneously show

a large mismatch with experimental data. This discrepancy in in-

tegral quantities leads to difficulties in the validation of numerical

results, and deteriorates the credibility of SRS for practical applica-

tions. Currently, the need for synthetic turbulence generation ham-

pers the usage of SRS for industrial cases, such as cavitation and

noise research for ship propellers. 

Inflow turbulence can be generated either by precursor meth-

ods (such as a channel flow), or by synthetic methods, which do

not rely on flow recycling. Precursor methods are generally noted
or their accuracy, although they are more expensive to use due

o the need to generate turbulence in a second, separate, domain.

heir use is also often limited to canonical flows. Synthetic meth-

ds are cheaper to use, easier to tune to a desired set of turbulent

nflow statistics, and more generally applicable [11] . These proper-

ies make a synthetic method preferable for industrial CFD, despite

he requirement of a development length to allow the introduced

uctuations into develop to ‘real’ turbulence. In the case of cavita-

ion and noise prediction, a further requirement is that the inflow

elocity fluctuations are divergence-free, thereby avoiding spurious

ressure fluctuations which can pollute the entire domain for in-

ompressible computations. 

It is well known that the choice of SRS model affects the flow

rediction around the object of interest, although a subject less

ell addressed in the literature is the model interaction with the

ropagation of inflow turbulence. Consequently, an evaluation of

ifferent SRS methods in combination with inflow turbulence is

ecessary. This paper attempts to provide a systematic overview

f the effect of SRS turbulence modelling approaches, both with

treamwise periodic boundary conditions and with a synthetic

urbulence generator. Full comparisons between different SRS ap-

roaches, including higher order moments, are rare in literature

12] ; often, different codes, grids and solver settings are used,

hich makes it difficult to assess the modelling error of the tur-

ulence modelling approaches. Models included in this paper are

ybrid (DDES [13] , IDDES [14] ) and XLES [15] ); Bridging (PANS

2] with f k ∈ [0.05, 1.00]); and LES (Smagorinsky [16] , Lilly [17,18] ,

ALE [19] , KSGS [20] and ILES). Attention is paid to the assess-

ent of iterative, discretisation and statistical errors. 

The chosen test case is a turbulent channel flow at Re τ = 395 , a

anonical test case for the study of wall-bounded turbulence, due

o the simple geometry and abundance of reference data. Experi-

ental results are first published ninety years ago, and numerical

tudies have been performed using LES and DNS since the 1980s.

ig. 1 shows an overview of numerical results available in the open

iterature. It is observed that a range in total number of grid cells

s applied for LES/DNS approaches at lower Re τ values. DES and

ANS results have been published for significantly higher Re τ , but

ften without refining the grid. Most results shown are obtained

sing a finite volume approach, with second-order accurate dis-

retisation schemes. Fig. 1 also shows an overview of the usage

f synthetic turbulence generation methods available in the open

iterature, sorted per test case. 

In the paper, Section 2 describes the different turbulence ap-

roaches used, and Section 3 describes the test case, numerical

etup and turbulence-generating method. After an assessment of

he numerical errors in Section 4, Sections 5 and 6 compare the

esults for Hybrid, Bridging and LES approaches using streamwise

eriodic boundary conditions and a synthetic turbulence gener-

tor respectively. Finally, Section 7 discusses the implications of

he results for industrial test cases, followed by the conclusions in

ection 8 . 

. Mathematical turbulence approaches 

In this work different approaches for modelling turbulence are

pplied, including Hybrid and Bridging models and LES. The main

quations of these approaches are described in this section, with

ull model details given in Appendix A. 

For all approaches considered the instantaneous quantities, �,

an be decomposed into a resolved, 〈 �〉 , and a modelled (unre-

olved) component, φ, according to � = 〈 �〉 + φ [46] . Applying

his decomposition to the incompressible, single-phase, Newtonian

avier-Stokes equations leads to 

∂ 〈 U i 〉 
∂ x 

= 0 , (1)

i 
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Fig. 1. Literature overview with a selection of the available numerical results. Turbulent channel flow results (left) as function of the number of grid cells, N c , and the 

turbulence modelling approach (left) [21–35] . Usage of synthetic turbulence generation (right) sorted by test case and method (Digital Filtering (DFM), Forward Stepwise 

(FSM), Fourier (FM) and Synthetic Eddy method (SEM) [8,9,36–45] . 
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∂ 〈 U i 〉 
∂t 

+ 〈 U j 〉 ∂ 〈 U i 〉 
∂ x j 

= − 1 

ρ

∂ 〈 P 〉 
∂ x i 

+ 

∂ 

∂ x j 

[
ν

(
∂ 〈 U i 〉 
∂ x j 

+ 

∂ 〈 U j 〉 
∂ x i 

)]
+ 

1 

ρ

∂ τ (u i , u j ) 

∂ x j 
. (2) 

n these equations U i denotes the velocity components, P the pres-

ure, ν the kinematic viscosity, ρ the density and τ ( u i , u j ) the sub-

lter stress tensor which is modelled using Boussinesq’s hypothe-

is, 

(u i , u j ) = 〈 U i U j 〉 − 〈 U i 〉〈 U j 〉 = 2 νt 〈 S i j 〉 − 2 

3 

kδi j , (3)

ith νt the eddy-viscosity, k the modelled turbulence kinetic en-

rgy, δij the Kronecker delta and 〈 S ij 〉 the resolved strain-rate ten-

or, defined as 

 S i j 〉 = 

1 

2 

(
∂ 〈 U i 〉 
∂ x j 

+ 

∂ 〈 U j 〉 
∂ x i 

)
. (4)

he difference between the respective approaches lies in the def-

nition of the filtering operator 〈 · 〉 , which is temporal in the case

f RANS and spatial for LES and PANS. Consequently, the sub-filter

tress tensor is modelled differently by employing different expres-

ions for νt and k . 

.1. RANS 

In unsteady RANS, all turbulent time scales and motions

re modelled, and a scale separation between deterministic and

tochastic scales is assumed. In this work, the sub-filter stress ten-

or is modelled using the k − ω Shear Stress Transport (SST) model

2003 version) [47] . This model forms the basis of the Hybrid and

ridging models. It is a blend of a k − ω model in the wall region

nd a k − ε model in the far field. The transport equations are 

Dk 

D t 
= P k − β∗ωk + 

∂ 

∂ x j 

(
( ν + νt σk ) 

∂ k 

∂ x j 

)
, (5)

Dω 

D t 
= 

α

νt 
P k − βω 

2 + 

∂ 

∂ x j 

[
( ν + νt σω ) 

∂ ω 

∂ x j 

]
+ 2 ( 1 − F 1 ) 

σω 2 

ω 

∂ k 

∂ x j 

∂ ω 

∂ x j 
. (6) 

he other relevant expressions are 

 k = min ( νt 〈| S|〉 , 10 β∗kω ) and νt = 

a 1 k 

max ( a 1 ω, 〈| S|〉 F 2 ) . 
(7) 
ere 〈 | S | 〉 is the magnitude of the resolved strain-rate tensor. The

ransport equations make use of two blending functions, F 1 and

 2 , and two limiters. For details of these functions and the model

onstants see Section A.1 . 

.2. Hybrid models 

.2.1. DDES 

Delayed Detached Eddy Simulation (DDES) [13] is an adaptation

f the Detached Eddy Simulation (DES) [3] model. The switch be-

ween RANS and LES is based on the turbulent length scale l t and

 shielding function f d . The k transport equation becomes 

Dk 

D t 
= P k −

k 3 / 2 

l t 
+ 

∂ 

∂ x j 

(
( ν + νt σk ) 

∂ k 

∂ x j 

)
, (8) 

ncluding the turbulent length scale 

 t = l RANS 
t − f d max 

(
l RANS 
t − l SRS 

t , 0 

)
. (9) 

he RANS and SRS length scales are defined as 

 

RANS 
t = 

√ 

k 

β∗ω 

and l SRS 
t = C DDES �, (10)

n which � is the maximum cell length. The coefficients and addi-

ional shielding function are given in Section A.2 . 

.2.2. IDDES 

In DDES the transition from RANS to LES inside a wall bound-

ry layer is prohibited, which leads to a lack of resolved velocity

uctuations close to the wall. This can suppress dynamics in flow

henomena close to the wall, such as sheet cavitation. A different

ybrid model is Improved Delayed Detached Eddy Simulation (ID-

ES) [48] , which aims to use DES as a Wall-Modelled LES (WM-

ES), while employing RANS in the near wall region instead of an

nalytical expression. Consequently IDDES is better able to han-

le separating flows, since LES is also allowed inside the boundary

ayer. A wall-normal resolution y + = u τ y/ν < 1 at the wall is still

equired. In IDDES the blending is achieved by a different shielding

unction f dt . Note that due to the different formulation, the model

s prohibited to switch to RANS in the boundary layer and far field.

his can therefore deteriorate the results on a coarse grid. The co-

fficients and auxiliary functions are given in Section A.3 . 

.2.3. XLES 

The final Hybrid model considered in this study is eXtra-Large

ddy Simulation (XLES) [15] . It is similar to DDES and IDDES, but

ith a switching function which is not dependent on the wall dis-

ance (which can be computationally expensive and difficult to de-

ne for a complex geometry). Furthermore, in LES mode a different
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sub-filter stress model to DES is used (the KSGS model). The dif-

ference between RANS and LES modes lies in the definition of the

eddy-viscosity and dissipation. For RANS these are given as 

νt = l 
√ 

k and ε = βk 

k 
3 
2 

l 
, (11)

with l = 

√ 

k /ω, while for the LES sub-filter model 

νt = C 1 �
√ 

k and ε = C 2 
k 

3 
2 

�
, (12)

with � defined as the maximum cell length. The RANS model is

closed with a modified equation for ω, based on the k − ω TNT

model [49] , 

Dω 

D t 
= P ω − βω ω 

2 + 

σd 

ω 

max 

(
∂ k 

∂ x i 

∂ ω 

∂ x i 
, 0 

)
+ 

∂ 

∂ x j 

(
( ν + σω νt ) 

∂ ω 

∂ x j 

)
, (13)

with a production term 

P ω = αω 〈 S〉 2 . (14)

The switch between RANS and LES mode is made using a compos-

ite length scale ˜ l defined as 

˜ l = min ( l, C 1 �) . (15)

The coefficients and auxiliary functions are given in Section A.4 . 

2.3. Bridging model 

The combination of RANS with LES in Hybrid models improves

accuracy but may lead to commutation errors in the transition be-

tween the RANS and LES zones. An approach without commutation

errors is the Bridging family of models, such as the Partially Av-

eraged Navier-Stokes (PANS) model [2] . The PANS model is based

on spatially filtering the Navier-Stokes equations, where the sub-

filter stress tensor is modelled using a set of reformulated RANS

equations including the modelled-to-total ratio of turbulence ki-

netic energy and dissipation rate, 

f k = 

k 

K 

and f ω = 

ω 

�
= 

f ε

f k 
. (16)

The PANS model in this work is based on the k − ω SST model

[47,50] , with the transport equations 

Dk 

D t 
= P k − β∗ωk + 

∂ 

∂ x j 

[(
ν + νt σk 

f ω 

f k 

)
∂ k 

∂ x j 

]
, (17)

Dω 

D t 
= 

α

νt 
P k −

(
P ′ − P ′ 

f ω 
+ 

βω 

f ω 

)
ω + 

∂ 

∂ x j 

[(
ν + νt σω 

f ω 

f k 

)
∂ ω 

∂ x j 

]
+ 2 

σω2 

ω 

f ω 

f k 
(1 − F 1 ) 

∂ k 

∂ x j 

∂ ω 

∂ x j 
(18)

with 

P ′ = 

αβ∗k 

νt 
and νt = 

a 1 k 

max ( a 1 ω, 〈 S〉 F 2 ) . (19)

For the auxiliary functions and constants see Section A.5 . 

In PANS, the closure is viscosity-based (the sub-filter viscosity

is a function of the modelled flow field ( k, ω)), whereas in LES

the closure is grid-based (sub-filter viscosity is a function of the

cut-off length scale ( �)) [51] . Consequently, in contrast to LES, the

cut-off length scale of the resolved flow is not predetermined in

PANS. The physical resolution is only determined by the settings,

which leads to an overlap between the PANS resolved and mod-

elled spectra [51] . Since the grid remains fixed, computations with
n f k larger than what the grid allows are comparable to an explic-

tly filtered LES (although based on a different modelling frame-

ork). Computations with a very low f k value are effectively an

mplicit LES (under-resolved DNS). 

The filtering depends only on the value of f k and f ε . f k deter-

ines the physical resolution of the flow, f ε determines the overlap

etween the energy-containing and the dissipation ranges. The ef-

ect of modifying f ε is investigated in Klapwijk et al. [52] , in which

t was concluded that f ε should be kept equal to 1.0 (also known

s the ‘high Reynolds number’ approach), to avoid adding excessive

issipation. f k and f ε can either vary in space and/or time, or be

ept constant throughout the domain and computation. The draw-

ack of the first approach is that this entangles the modelling error

nd numerical error, and thereby destroys one of the key advan-

ages of the PANS model. Although this approach is gaining popu-

arity in literature, however there is no consensus on how f k should

e (a priori or dynamically) chosen [53] . Throughout this work a

onstant value for f k is used. 

.4. LES 

Large Eddy Simulation (LES) is founded on the principle that

he larger scales of turbulence are resolved, while the smaller

cales are modelled. In order to enable this, the filtering operation

s performed spatially; either explicitly or implicitly (on the grid).

o relate the sub-filter stress to the filtered strain rate, a number of

odels can be employed. In this work, a selection is made based

n the most common models found in the open literature. 

.4.1. Smagorinsky 

The Smagorinsky model [16] models the eddy-viscosity as 

t = ( C s �) 
2 〈| S|〉 , (20)

ith 〈| S|〉 = 

√ 

2 〈 S i j 〉〈 S i j 〉 and a model constant C s . The model con-

tant depends on the flow and in literature values in the range

 . 065 − 0 . 23 are found. In this paper a value of 0.10 is applied. The

ltering is done implicitly, using the filter as defined by Smagorin-

ky: 

= ( �x �y �z ) 
1 
3 . (21)

n the case of highly anisotropic cells, which occur often near

alls, this filter is too optimistic leading to an underpredicted

ddy-viscosity. 

.4.2. Lilly 

To circumvent difficulties in obtaining a general constant for the

magorinsky model and to improve behaviour near walls, Germano

t al. [17] suggested using a constant which varies in time and

pace, thereby adapting to the resolved scales. Lilly [18] applied

 least-squares estimate to obtain the constant, known as the Lilly

odel. In this approach, next to the spatial filter a second, coarser,

lter is applied. This filter, known as the ‘test’ filter, indicated by

 , is usually defined as ̂ � = 2�. The sub-test filter stress, T ij , is de-

ned analogously to the sub-filter stress, that is 

 i j −
1 

3 

δi j T kk = 2 

(
C s ̂  �

)2 
̂ 〈| S|〉 ̂  〈 S i j 〉 . (22)

he model constant is obtained using 

 s = 

1 

2 

L i j M i j 

M i j M i j 

, (23)

n which the error between the resolved scales of motion L ij and

he local closure M ij is minimised. L ij is defined as the difference

etween the sub-filter stress on the normal filter ( τ ij ) and on the

est-filter level, 

 i j = T i j − ̂ τi j = − ̂ u i u j + 

̂ 〈 u i 〉 ̂  〈 u j 〉 , (24)
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nd M ij is defined as 

 i j = 

̂ �2 ̂ 〈| S|〉 ̂  〈 S i j 〉 − �2 ̂ 〈| S|〉〈 S i j 〉 . (25) 

 downside of this model is that the model requires spatial averag-

ng of the constant to reduce the variability in space and time, else

he value of C s can become either negative or unphysically large

54] . Since this is often not possible for industrial flow cases due

o the absence of flow homogeneity, the constant is bounded be-

ween 0 and 10 times the upper limit of the Smagorinsky constant

s found in literature, so C s ∈ [0, 2.3]. 

.4.3. WALE 

The Wall Adaptive Local Eddy-viscosity (WALE) model by

icoud and Ducros [19] was proposed for LES in complex geome-

ries to account for the effects of the strain and rotation rate of

he smallest resolved velocity fluctuations. It should also recover

roper near-wall scaling for the eddy-viscosity without dynamic

rocedures. The sub-filter viscosity is determined as 

t = L 2 s 

(
S d 

i j 
S d 

i j 

)3 / 2 (〈 S i j 〉〈 S i j 〉 
)5 / 2 + 

(
S d 

i j 
S d 

i j 

)5 / 4 
, (26) 

ased on the square of the velocity gradient tensor 

 

d 
i j = 

1 

2 

(〈 g i j 〉 2 + 〈 g ji 〉 2 
)

− 1 

3 

δi j 〈 g kk 〉 2 (27)

ith 

 g i j 〉 = 

∂ 〈 U i 〉 
∂ x j 

. (28)

he length scale is given as 

 s = min ( κd, C s �) (29) 

n which d indicates the wall distance and κ = 0 . 41 . 

.4.4. KSGS 

The final sub-filter model is the k sub-grid Stress (KSGS) model

20] , for which a transport equation for the sub-filter turbulence

inetic energy ( Eq. 5 ) is solved, with the production term defined

s 

 k = νt 〈 S〉 2 . (30)

he eddy-viscosity and dissipation terms are defined in Eq. 12 . 

.4.5. ILES 

An alternative approach to LES sub-filter modelling is known

s Implicit LES (ILES) [55] . Instead of applying a sub-filter model,

t is assumed that the added numerical diffusion due to the use

f coarse(r) grids and low order (upwinding) schemes acts as a

ub-filter model. Whilst an attractive approach due to low com-

utational cost (no sub-filter model is required), caution is needed

n employing this approach, especially in resolving structures near

he presumed cut-off scale [56] . Due to the absence of a sub-filter

odel, the only contributing factor in the ratio of modelled-to-

otal kinetic energy is the grid. As a consequence making a proper

rid becomes even more important than usual; the reliability of

LES for industrial flow cases on highly non-uniform, anisotropic

rids can lead to large errors. The filter length varies significantly

n the domain, and due to the anisotropic cells, the numerical dis-

ipation due to the convection scheme varies in different direc-

ions. Secondly, the application of low order (upwinding) methods

sing coarse grids can lead to too much added dissipation, thereby

ot capturing finer structures [56] . Finally, the results are even

ore grid dependent than for normal LES, which makes proper so-

ution verification impossible. Nevertheless it is a widely employed

pproach, and is therefore also included in this work. 
.5. Turbulence generating methods 

As shown in the literature, the use of scale-resolving turbulence

ethods for a turbulent channel yields a so-called supercritical

aminar solution for which many flow-through times are needed to

rigger transition to the turbulent regime [31] . To this end in the

urrent work two methods are employed to speed up the transi-

ion. For cases with streamwise periodic boundary conditions (see

ection 3 ) the method suggested by Schoppa and Hussain [57] is

sed as reported in Klapwijk et al. [58] . This method is only appli-

able to cases with streamwise periodic boundary conditions, and

s tuned for a turbulent channel flow. It is therefore not a general

pproach. 

Secondly, a more general method, which does not depend on

treamwise periodic boundary conditions, is applied. Synthetic tur-

ulence is generated using a modified version of the digital filter

ethod by Xie and Castro [36] . This method is more general, and

oes not require flow recycling. In the current implementation the

ethod is able to generate anisotropic, inhomogeneous turbulence

hich is sufficient for most industrial applications such as the flow

round wings, propellers, ship hulls, etc. In the method random

umbers, r m,l,i , with zero mean and unit variance, are generated on

 Cartesian grid at each time step. Here m, l indicate the position

ndices and i the velocity component. These numbers are spatially

orrelated using 

 m,l,i = 

N ∑ 

j= −N 

N ∑ 

k = −N 

b j b k r m + j,l+ k,i , (31)

fter which they are temporally correlated with the numbers gen-

rated at the previous time step using 

i ( t ) = �i ( t − �t ) exp 

(
−π�t 

2 T 

)
+ ψ i ( t ) 

[
1 − exp 

(
−π�t 

2 T 

)]
. 

(32) 

ere T = I i / U i is the Lagrangian time scale and b j and b k are filter

oefficients used to generate spatial correlations, and are defined

s 

 j = 

b ′ 
j (

N j ∑ 

l= −N j 

b ′ 2 
l 

) and b k = 

b ′ 
k (

N k ∑ 

m = −N k 

b ′ 2 m 

) , (33)

ith 

 

′ 
j = exp 

(
−π | j| 

2 n 

)
and b ′ k = exp 

(
−π | k | 

2 n 

)
. (34) 

he spatially and temporally correlated numbers are transformed

o velocity fluctuations using 

 

′ 
i = a i j · �i (35) 

n which a ij indicates the Lund transformation matrix, which is

ased on a Cholesky decomposition of the Reynolds stress tensor

 ij [10] , 

 i j = 

⎡ ⎣ 

√ 

R 11 0 0 

R 11 /a 11 

√ 

R 22 − a 2 
21 

0 

R 31 /a 11 ( R 32 − a 21 a 31 ) /a 22 

√ 

R 33 − a 2 
31 

− a 2 
32 

⎤ ⎦ . (36) 

n the current work a string of pseudo-random numbers is em-

loyed, i.e. the same range of random numbers for every com-

utation. For more details the reader is referred to Xie and Cas-

ro [36] and [39] . In these works the velocity is modified di-

ectly inside the first non-linear PISO loop, either at the inflow,

r in the domain. In the current work the velocity fluctuations are
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fluctuations of interest. 
transformed to a body-force term in the momentum equations, ex-

plicitly added on the right hand side of the equations. This is done

to improve iterative convergence and mass conservation. The trans-

formation is achieved using 

F b,i = 

(
U i,in f low 

+ U 

′ 
i 
− U i 

)
ρU i 

L tg 
· b (37)

where U i, inflow 

is the mean velocity as defined at the generator

plane, U 

′ 
i 

comes from Eq. 35 and U i is the instantaneous velocity in

a cell, obtained from the solver at the current non-linear loop. L tg 
indicates the distance in the flow direction over which the body-

force term is applied, and b is an arbitrary multiplication factor to

increase the convergence of the velocity towards the desired fluc-

tuations. For now b is taken as 300. Notice that this body-force

term goes to zero when the local velocity equals the desired mean

plus fluctuation. 

3. Numerical setup and solver 

Computations are made using a rectangular domain, with two

no-slip walls oriented normal to the y -direction and periodic

boundary conditions in spanwise direction. (see Fig. 2 ). The re-

maining boundaries are either connected using periodic bound-

ary conditions in order to approximate an infinite channel; or al-

ternatively, an inflow and outflow boundary condition is speci-

fied if a synthetic turbulence generator is applied. Cartesian grids

with hyperbolic tangent clustering towards the walls are used, as

described in Section 4.3 . The non-dimensional time step for the

grid used for comparing turbulence modelling approaches, G4 , is

�t ∗ = 1 / 2 u τ�t/δ ≈ 1 × 10 −3 . This leads to �t + = u 2 τ�t/ν ≈ 0 . 08

and a maximum Courant number below 0.2 (20 0 0 time steps

per flow-through time). To maintain the proper bulk and friction

Reynolds numbers, Re b = U b 2 δ/ν and Re τ = u τ δ/ν respectively, a

body-force is applied which is proportional to the streamwise pres-

sure gradient d p/ d x = −τw 

/δ, with τw 

= ρu 2 τ [59] . 

The numerical solver used for all simulations in this work is

ReFRESCO [60] , a multiphase unsteady incompressible viscous flow

solver using RANS and Scale-Resolving Simulation models, com-

plemented with cavitation models and volume-fraction transport

equations for different phases. For the simulations reported here

work time integration is performed using a second-order implicit

three time level scheme, and the convection terms in the momen-

tum equations are discretised using a second-order accurate cen-

tral differencing scheme (the Péclet number has a magnitude of

O(10) ). An investigation into the effect of the convection scheme

for the momentum equation can be found in Section 4.3 . The

turbulence equations are discretised using a first-order upwind
Fig. 2. Schematic overview of the domain and physical parameters. The dashed lines ind

[31] . 
cheme. Due to the fine grid resolution employed, the effect of dis-

retisation on the sub-filter stresses is limited. 

. Numerical errors 

As generally accepted, numerical errors can be divide into in-

ut, round-off, iterative, discretisation, and, in the case of unsteady

omputations, statistical errors [61] . The input error is assumed to

e negligible due to the well controlled conditions in the computa-

ions, and either the periodic nature of the solution, or the reliabil-

ty of the DNS results reported in the open literature. The round-

ff error is negligible due to the use of double precision arithmetic.

herefore, in this work, only the iterative, discretisation and statis-

ical error are assessed. 

The results are obtained along a line perpendicular to the wall

t the centre of the channel (see Section 4.2 ). Computations are

erformed using grid G4 (see Section 4.3 ) and using PANS ( f k =
 . 10 ) unless indicated otherwise. Only half the channel height is

hown. 

.1. Iterative error 

The iterative convergence is assessed based on the residuals,

ormalised by the diagonal element of the left-hand-side ma-

rix of the linear system of equations. This is of particular in-

erest since if the iterative error would be of the same order of

agnitude as the turbulence fluctuations, the results would be

trongly affected. Despite this, the influence of iterative error is

arely studied in the open literature. Following the approach ad-

ocated by Eça et al. [62] , a PANS computation with f k = 0 . 10 was

erformed using different iterative convergence criteria ( L 2 = 10 −3 ,

0 −4 , 10 −5 , 10 −6 , 10 −7 and 10 −8 ). The effect on the mean velocity

 u + ), Reynolds stresses ( Re i j = u ′ 
i 
u ′ 

j 
/u 2 τ ) and turbulence kinetic en-

rgy spectra ( E u ( f ) at y + ≈ 20 ) along a wall-normal line at the cen-

re of the domain is shown in Fig. 3 . For values of L 2 = 10 −3 and

0 −4 , the mean velocity shows an underprediction in the buffer

ayer ( 5 < y + < 30 ), while for L 2 ≤ 10 −5 the results are converged.

he Reynolds stresses and spectra also show a large mismatch with

he reference data for L 2 = 10 −3 and 10 −4 . The magnitude of the

eak value Re uu and the turbulence kinetic energy spectra converge

or stricter convergence criteria. As a compromise between cost

nd accuracy, the criterium L 2 = 10 −6 is used in the remainder of

his work. Applying this criterium leads to a residual of L ∞ 

= 10 −5 

n each time step for momentum; the residuals for pressure and

urbulence equations are at least one order of magnitude smaller.

n this manner, the iterative error is smaller than the turbulence
icate the computational domain. The figure is based on the drawing of de Villiers 
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Fig. 3. Mean velocity ( u 
+ 

) profiles, Reynolds stress ( Re uu and Re uv ) profiles and turbulence kinetic energy spectra ( E u,y + ≈20 ( f ) ) using different iterative convergence criteria. 
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.2. Statistical error 

A potentially dominating error in unsteady and especially tur-

ulence resolving simulations is the statistical error. In order to

emove the start-up effects and estimate the magnitude of this

ource of uncertainty, the Transient Scanning Technique (TST) is

mployed [63] . This technique allows an estimation of the statis-

ical uncertainty based on a signal of finite length. The uncertainty

s expanded to obtain a 95% confidence interval. The TST is ap-

lied to the velocity signals and Reynolds stresses at measurement

oints along the height of the channel. Based on the TST, it is

ound that the first 11 flow-through times ( ≈ 30 0 0 0 time steps)

ust be removed to eliminate the start-up effects. This conclusion

s independent of the wall-normal distance of the measurement

oint. In the remainder of this work, the mean values are then

omputed based on approximately 45 flow-through times, result-

ng in a statistical uncertainty for the mean streamwise velocity

elow 2%, and for the Reynolds stress components below 10%. 

These uncertainties are in agreement with the sampling errors

s obtained from the engineering approaches suggested by Ries

t al. [64] . The estimates of the sampling error e for u + , u ′ and

 

2 
rms are given as: 

 = 

√ 

2 δI 2 

U b t a v 
, e = 

√ 

δ

U b t a v 
and e = 

√ 

4 δ

U b t a v 
. (38) 

ere t av indicates the averaging time and I the turbulence intensity

 = u ′ / u . These estimates give sampling errors of 1%, 5% and 10%
or u , u ′ and u ′ 2 respectively when applied to the results of the

resent study. 

In order to reduce these errors more flow-through times should

e computed. It must be noted that in literature spatial averaging

s often applied to the results since the flow is statistically homo-

eneous [64] . In this way a low statistical uncertainty is achieved

sing fewer flow-through times. However this implies that the

ow is statistically converged in the entire domain, but not at ev-

ry location. In this work spatial averaging is explicitly not applied,

o ensure a statistically converged solution at all locations, and to

roperly compare with results obtained with a synthetic turbu-

ence generator. 

.3. Discretisation error 

In order to assess the discretisation error, four different grids

with refinement ratios r i = h i /h 1 = �t i / �t 1 = 1 . 00 , 1.25, 1.57 and

.97) were employed. Details of the grids are given in Table 1 . The

rid designated G4 is equal to the one used for the DNS reference

ata [28] . Note that all these grids are well within LES guidelines,

n terms of wall resolution, found in literature, and have resolu-

ions typical of DNS [56,65] . It is commonly assumed in literature,

hen grids with DNS resolution, in conjunction with second-order

chemes, are used for LES, that discretisation errors are negligible

nd do not have to be assessed. However, discretisation errors de-

end on both the number of cells and the accuracy of the schemes

mployed, and assessment of these errors is still necessary. 
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Table 1 

Details of used grids. r i ( = h i /h 1 = �t i / �t 1 ) indicates the refinement ratio, N the number of 

cells in different directions, �y 1 the initial wall-normal spacing, x + = u τ x/ν, y + = u τ y/ν and 

z + = u τ z/ν the average non-dimensional wall units in different directions and the maximum 

Courant number, Co max . 

Grid r i N x N y N z N /10 6 �y 1 · 10 4 x + y + z + Co max 

G6 3.97 63 47 47 0.14 2.1 24 0.2 20 0.07 

G5 2.63 95 71 71 0.48 1.4 16 0.13 13 0.12 

G4 1.95 127 95 95 1.18 1.0 12 0.10 10 0.20 

G3 1.56 159 119 119 2.30 0.8 9.6 0.08 8 0.21 

G2 1.25 199 149 149 4.50 0.6 7.7 0.06 6.4 0.22 

G1 1.0 249 187 187 8.84 0.5 6.1 0.05 5.1 0.25 

Fig. 4. Mean velocity ( u 
+ 

) profiles, Reynolds stress ( Re uu and Re uv ) profiles and turbulence kinetic energy spectra ( E u,y + ≈20 ( f ) ) using different grids and PANS ( f k = 0 . 10 ). 
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The effect of grid refinement is shown in Fig. 4 . Both the mean

velocity and Reynolds stresses appear reasonably insensitive to grid

resolution, however Re uu and Re uv deviate slightly on the finest

grid. The main differences are observed for the turbulence kinetic

energy spectra. Grid refinement leads to a slightly increased cut-

off frequency, since the smaller cells allow for higher wavenum-

bers to be resolved. This indicates that the employed f k (0.10) is

below the grid cut-off, i.e. the grid and numerical settings do not

result in DNS resolution. Nevertheless, based on the similarity be-

tween the results it is concluded that the coarsest grid has a suffi-

cient resolution. For this reason, grid refinement for the LES mod-

els was not pursued, since due to the fine grid resolution, little

effect of the sub-filter model is expected. Instead, to compare the

effect of grid resolution on the sub-filter modelling, grid coarsen-

ing was performed. To this end, two additional grids (with refine-

ment ratios r = 2 . 63 and 3.97) are employed, in combination with
i 
ANS ( f k = 0 . 10 ), LES KSGS and ILES. Fig. 5 shows that even the

oarsest grid still has sufficient resolution to predict the mean ve-

ocity profiles well, in the cases of PANS and ILES. For Re uu both

LES and PANS overpredict the peak near the wall, especially on

oarser grids. This overprediction is absent for LES KSGS, due to

he sub-filter model. On finer grids however, the peak is underpre-

icted, indicating that the SGS is too dissipative. The peak on the

oarsest grid is also shifted away from the wall. For Re uv , again LES

SGS predicts the magnitude better on a coarse grid than ILES and

ANS. This difference is absent on finer grids. In terms of turbu-

ence kinetic energy spectra, it is clear that grid refinement leads

o an increase in energy at higher frequencies, i.e. the cut-off fre-

uency increases. The effect of the sub-filter model is also clear for

ES KSGS, the cut-off on all grids being at a lower frequency than

or ILES and PANS. This effect is most significant on the coarsest

rid. 
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Fig. 5. Mean velocity ( u 
+ 

) profiles, Reynolds stress ( Re uu and Re uv ) profiles and turbulence kinetic energy spectra ( E u,y + ≈20 ( f ) ) using different grids. 
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To conclude, the grid designated G4 has a sufficient resolution

o be able to compare the different models. Grid coarsening shows

hat, although the results obtained by ILES appear reasonable, the

bsence of a sub-filter model can lead to an overprediction of tur-

ulent stresses on coarse grids. In addition, similarity in results in-

icates that PANS with a low f k is comparable to LES without a

ub-filter model (ILES). 

A second source of discretisation error is the discretisation of

he convection terms in the equations. Due to the usage of a un-

tructured Finite Volume CFD code, we are limited to second-order

ccurate schemes. For the Reynolds number studied here, the dis-

retisation of the momentum equations is dominant. Basara et al.

66] investigated blended upwind-CD schemes for Finite Volume

ES and Hybrid methods. They state that ‘results obtained with a
lending factor lower than 0.98 or 0.96 are treated as suspicious’,

nd that the use of a second-order accurate Central-Differencing

cheme is preferred. However in industrial high Reynolds number

ows this is often not possible, meaning that (lower-order) up-

inding, or blended schemes are used [66] . In order to investi-

ate this effect, the convection scheme for the momentum equa-

ion is varied between First Order Upwind (FOU), Central Differ-

ncing (CD), a blended upwind-CD with a blending factor of 0.5

FOU-CD) and the approximately second-order QUICK (Quadratic

pstream Interpolation for Convective Kinematics) scheme. The in-

estigation is performed for ILES, LES KSGS and PANS with f k =
 . 10 . The computations are deliberately performed on the coarser

rid G6 to highlight the difference between different convection

chemes and different sub-filter models [66] . These differences are
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Fig. 6. Comparison of normalised mean velocity ( u 
+ 

), Reynolds stress ( Re uu ) profiles and turbulence kinetic energy spectra ( E u,y + ≈20 ( f ) ) using different convection schemes 

for the momentum equations. 
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expected to be smaller on finer grids. The non-dimensional time

step �t ∗ = u τ�t/ 2 δ ≈ 2 × 10 −3 leads to �t + = u 2 τ�t/ν ≈ 0 . 5 and

a maximum Courant number of 0.1. 

Fig. 6 shows the normalised mean velocity ( u + ) and Reynolds

stress profiles ( Re uu and Re uv ), together with the turbulence kinetic

energy spectra E ( f ). In terms of velocity profiles, the CD scheme

yields the best match with the reference data for all turbulence ap-

proaches. The QUICK scheme captures the trend, but overpredicts

the velocity in the range 0.1 < y / δ < 0.4 and underpredicts the ve-

locity in the outer layer ( y + > 50 ), especially for the PANS model.

FOU clearly yields a laminar, parabolic, velocity profile. Both the

mean velocity and Reynolds stresses indicate that FOU and FOU-CD

yield no fluctuations, i.e. a laminar flow; CD and QUICK yield a tur-

bulent solution. Generally the magnitude of the Reynolds stresses
re larger for QUICK than for CD. Finally the spectra are compared.

ue to the laminar flow predicted using FOU and FOU-CD the en-

rgy contained in the spectrum is much lower for all models. Both

D and QUICK show the correct shape, but for all models CD con-

ains more energy across the entire frequency range. There appears

o be little difference between ILES and PANS. The spectrum for

ES KSGS shows a cut-off at a lower frequency, since part of the

urbulence is modelled by the sub-filter model. 

To conclude it is clear that for all SRS, first order schemes add

oo much discretisation error and lead to a mismatch in flow pro-

le. Fully second-order schemes yield the best results, while using

UICK (a commonly used scheme in industrial applications), rea-

onable results are obtained. With a QUICK scheme less energy is

esolved than by the CD scheme, which is in line with literature
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Fig. 7. Normalised mean velocity and Reynolds stress profiles and turbulence kinetic energy spectra using LES and DNS [28] . From left to right, and top to bottom u 
+ 
, Re uu , 

Re uv , Re vv , Re ww and E u,y + ≈20 ( f ) . 
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35,67] . In the remainder of this work the convection terms in the

omentum equation are discretised using a second-order accurate

D scheme. For industrial cases the application of CD is typically

ot possible, due to high local cell Péclet numbers [68] , although

easonable results can still be obtained using QUICK. 

. Comparison of turbulence approaches with streamwise 

eriodic boundary conditions 

.1. LES 

Fig. 7 shows the mean velocity profiles, Reynolds stresses and

urbulence kinetic energy spectra of the streamwise velocity at

 

+ ≈ 20 . The mean velocity profiles for all models capture the

rend of the DNS data. In terms of Reynolds stresses, it is clear

hat all models capture the trend, but deviate in terms of magni-

ude. The highest Reynolds stress terms are generally obtained for

he ILES and KSGS, followed by the Smagorinsky, Lilly and WALE

odel. The Lilly model performs adequately for Re uu , but under-

redicts Re uv , Re vv and Re ww 

. For all models the magnitude of the

eynolds stress terms is generally underpredicted, with Re ww 

an

xception. For Re vv , the peak is shifted towards the right for all

odels indicating that the strongest turbulence fluctuations occur
Fig. 8. LES instantaneous turbulent flow fields ( Q = 0 . 3 ), coloured by u ∗ = u/U b . First 
urther from the wall. The turbulence kinetic energy spectra for the

ES models are comparable, although as shown in Section 4.3 this

s grid dependent. For the resolution employed here, there is little

ifference between the models. Only ILES shows a slightly higher

ut-off frequency due to the absence of a sub-filter model. Gen-

rally it appears that ILES yields the best results, which has been

bserved before for a channel flow on a fine grid. This is related to

xcessive diffusion and non-monotonic grid convergence for LES,

.e. on fine grids ILES can give better results than LES with a sub-

lter model [69,70] . 

Turbulent structures in the flow are visualised in Fig. 8 , using

socontour plots of Q , based on the instantaneous flow field. Q is

efined as Q = 1 / 2 ( |〈 �〉| − |〈 S〉| ) , with 〈 �〉 defined as the anti-

ymmetric part of ∇u , representing local flow rotation [71] . The

socontours and the sides of the domain are coloured by the nor-

alised streamwise velocity ( u ∗ = u/U b ). Based on a visual obser-

ation, it appears that the Lilly and WALE model predict larger

tructures than the other models. For the Lilly model, this is re-

ated to the application of the ‘test’ filter, which is larger than the

rid size; for the WALE model, this is a result of the inclusion of

all distance in the determination of the length scale L s . 

To conclude, the comparison shows that the best match for the

eynolds stresses is obtained with ILES, although this is strongly
row from left to right Smagorinsky, Lilly and WALE, second row KSGS and ILES. 
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Fig. 9. Normalised mean velocity and Reynolds stress profiles and turbulence kinetic energy spectra using Hybrid models and DNS [28] . From left to right, and top to bottom 

u 
+ 
, Re uu , Re uv , Re vv , Re ww and E u,y + ≈20 ( f ) . 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 10. Instantaneous, spatially averaged, LES regions ( l t /l RANS 
t ) for the DDES and 

IDDES model (right). 1 indicates RANS, 0 LES. 
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grid dependent. Smagorinsky, KSGS and WALE perform compara-

bly, and the Lilly model shows the poorest performance due to the

larger test filter. The WALE model should perform better for flows

involving complex geometries, meaning its advantages do not show

up here. 

5.2. Hybrid models 

Fig. 9 shows the flow field statistics for the Hybrid models. For

the mean velocity, XLES shows an underprediction in the buffer-

layer ( 5 ≤ y + ≤ 30 ). DDES shows an overprediction in the log-law

region and an underprediction near the centreline. IDDES matches

the reference data well. In terms of Reynolds stresses, XLES cap-

tures the trend but underpredicts the magnitude for all compo-

nents. The peak in the Re vv and Re ww 

distribution is significantly

shifted away from the wall, an indication of the hybrid nature of

the model. The DDES model has a more interesting behaviour. The

shielding function of the model is formulated such that close to

the wall, inside the boundary layer, RANS should be used. In the

far field LES should be employed, with the RANS model acting as

sub-filter model [32] . Since a turbulent channel flow consists solely

of a boundary layer, with no far field region, one might expect the

solution to be fully RANS. This explains the good match for the

averaged velocity. However the Reynolds stress components show

that turbulence is fully modelled only in the region y + < 50 , while

closer to the centre turbulence is resolved. The employed grid res-

olution leads to l SRS 
t < l RANS 

t , thereby forcing the switch to occur

inside the boundary layer. The division between RANS and LES re-

gions, is visible in Fig. 10 . Note that even though this is the same

behaviour which lead to the development of DDES as a replace-

ment of DES, this can still occur for DDES under certain circum-

stances (i.e. combinations of test case and grid density). An effect

of using LES only close to the centreline is an underprediction of

the energy contained in the spectrum at the investigated location

( y + ≈ 20 ). In IDDES and XLES, the RANS region is much smaller

(see Fig. 10 ), which is reflected in the magnitude of the Reynolds

stresses. Due to the use of RANS close to the wall an underpre-

diction occurs in this region. For IDDES and XLES models the tur-

bulence kinetic energy spectrum also matches well with the other
ES results. Note that the underprediction for DDES is related to

he location of the probe ( y + ≈ 20 ), which is inside the RANS layer.

he fluctuations at this point are LES fluctuations which influence

he RANS layer. The turbulence kinetic energy spectrum match the

NS data better for spectra closer to the centreline (not shown in

his paper). 

The turbulent structures in the flow are visualised in Fig. 11 .

he effect of using RANS near the walls in the DDES formulation

s obvious, only larger structures in the centre of the channel exist.

he structures in the IDDES and XLES model are similar to the LES

magorinsky, KSGS and ILES results. 

The results indicate that for cases where the instantaneous near

all flow field is of importance (for instance sheet cavitation), Hy-

rid models are less suitable than LES or PANS. DDES is not able to

roperly resolve the boundary layer. In contrast, IDDES performs

etter for the mean velocity and Reynolds stresses but with the

xception of Re vv . XLES underpredicts the all components of the

eynolds stress tensor. 
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Fig. 11. Hybrid models instantaneous turbulent flow fields ( Q = 0 . 3 ), coloured by u ∗ = u/U b . From left to right DDES, IDDES and XLES. 

Fig. 12. Normalised mean velocity and Reynolds stress profiles and turbulence kinetic energy spectra using PANS and DNS [28] . From left to right, and top to bottom u 
+ 
, 

Re uu , Re uv , Re vv , Re ww and E u,y + ≈20 ( f ) . 
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.3. PANS 

The PANS model is applied with f k = 0 . 75 , 0.50, 0.25, 0.20, 0.15,

.10 and 0.05. Fig. 12 clearly shows the effect of reducing the f k pa-

ameter on the mean velocity profile: f k = 1 . 00 yields a RANS re-

ult as expected, while when moving from f k = 0 . 75 to 0.20 the

odelled turbulence kinetic energy is reduced and more turbu-

ence kinetic energy should be resolved. However, by reducing f k 
he flow profile becomes more laminar. Rather than resolving tur-

ulence the velocity perturbations are damped and the flow re-

ains laminar. The highest f k values still have a reasonable match

ith the DNS, since these yield mostly turbulent RANS solutions.

elow f k = 0 . 20 the fluctuations are not damped and a fully turbu-

ent flow develops. The results for f k = 0 . 15 , 0.10 and 0.05 match

he DNS data velocity almost perfectly. The same behaviour occurs

f PANS is applied to a fully developed turbulent flow (for instance

btained from a LES computation); for higher f k values the fluc-

uations are damped after between five and seven flow-through

imes. The normalised Reynolds stress profiles and turbulence ki-

etic energy spectrum yield additional insight into this behaviour.

t is clear that for computations with f k in the range 0 . 75 − 0 . 20

 laminar solution is obtained; the Reynolds stress tensor compo-

ents equal zero. The Reynolds stress profiles and turbulence ki-

etic energy spectra f k = 0 . 15 , 0.10 and 0.05 are comparable and

btain the proper trends and order of magnitude. Interestingly, the

eaks for f k = 0 . 10 are higher than for f k = 0 . 15 and 0.05. This is

n indication of the need for finer grids and iterative convergence

riteria for lower f k values. For both f k = 0 . 10 and 0.05 the match

s better than for explicit LES, which is related to the increased
urbulence resolution. t  
The turbulent structures in the flow are visualised in Fig. 13 for

he lower f k values. There is little difference between the differ-

nt simulations. It appears that the results for cases with low f k 
re identical to ILES. This is not true when looking at the eddy-

iscosity, however. The maximum eddy-viscosity ratio, νt / ν , in the

eld for f k = 0 . 15 has a magnitude of O(10 2 ) , whereas for f k =
 . 05 this is O(10) , and for ILES it is zero by definition. For com-

arison, for a turbulent RANS solution νt /ν = O(10 5 ) . It is clear

hat the magnitude of eddy-viscosity has little effect on the re-

ults, provided that f k is below the threshold to allow a turbulent

ow. 

The observed strong dependence on f k , resulting in distinct lam-

nar and turbulent flow regimes, is related to the physics of the

roblem. In a wall-bounded turbulent flow, such as a turbulent

hannel or flat plate, the small scales near the wall move away

rom the wall, and merge into increasingly larger scales away from

he wall. The large scales then break up into small scales and are

issipated. This process is known as energy backscatter, or the in-

erse energy cascade [33] . A turbulent flow only develops if the

lter length is smaller than the length scales of the small scales,

therwise the mechanism responsible for creating a fully turbulent

ow is filtered out. This can occur on a coarse grid for all methods,

r, in the case of PANS, when using a large f k value. This hypothesis

s confirmed by the guideline that for SRS the effective computa-

ional Reynolds number, 

e e = 

Uδ

ν + νmodel l ed 

= 

Uδ

ν + f 2 
k 
νt 

, (39) 

ust exceed the critical transition Reynolds number needed for

he onset of instability, Re c [72] . For a turbulent channel flow, this
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Fig. 13. PANS instantaneous turbulent flow fields ( Q = 0 . 3 ), coloured by u ∗ = u/U b . From left to right f k = 0 . 15 , 0.10 and 0.05. 
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guideline is satisfied for the cases with f k < 0.20 ( Re c ≈ 2300, ob-

tained from experiments [73] ). To enable turbulent results for f k 
values in the range 0 . 20 − 1 . 00 a synthetic turbulence generator is

needed, which not only feeds the small scales, but also feeds en-

ergy directly into the larger scales to allow a turbulence cascade to

develop. Note that the synthetic turbulence is inserted across the

height of the channel, in contrast to the physics where turbulence

develops parallel to the walls. 

6. Comparison of turbulence approaches with synthetic 

turbulence generator 

The second set of results is obtained by applying the synthetic

turbulence generator described in Section 2.5 . The turbulent fluc-

tuations are added to the mean turbulent velocity profile, which is

prescribed at the inlet. The domain is initialised with the mean

turbulent flow profile, while the turbulence generator is located

just behind the inlet. The body force terms are added over L tg =
0 . 1 δ which corresponds to two cells in the streamwise direction.

In this case periodic boundary conditions are only applied in the

spanwise direction. Based on the TST (see Section 4.2 ), temporal

averaging of the results is performed over 7 flow-through times,

after removing two flow-through times. The resulting statistical

uncertainty for the mean streamwise velocity is below 3%, and for

the Reynolds stress components below 12%. The mean velocity and

Reynolds stress profiles prescribed are taken from the DNS refer-

ence data. The prescribed integral length scales are anisotropic but

a homogeneous approximation is made based on the length scales

given by Kim et al. [39] ; in the streamwise direction the length

scale is taken as 0.9 δ, in the spanwise and wall perpendicular di-

rection as 0.045 δ. It is noted that, due to this assumption, the pre-

scribed length scales at the wall are too large. 

The application of a turbulence generator affects the iterative

convergence; the L 2 and L ∞ 

norms are shown in Table 2 . The ratio

L ∞ 

/ L 2 is O(10 1 ) for synthetic cases compared to O(10 2 ) for recy-

cling results, indicating that the residuals stagnate in a consider-

able part of the domain. Fig. 15 shows that this occurs in the cells

close to the location at which the body force terms are applied,

due to the local, explicit, addition of these terms, which also vary

per time step. The close proximity of the turbulence generator to

the inflow (where velocity is prescribed) also contributes to this

situation. 

It is observed that a streamwise development length is needed

to allow the added perturbations to develop into a turbulent flow

profile, and obtain a reasonable match with the input values. With

the current implementation of the turbulence generator, after 6 δ
the results for u and Re uu are self similar, as shown in Fig. 14 .
Table 2 

Average residual norms for recycling and synthetic cases. 

Equation Recycling Synthetic 

L ∞ L 2 L ∞ L 2 

Momentum: 10 −5 10 −6 10 −2 10 −4 

Pressure: 10 −6 10 −7 10 −4 10 −6 

Turbulence: 10 −6 10 −7 10 −7 10 −9 

m  

s  

o  

T  

c  

a  

n  

i  

p  

r

t this location, Re uv is still underpredicted, Re uv keeps developing

ntil approximately 10 δ. This is comparable to Kim et al. [39] and

ie and Castro [36] , who both give a required development length

f 10 δ. The results shown in the remainder of this section are ob-

ained at a location 6 δ behind the turbulence generator. 

In order to compare the results obtained from recycling and

ynthetic computations, Fig. 16 shows the resolved turbulence in-

ensity versus the channel height for all models. As shown in

ection 5 , for the recycling cases, the LES models show the best

atch with the reference data, together with the PANS results with

 k < 0.2. The synthetic results however, are similar for all models.

ith the exception of PANS, I is overpredicted at the centre of the

omain. Both DDES and PANS with higher f k show an underpredic-

ion of I at the wall. The PANS results show an increase in I with

ecreasing f k , as might be expected. Nevertheless the results show

hat the application of a synthetic turbulence generator can pre-

ent the occurrence of laminar flow for cases where the critical

ransition Reynolds number exceeds the effective computational

eynolds number (as is the case for f k ≥ 0.20, see Section 5.3 ). 

.1. LES 

Fig. 17 shows the results obtained using different LES mod-

ls. As expected the shape of the mean velocity profiles matches

he DNS data well, however an underprediction occurs across the

hannel height. For Re uu , ILES and WALE have the correct peak

alue, with the other models showing the correct shape but a

ower peak. In contrast to the recycling results ( Fig. 7 ), where all

odels underpredicted Re uv and Re vv , the results lie on or above

he DNS data for all models except the Lilly model. This model

oes accurately predict Re ww 

however, which is overpredicted by

he other models. For the turbulence kinetic energy spectrum, the

LES and WALE model contain the most energy, while the spectrum

or the Lilly model shows less energy than for the recycling cases.

he underprediction by the Lilly model is similar to that already

hown in Fig. 7 and is again related to the application of the larger

test’ filter, which filters out synthetic turbulence. 

.2. Hybrid models 

The results obtained using different Hybrid models are shown

n Fig. 18 . For the mean velocity, the same underprediction oc-

urs as for the LES models. The results for the DDES model are

mproved with respect to recycling cases ( Fig. 9 ): the magni-

ude is still significantly underpredicted but the distribution of the

eynolds stress components is closer to the DNS data, and there is

ore energy in the spectrum. For the IDDES model, the Reynolds

tresses are also higher compared to the recycling results. The peak

f Re uu , Re uv and Re vv is better captured, but Re ww 

is overpredicted.

he XLES results are similar to the IDDES results, with the ex-

eption of an underprediction of Re uu near the wall which was

lso observed for recycling cases. The energy in the turbulence ki-

etic energy spectrum is lower for XLES than for IDDES, exhibit-

ng a magnitude similar to DDES. For all models Re uv is under-

redicted at the centre, which was not the case for the recycling

esults. 
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Fig. 14. Normalised mean velocity and Reynolds stress profiles at different downstream locations using PANS with f k = 0 . 05 and a turbulence generator. From left to right, 

u 
+ 
, Re uu and Re uv . 

Fig. 15. Velocity (left) and pressure (right) residuals in the domain for a PANS computation with turbulence generator ( f k = 0 . 05 ). The turbulence generator is located at the 

left of the images. 

Fig. 16. Resolved turbulence intensity ( I = 1 / 3 
√ 

u ′ 
i 
u ′ 

i 
/ u ) for recycling (top row) and turbulence generator (bottom row) for LES, Hybrid and PANS models. Results obtained at 

x = 2 δ and averaged in transverse direction. 
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.3. PANS 

Fig. 19 shows the results obtained using PANS with different f k 
alues. As seen for the other synthetic results, the mean velocity is

nderpredicted. For all components of the Reynolds stresses a sim-

lar behaviour is observed; with decreasing f k the results converge

owards the DNS data with decreasing f k . Re uu is overpredicted

t the centre with f k = 0 . 05 . The same occurs for Re ww 

when

 k ≤ 0.25, but then across the full channel height. The increase in

uctuations with decreasing f k can be related to the results ob-
ained without turbulence generator: the addition of synthetic tur-

ulence leads to a turbulent profile, yet computations with higher

 k values add dissipation, thereby damping the resolved turbulence.

onsequently, the resolved Reynolds stresses decrease in magni-

ude. This is most visible in the turbulence kinetic energy spectra,

here the cut-off frequency increases with decreasing f k . 

Fig. 20 visualises the turbulent structures from PANS, based

n Q . The most important difference with the results presented

n Section 5.3 ( Fig. 13 ) is that for f k > 0.15 turbulent structures

ow exist in the flow. However for these higher f k values the
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Fig. 17. Normalised mean velocity and Reynolds stress profiles and turbulence kinetic energy spectra using LES and a turbulence generator. From left to right, and top to 

bottom u 
+ 
, Re uu , Re uv , Re vv , Re ww and E u,y + ≈20 ( f ) . Results obtained at x = 2 δ and averaged in transverse direction. 

Fig. 18. Normalised mean velocity and Reynolds stress profiles and turbulence kinetic energy spectra using Hybrid models and a turbulence generator. From left to right, 

and top to bottom u 
+ 
, Re uu , Re uv , Re vv , Re ww and E u,y + ≈20 ( f ) . Results obtained at x = 2 δ and averaged in transverse direction. 
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fluctuations are filtered by the model as they propagate down-

stream of the turbulence generator, as can be most clearly seen

near the walls. The images are similar to the recycling results for

the lower f k values ( f k ≤ 0.15), however close to the turbulence gen-

erator more structures can be seen in the centre of the channel. 

7. Discussion 

In this work turbulence is generated both using streamwise pe-

riodic boundary conditions and a pressure gradient, i.e. as pre-

cursor ( Section 5 ), and using a synthetic turbulence generator

( Section 6 ). For industrial CFD it is shown that, independent of the

selected turbulence simulation approach, the synthetic method can
roduce a turbulent inflow at significantly lower computational

ost. Only two flow-through times from generator to object of in-

erest have to be computed before statistics can be collected based

n the TST, in contrast to the precursor computations for which 11

ow-through times were required ( Section 4.2 ). The ability to more

asily tune the method to obtain the desired Reynolds stresses and

ength scales is also attractive for industrial applications for which

hese quantities may already be known. Finally, it is noted that for

 range of industrial test cases, such as foils, wings or propellers,

nly homogeneous inflow turbulence is required. For such cases,

he advantages of a synthetic generator clearly show; no flow re-

ycling is required, and the grid only needs to be refined around

he object of interest and upstream. 
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Fig. 19. Normalised mean velocity and Reynolds stress profiles and turbulence kinetic energy spectra using PANS and a turbulence generator. From left to right, and top to 

bottom u 
+ 
, Re uu , Re uv , Re vv , Re ww and E u,y + ≈20 ( f ) . Results obtained at x = 2 δ and averaged in transverse direction. 

Fig. 20. PANS with turbulence generator, instantaneous turbulent flow fields ( Q = 0 . 3 ), coloured by u ∗ = u/U b . From left to right, and top to bottom f k = 0 . 75 , 0.50, 0.25, 

0.15, 0.10 and 0.05. Turbulence generator is located at the left of the images. 
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A cause of concern is the possible introduction of additional

umerical errors by the synthetic turbulence generator. The main

rror sources are: not satisfying mass conservation, interpolation,

nd iterative errors. In the present study, the pressure fluctua-

ions introduced by the turbulence generator were observed to

e of the same order of magnitude as the pressure fluctuations

n recycling cases (results not shown in this paper), indicating

hat the introduced turbulence satisfies mass continuity. Inter-

olation errors occur between the grid on which random num-

ers are generated, and the CFD grid. However, due to the finer

ensity of the CFD grid compared to the density of the ran-

om number grid (which is a consequence of the desired length

cales), this error is small. It is also important to keep in mind

hat the velocity fluctuations themselves are not interpolated to

he CFD grid, but rather the body-force terms which perturb

he flow, thereby decreasing the sensitivity to the interpolation.

ote that a precursor turbulence generator may also not be en-

irely free from interpolation errors, depending on the two grids

sed. 

The application of the synthetic turbulence generator does

ignificantly worsen the convergence behaviour when compared to

ecycling cases ( Sections 4.1 and 6 ). The solver does not converge

n the cells near the generator where the body-force terms are
dded. If the generator is located further from the inflow, the

esiduals can be reduced by about one order of magnitude, but

tagnation still occurs (results not shown in this paper). However

he residuals show that the lack of convergence is a local effect

 Fig. 15 ), and by definition the object of interest must be located

ar from the turbulence generator to allow for a sufficient devel-

pment length [11] . It is expected that the turbulence generator

as little effect on the iterative error at the object of interest,

nd therefore these cells could be excluded from the reported

aximum residuals in the domain. 

While potentially introducing numerical errors, it is clear that

he turbulence generator significantly reduces modelling errors by

mproving the similarity between computations and experimental

etups. This is beneficial not only for SRS techniques such as LES

nd PANS which yield unphysical laminar and/or separating flows

ithout proper inflow conditions [10] , but also for Hybrid mod-

ls where the problems tend to be more concealed. Finally, while

oth precursor and synthetic turbulence generation methods are

ndependent of the turbulence simulation approach, it should be

mphasised that recycling in combination with PANS using insuffi-

iently low f k values does not lead to a turbulent flow (see Fig. 12 ).

o enable the use of this model with these settings, the synthetic

ethod is required. 
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8. Conclusions 

A turbulent channel flow at Re τ = 395 is simulated using two

approaches for generating inflow turbulence. The interaction of

these methods with several SRS models is investigated, and the

results are compared to DNS reference data. For recycling cases

the numerical errors are also evaluated. Based on the normalised

residuals it is shown that the iterative error was negligible. The

statistical uncertainty based on 45 flow-through times was below

2% for the mean values, and below 10% for the Reynolds stresses.

The grids employed satisfy LES recommendations from the open

literature. It is shown that the discretisation error due to the grid

is negligible, the discretisation of the convective terms in the mo-

mentum equations having a larger effect. Best results are obtained

with a second-order accurate CD scheme. 

For LES, the magnitude of the turbulent fluctuations depends on

the sub-filter modelling. Due to the fine grid resolution however,

the difference between the LES models was found to be small. The

Lilly and WALE model predict larger turbulent structures than the

other models. On coarser grids explicit LES predicts the Reynolds

stresses more accurately than ILES. In contrast, Hybrid models,

which are often favoured in industrial applications, show less satis-

factory results. Both XLES and IDDES have a reasonable match; the

velocity profiles are close to the reference data, and the Reynolds

stresses, although underpredicted in magnitude, show the correct

shape. Due to the formulation of the IDDES model, the Reynolds

stresses are especially underpredicted close to the wall. While the

formulation of the DDES model should lead to a full RANS be-

haviour, in the centre of the domain a LES behaviour was ob-

served. Finally the application of PANS showed that there is a

case-dependent threshold which separates two solution regimes:

0.20 ≤ f k < 1.0 yields a laminar solution regardless of the initialisa-

tion of the flow, while if f k < 0.20 a turbulent flow can develop.

The results are then very similar to ILES, since due to the low

f k the RANS formulation in the PANS model has little effect. This

finding is supported by the visualised turbulent structures and an

investigation into the effect of grid coarsening, where PANS with

f k = 0 . 10 and ILES follow the same trend. 

The application of a synthetic turbulence generator shows that

results comparable to recycling computations can be obtained at

reduced computational cost. In this case, the PANS model with

higher f k values also results in a turbulent flow. Ease of usage

and tuning makes the use of the synthetic turbulence generator

promising in order to obtain a representative inflow for indus-

trial CFD applications. Further work includes improving the iter-

ative convergence behaviour and the application of the method to

industrial test cases. 
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ppendix A 

1. k − ω SST2003 

The auxiliary functions are 

 1 = tanh 

⎛ ⎜ ⎝ 

min 

⎛ ⎝ max 

( √ 

k 

β∗ωd 
, 

500 ν

d 2 ω 

)
, 

4 ρσω 2 
k 

d 2 max 

(
2 ρσω 2 

ω 
∂ k 
∂ x j 

∂ω 
∂ x j 

, 10 −10 

)
⎞ ⎠ 

4 
⎞ ⎟ ⎠ 

, 

(40)

 2 = tanh 

( 

max 

(
2 
√ 

k 

β∗ωd 
, 

500 ν

d 2 ω 

)2 
) 

, (41)

n which d is the wall distance. The coefficients are defined in Table 3 , and

an be computed using 

= �1 F 1 + �2 ( 1 . 0 − F 1 ) . (42)

2. DDES 

The coefficients for the k − ω DDES model are presented in

able 4 . The maximum cell length is given by 

= max ( �x , �y , �z ) (43)

nd the coefficients can be obtained from 

 DDES = F 1 C DDES 1 + ( 1 − F 1 ) C DDES 2 . (44)

 d is the empirical shielding function to prevent grid induced sep-

ration in the DDES formulation [13] 

f d = 1 − tanh 

⎡ ⎢ ⎣ 

⎛ ⎝ C d 1 
νt + ν

κ2 d 2 
√ 

0 . 5 

(〈 S〉 2 + 〈 �〉 2 )
⎞ ⎠ 

C d 2 

⎤ ⎥ ⎦ 

. (45)

3. IDDES 

The coefficients for the k − ω IDDES model are presented in

able 5 . The length scale and SRS length scales are defined as 

 t = 

˜ f d l 
RANS 
t + 

(
1 − ˜ f d 

)
l SRS 
t , (46)

 

SRS 
t = C IDDES min ( C w 

max ( d, �) , �) , (47)

 IDDES = F 1 C IDDES + ( 1 − F 1 ) C IDDES (48)

nd depend on an empirical delay function 

˜ f d = max ( 1 − f dt , f b ) . (49)

he shielding functions are 

f dt = 1 − tanh 

⎡ ⎢ ⎣ 

⎛ ⎝ C dt 1 

νt 

κ2 d 2 
√ 

0 . 5 

(〈 S〉 2 + 〈 �〉 2 )
⎞ ⎠ 

C dt 2 

⎤ ⎥ ⎦ 

, (50)

f b = min 

( 

2 . 0 exp 

( 

−9 . 0 

(
0 . 25 − d 

�

)2 
) 

, 1 . 0 

) 

. (51)
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Table 3 

Coefficients of the k − ω SST2003 turbulence model. 

α1 α2 a 1 β1 β2 β∗ σk 1 σk 2 σω 1 σω 2 

5 / 9 0.440 0.310 0.075 0.0828 0.090 0.850 1.000 0.500 0.856 

Table 4 

Coefficients of the k − ω DDES turbulence model. 

β∗ C d 1 C d 2 C DDES 1 C DDES 2 κ

0.09 20 3 0.78 0.61 0.41 

Table 5 

Coefficients of the k − ω IDDES turbulence model. 

β∗ C d 1 C d 2 C w C IDDES 1 C IDDES 2 κ

0.09 20 3 0.15 0.78 0.61 0.41 

Table 6 

Coefficients of the XLES turbulence model. 

C 1 βk βω σ k σω σ d αω 

0.05 0.09 0.075 2/3 0.5 0.5 0.55 
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4. XLES 

The composite length scale in the XLES model is defined as 

˜ 
 = min ( l, C 1 �) , (52) 

uch that 

t = 

˜ l 
√ 

k and ε = βk 

k 
3 
2 

˜ l 
. (53) 

he grid size � is taken as 

= max ( �x , �y , �z ) . (54) 

 2 and αω are defined as 

 2 = 

βk 

C 1 
and αω = 

βω 

βk 

− σω κ2 √ 

βk 

. (55) 

he other constants are given in Table 6 . 

5. PANS 

The auxiliary functions, F 1 and F 2 , are 

 1 = tanh 

⎛ ⎜ ⎝ 

min 

⎛ ⎝ max 

( √ 
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0 . 09 ωd 
, 

500 ν

d 2 ω 

)
, 
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(56) 

nd 

 2 = tanh 

( 

max 

(
2 
√ 

k 

0 . 09 ωd 
, 

500 ν

d 2 ω 

)2 
) 

(57) 

ith the constants given in Table 3 . Details on the implementation can be

ound in Pereira et al. [50,74] . 
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