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ELECTRONIC GOVERNMENT 

AND ELECTRONIC PARTICIPATION 

 



Innovation and the Public Sector 

The functioning of the public sector gives rise to considerable debate. Not only the efficiency 

and efficacy of the sector are at stake, but also its legitimacy. At the same time we see that in the 

public sector all kinds of innovations are taking place. These innovations are not only 

technological, which enable the redesign of all kinds of processes, like service delivery. The 

emphasis can also be put on more organizational and conceptual innovations. In this series we 

will try to understand the nature of a wide variety of innovations taking place in the public sector 

of the 21st century and try to evaluate their outcomes. How do they take place? What are 

relevant triggers? And, how are their outcomes being shaped by all kinds of actors and 

influences? And, do public innovations differ from innovations in the private sector? Moreover 

we try to assess the actual effects of these innovations, not only from an instrumental point of 

view, but also from a more institutional point of view. Do these innovations not only contribute 

to a better functioning of the public sector, but do they also challenge grown practices and vested 

interests? And what does this imply for the management of public sector innovations? 

Series Editors: 

Prof. Dr. Victor J.J.M. Bekkers 

Erasmus University, Rotterdam, The Netherlands 

Prof. Jean Hartley 

The University of Warwick, Coventry, United Kingdom 

Prof. Sharon S. Dawes 

University at Albany/SUNY, Albany, NY, USA 

Volume 21 

Recently published in this series 

Vol. 20. A. Meijer, F. Bannister and M. Thaens (Eds.), ICT, Public Administration and 

Democracy in the Coming Decade 

Vol. 19. I. Snellen, M. Thaens and W. van de Donk (Eds.), Public Administration in the 

Information Age: Revisited 

Vol. 18. C.W.R. Webster, E. Töpfer, F.R. Klauser and C.D. Raab (Eds.), Video Surveillance – 

Practices and Policies in Europe 

Vol. 17. M. Fenger and V. Bekkers (Eds.), Beyond Fragmentation and Interconnectivity – 

Public Governance and the Search for Connective Capacity 

Vol. 16. A.-V. Anttiroiko, S.J. Bailey and P. Valkama (Eds.), Innovative Trends in Public 

Governance in Asia 

This series is a continuation of “Informatization Developments and the Public Sector” 

(vols. 1–9, ISSN 0928-9038) 

ISSN 1871-1073 (print) 

ISSN 1879-8454 (online) 

 



 

Joint P

Ele

and E

Proceeding

Project

Delft 

Swiss Gradu

U

Amst

ectroni

Electro

gs of Ongo

ts of IFIP E

Marijn F

University of

Fran

Trinity C

Oliv

uate School o

Hans 

University

Efthim

University

Mari

University of K

Ann

Unive

terdam • Ber

ic Gov

onic Pa

oing Resear

EGOV 201

Edited by

F.W.H.A

of Technology

nk Banni

College Dubli

vier Glas

of Public Adm

Jochen S

ty of Washing

mios Tam

y of Macedon

ia A. Wim

Koblenz-Lan

and 

n Macint

ersity of Leed

rlin • Tokyo •

vernm

articip

rch, Poster

14 and ePa

y 

. Janssen

y, The Nethe

ister 

in, Ireland 

ssey 

dministration,

Scholl 

gton, USA 

mbouris 

nia, Greece

mmer 

ndau, Germa

tosh 

ds, UK 

• Washingto

ment 

pation 

s, Worksho

art 2014 

n 

erlands 

, Switzerland

any 

n, DC 

op and 

d 

 



 

© 2014 The Authors and IOS Press. 

This book is published online with Open Access by IOS Press and distributed under the terms of the 

Creative Commons Attribution Non-Commercial License. 

ISBN 978-1-61499-428-2 (print) 

ISBN 978-1-61499-429-9 (online) 

Library of Congress Control Number: 2014946456 

Publisher 

IOS Press BV 

Nieuwe Hemweg 6B 

1013 BG Amsterdam 

Netherlands 

fax: +31 20 687 0019 

e-mail: order@iospress.nl 

Distributor in the USA and Canada 

IOS Press, Inc. 

4502 Rachael Manor Drive 

Fairfax, VA 22032 

USA 

fax: +1 703 323 3668 

e-mail: iosbooks@iospress.com 

Cover Design 

Joost van Grinsven 

LEGAL NOTICE 

The publisher is not responsible for the use which might be made of the following information. 

PRINTED IN THE NETHERLANDS 

 



 

Organization EGOV 2014 

Executive Committee 

Marijn Janssen, Delft University of Technology, The Netherlands 

Maria A. Wimmer, University of Koblenz-Landau, Germany 

Hans J. (Jochen) Scholl, University of Washington, USA 

Frank Bannister, Trinity College Dublin, Ireland 

 

Chairs PhD Colloquium 

Sharon Dawes, Center for Technology in Government, University at Albany, NY/USA 

Björn Niehaves, ERCIS, Universität Münster, Germany 

 

Chair of Outstanding Papers Award 

Olivier Glassey, IDHEAP, Switzerland 

 

Program Committee 

Suha Alawadhi, Kuwait University, Kuwait 

Vincenzo Ambriola, University of Pisa, Italy 

Kim Andersen, Copenhagen Business School, Denmark 

Renata Araujo, Department of Applied Informatics, UNIRIO, Brazil 

Karin Axelsson, Linköping University, Sweden 

Frank Bannister, Trinity College Dublin, Ireland 

Victor Bekkers, Erasmus University, The Netherlands 

Lasse Berntzen, Vestfold University College, Norway 

John Bertot, University of Maryland, USA 

Dana-Maria Boldeanu, Bucharest Academy of Economic Studies/E-CAESAR Centre, 

Romania 

Laurence Brooks, Brunel University, United Kingdom 

Wojciech Cellary, Poznan University of Economics, Poland 

Antonio Cerone, United Nations University, China 

Bojan Cestnik, Temida d.o.o., Jožef Stefan Institute, Slovenia 

Jean-Loup Chappelet, Swiss Graduate School of Public Administration, Switzerland 

Yannis Charalabidis, National Technical University Athens, Greece 

Wichian Chutimaskul, King Mongkut’s University of Technology Thonburi, Thailand 

Antonio Cordella, London School of Economics, United Kingdom 

Flavio Corradini, University of Camerino, Italy 

Ahmed Darwish, Ministry of State of Administrative Development, Egypt 

Sharon Dawes, University at Albany/SUNY, USA 

Rahul De’, Indian Institute of Management Bangalore, India 

Yogesh Dwivedi, Swansea University, United Kingdom 

Elsa Estevez, United Nations University, China 

Enrico Ferro, Istituto Superiore Mario Boella, Italy 

Leif Skiftenes Flak, University of Agder, Norway 

Electronic Government and Electronic Participation
M.F.W.H.A. Janssen et al. (Eds.)
© 2014 The Authors and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms
of the Creative Commons Attribution Non-Commercial License.

v



 

Sabrina Franceschini, Regione Emilia-Romagna, Italy 

Ivan Futo, Corvinus University of Budapest, Hungary 

Andras Gabor, Corvinno Technology Transfer Center, Nonprofit Public Ltd., Hungary 

Mila Gasco, ESADE, Spain 

Rimantas Gatautis, Kaunas University of Technology, Lithuania 

J. Ramon Gil-Garcia, Centro de Investigación y Docencia Económicas, Mexico 

Olivier Glassey, Swiss Graduate School of Public Administration, Switzerland 

Dimitris Gouscos, University of Athens, Greece 

Helle Zinner Henriksen, Copenhagen Business School, Denmark 

Zahir Irani, Brunel University, United Kingdom 

M. Sirajul Islam, Örebro University, Schweden 

Tomasz Janowski, UNU-IIST Center for Electronic Governance, China 

Arild Jansen, University of Oslo, Norway 

Marijn Janssen, Delft University of Technology, The Netherlands 

Luiz Joia, Brazilian School of Public and Business Administration, Brazil 

Yushim Kim, Arizona State University, USA 

Bram Klievink, Delft University of Technology, The Netherlands 

Ralf Klischewski, German University in Cairo, Egypt 

Helmut Krcmar, Technical University Munich, Germany 

Katarina Lindblad-Gidlund, Mid Sweden University, Sweden 

Miriam Lips, Victoria University of Wellington, New Zealand 

Euripidis Loukis, University of the Aegean, Greece 

Luis F. Luna-Reyes, Universidad de las Americas-Puebla, Mexico 

Gregoris Mentzas, National Technical University of Athens, Greece 

Jeremy Millard, Danish Technological Institute, Denmark 

Carl Erik Moe, University of Agder, Norway 

José María Moreno-Jiménez, Universidad de Zaragoza, Spain 

Björn Niehaves, European Research Center for Information Systems, Germany 

Peter Axel Nielsen, Aalborg University, Denmark 

Adegboyega Ojo, Insight @ National University of Ireland, Galway, Ireland 

Theresa Pardo, Center for Technology in Government, University at Albany, USA 

Vassilios Peristeras, European Commission – DIGIT B2, Belgium 

Rimantas Petrauskas, Kazimieras Simonavicius University, Lithuania 

Michael Räckers, European Research Center for Information Systems (ERCIS),  

Germany 

Peter Reichstaedter, Federal Chancellery of Austria, Austria 

Nicolau Reinhard, University of São Paulo, Brazil 

Reinhard Riedl, Bern University of Applied Sciences, Switzerland 

Øystein Sæbø, University of Agder, Norway 

Rodrigo Sandoval, State Autonomous University of Mexico Toluca, Mexico 

Hans J. Scholl, University of Washington, USA 

Margit Scholl, TH Wildau, Germany 

Jamal Shahin, Vrije Universiteit Brussel, Belgium 

Henk Sol, Groningen University, The Netherlands 

Mauricio Solar, Universidad Tecnica Federico Santa Maria, Chile 

Maddalena Sorrentino, University of Milan, Italy 

Witold Staniszkis, Rodan Systems, Poland 

Efthimios Tambouris, University of Macedonia, Greece 

Yao-Hua Tan, Delft University of Technology, The Netherlands 

vi



 

Lidwien Van De Wijngaert, University of Twente, The Netherlands 

Mirko Vintar, University of Ljubljana, Slovenia 

Jörn Von Lucke, Zeppelin Universität Friedrichshafen, Germany 

Vishanth Weerakkody, Brunel University, United Kingdom 

Maria Wimmer, Universität Koblenz-Landau, Germany 

Petra Wolf, Technical University Munich, Germany 

Adam Wyner, University of Aberdeen, United Kingdom 

Chien-Chih Yu, National ChengChi University, Taiwan 

 

Additional Reviewers 

Gabriel Cavalheiro, Brazilian School of Public and Business Administration, Getulio 

Vargas Foundation, Brazil 

Marcelo Fornazin, Brazilian School of Public and Business Administration, Getulio 

Vargas Foundation, Brazil 

Laura Fortunato, University of Salento, Italy 

Yiwei Gong, Nyenrode Business University, The Netherlands 

Anton Joha, Whiteline Research and Delft University of Technology, The Netherlands 

Devender Maheshwari, Delft University of Technology, The Netherlands 

Eleni Panopoulou, University of Macedonia, Greece 

Anneke Zuiderwijk, Delft University of Technology, The Netherlands 

 

vii



This page intentionally left blank



 

Organization ePart 2014 

Conference Chairs 

Efthimios Tambouris, University of Macedonia, Greece 

Ann Macintosh, The University of Leeds, UK 

Frank Bannister, Trinity College Dublin, Ireland 

 

Chairs PhD Colloquium 

Sharon Dawes, Center for Technology in Government, University at Albany, NY/USA 

Björn Niehaves, ERCIS, Universität Münster, Germany 

 

Chair of Outstanding Papers Award 

Olivier Glassey, IDHEAP, Switzerland 

 

Program Committee and Reviewers 

Steffen Albrecht, Karlsruhe Institute of Technology, Germany 

Joachim Åström, Örebro University, Sweden 

Frank Bannister, Trinity College Dublin, Ireland 

Lasse Berntzen, Vestfold University College, Norway 

Yannis Charalabidis, National Technical University Athens, Greece 

Soon Ae Chun, CUNY, USA 

Todd R. Davies, Stanford University, USA 

Anna De Liddo, KMi, Open University, Milton Keynes, UK 

Annelie Ekelin, Blekinge Institute of Technology, Sweden 

Elsa Estevez, United Nations University, China 

Olivier Glassey, Swiss Graduate School of Public Administration, Switzerland 

Dimitris Gouscos, University of Athens, Greece 

Johann Höchtl, Danube University Krems, Austria 

Naiyi Hsiao, National Chengchi University, Taiwan 

Luiz Joia, Brazilian School of Public and Business Administration, Brazil 

Nikos Karacapilidis, University of Patras, Greece 

Roman Klinger, University of Bielefeld, Germany 

Euripidis Loukis, University of the Aegean, Greece 

Rui Pedro Lourenço, INESC Coimbra, Portugal 

Cristiano Maciel, Universidade Federal de Mato Grosso, Brasil 

Ann Macintosh, University of Leeds, UK 

Rony Medaglia, Copenhagen Business School, Denmark 

Yuri Misnikov, University of Leeds, UK 

Ojelanki Ngwenyama, Ryerson University, Canada 

Adegboyega Ojo, Insight @ National University of Ireland, Galway, Ireland 

Panagiotis Panagiotopoulos, Brunel University, UK 

Theresa Pardo, Center for Technology in Government, University at Albany, USA 

Peter Parycek, Danube University Krems, Austria 

 

 

ix



 

Marco Prandini, University of Bologna, Italy 

Andrea Resca, LUISS Guido Carli University, Italy 

Sabrina Scherer, University of Koblenz-Landau, Germany 

Hans J. Scholl, University of Washington, USA 

Toramatsu Shintani, Graduate School of Engineering, Nagoya Institute of Technology, 

Japan 

Mauricio Solar, Universidad Técnica Federico Santa María, Chile 

Øystein Sæbø, University of Agder, Norway 

Efthimios Tambouris, University of Macedonia, Greece 

Konstantinos Tarabanis, University of Macedonia, Greece 

Ella Taylor-Smith, International Teledemocracy Center, UK 

Peter Teufl, Graz University of Technology, Austria 

Daniela Tiscornia, ITTIG-CNR, Italy 

Maria Wimmer, Universität Koblenz-Landau, Germany 

Adam Wyner, University of Aberdeen, United Kingdom 

Chien-Chih Yu, National ChengChi University, Taiwan 

 

Additional Reviewers 

Gabriel Cavalheiro, Brazilian School of Public and Business Administration, Getulio 

Vargas Foundation, Brazil 

Marcelo Fornazin, Brazilian School of Public and Business Administration, Getulio 

Vargas Foundation, Brazil 

Eleni Panopoulou, University of Macedonia, Greece 

Lukasz Porwol, Insight @ National University of Ireland, Galway, Ireland 

Ralph Schoellhammer, Danube University Krems, Austria 

 

 

 

x



 

 

 

Preface 

Each year, scholars from all over the globe present their research and share their ex-

periences in the fields of e-government, e-participation, and ICT supported policy and 

governance of state under the umbrella of the two working conferences the Internation-

al Federation for Information Processing Working Group 8.5 (Information Systems in 

Public Administration), or short, IFIP WG 8.5, is organizing. Since 2001, IFIP WG 8.5 

runs the EGOV (international conferences on Electronic GOVernment) series of con-

ferences, which has solidly established itself as one of three core conferences in the 

research domain of e-government, e-governance, and e-participation. Since 2009, ePart, 

the International Conference on eParticipation, has emerged from the strand of EGOV 

as a sister conference focusing on the domain of e-participation. Henceforth, EGOV 

concentrated more on e-government-related topics. The common strands of ICT-

enabled public governance, ICT-enabled policy making and public service provision 

strongly unites these two conferences. Accordingly, the chairs of both conferences 

maintain close links and are committed to co-locating the two events also in the years 

to come. Co-location intentionally allows for exchange and cross-fertilization between 

the two communities.  

Papers at IFIP EGOV and ePart shine through scientific credibility and rigor as 

well as through high relevance to practice. Likewise the keynote speakers come from 

both practice and academia, which presents a fruitful combination as practice can drive 

research, and research is needed by practice.  

Like its predecessors, IFIP EGOV 2014 and ePart 2014 conferences attracted 

scholars from around the world as a venue of high reputation. The IFIP EGOV 2014 

“Call for Papers” attracted a wide range of topics with 70 submissions, which included 

27 accepted full research papers and 27 posters and ongoing research papers. In addi-

tion, a workshop about “Critical Success Factors for Open Data – From Policy to Par-

ticipation and Innovation” was organized. The papers of ongoing research were 

grouped under the following headers: 

• Stakeholders and participation 

• Open data and interoperability 

• ICT-enabled policy-making 

• Services 

• Design, architecture and processes 

• Evaluation and public values 

The IFIP ePart 2014 “Call for Papers” attracted a wide range of topics with 22 

submissions, which included 11 accepted full research papers and 5 ongoing research 

papers. In addition a workshop about “eParticipation for Slum Upgrading in Mtwapa, 

Kenya” was organized. The papers were grouped under the following headers: 

• Social media 

• Review and Analysis 

• Engaging citizens online 

 

 

 

xi



 

• Software platforms and evaluation 

• eConsultations 

The Paper Awards Committee of IFIP EGOV and IFIP ePart was again led by 

committee chair Olivier Glassey of IDHEAP, Lausanne/Switzerland. The organizing 

Committee carefully reviewed the accepted papers and granted outstanding paper 

awards to the winning authors. The winners were awarded in the ceremony during the 

conference dinner, which has become a highlight of each year of conference. The 

names of the award winners of IFIP EGOV were announced on the conference web 

page: http://www.egov-conference.org/egov-conf-history/egov-2014/. The names of 

the award winners of IFIP ePart were announced on the conference web page: 

http://www.epart-conference.org/.  

Many people make large events like this conference happen. We thank the mem-

bers of the IFIP EGOV 2014 and IFIP ePart 2014 program committees and the addi-

tional reviewers for their great efforts in reviewing the submitted papers. Frank 

Bannister and his team of Trinity College Dublin, Republic of Ireland were a major 

contributor who tirelessly organized and managed the zillions of details locally. They 

hosted the IFIP EGOV and IFIP ePart conferences 2014 on shortest notice and man-

aged everything in time. 

The conference was held at the heart of Dublin, the Trinity College with its mag-

nificent buildings and beautiful campus spanning 47 acres. Trinity College Dublin was 

created by royal charter in 1592. There were 16,646 registered students in 2012/13 and 

over 100,277 alumni (source: www.tdc.ie). Trinity College has a long history, whose 

ongoing traditions and enduring artifacts we were able to enjoy. The conference dinner 

was held in the marvellous 18th century Dining hall. The welcome drinks were held in 

the Atrium, which has a modern structure and is an obvious contrast to the more tradi-

tional Dining Hall.  

August/September 2014 
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Supporting ‘Participation’ in Mobile 
Participation 

Titiana-Petra ERTIÖ1 and Sampo RUOPPILA 
University of Turku, Department of Social Research 

Abstract. Mobile participation has been studied, so far, mostly from the 
perspective of emphasising human interaction with technology. The research 
question of our paper is, instead, how to support the ‘participation’ in mobile 
participation. We tackle this question by reviewing literature on inclusive 
participation and motivation in general, and discussing the significance for mobile 
participation. We begin the review with inclusiveness challenges of technology-
mediated participation, followed by theories on motivation to participate and 
requirements of participation practices, and finally give our account of three ways 
in which mobile participation is already transforming the realm of participation. 
We conclude with concrete advice for those who seek to develop or implement 
mobile participation practices for citizen engagement. 

Keywords. electronic participation, mobile participation, participation practices, 
application development, participation support 

Introduction 

Throughout the world, interest has grown in strengthening citizen participation in local 
governance, especially in urban planning. Citizens’ local knowledge is considered 
essential information that can contribute to the quality of policies [1]. Digitalisation 
provides opportunities to engage broader ranges of citizens, offering them tools to 
participate without the need to attend meetings at particular times. In planning, 
electronic participation has involved map-based web applications to collect citizens’ 
knowledge and pin it into geographic coordinates for professional planners to take into 
account. Recently, ‘mobile participation’, or electronic participation implemented on 
mobile devices as specific applications (apps) or mobile optimized web pages, has also 

1 Corresponding Author: Titiana-Petra Ertiö, University of Turku, Department of Social Research,
Assistentinkatu 7, 20014 Turku, Finland 
E-mail addresses: titiana.ertio@utu.fi, sampo.ruoppila@utu.fi 

Electronic Government and Electronic Participation
M.F.W.H.A. Janssen et al. (Eds.)
© 2014 The Authors and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms
of the Creative Commons Attribution Non-Commercial License.
doi:10.3233/978-1-61499-429-9-3
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emerged [2]. One new advantage is that mobile participation enables ‘situating’ 
engagement in the locations on which the participants are supposed to reflect [3]. This 
is particularly valuable for urban planning, because planners are interested in people’s 
perceptions of change in particular places. Another advantage is that mobile 
participation is expected to hold the potential to broaden considerably the number of 
participants, even from less affluent neighbourhoods [4]. 

Mobile participation has been studied, so far, mostly from the human-computer 
interaction perspective (HCI), emphasising interaction with technology [3,5,6]. The 
research question of our paper is, instead, how to support the ‘participation’ in mobile 
participation. We tackle this question by reviewing literature on inclusive participation 
and motivation in general, and discussing the significance for mobile participation. We 
begin the review with inclusiveness challenges of technology-mediated participation, 
followed by theories on motivation to participate and requirements of participation 
practices, and finally give our account of three ways in which mobile participation is 
already transforming the realm of participation. We conclude with concrete advice for 
those who seek to develop or implement mobile participation practices for citizen 
engagement.  

1. Inclusiveness

Inclusiveness has been a major concern in debates on technology-mediated 
participation. The idea of inequality of technological opportunity is commonly termed 
the ‘digital divide’. The underlying assumption has been that Internet usage is 
associated with individual benefits, which non-users miss [7]. Early research on the 
digital divide focused extensively on material and technical access to the Internet and 
on its connections with socio-economic factors such as income, age, and education.  
After Internet use has expanded and become part of everyday life for most citizens, the 
focus of digital divide research has shifted to discuss the differentiation of skills, 
competencies, and actual usage.  

In his seminal book, van Dijk [8] argued that there are differences in four 
successive and cumulative kinds of access to digital technologies: motivational, 
material, skills, and usage. Motivational access refers to the wish to use a device and 
the Internet for a particular matter. Material access refers to physical access to the 
devices, as well as connections to the Internet (broadband, mobile plan, etc.). Skills 
access refers to the necessary digital skills to use the hardware and the software. Usage 
access refers to the actual use of digital media – the ultimate goal of appropriation of 
technology. Van Dijk makes a crucial point that, regardless of the employed 
technology, the most significant issue is the motivation to use it.  Hence, the first divide 
is between the ‘want’ and ‘want-not’, and only after that between the material ‘have’ 
and ‘have-nots’ – a point that had been greatly neglected by the time of publishing. 
Moreover, the motivation matters regardless of the material access. This is not to say 
that the material access does not matter; the better-off have been traditionally better 
connected to the Internet when compared to the less advantaged. At the turn of the 
millennium, German and American surveys showed that the major causes for the lack 
of interest in the Internet were no perceived need, time-consumption or liking, 
computer anxiety and technophobia, lack of money, and lack of skills [9]. As material 
access has become common, the differences in skills in how to use the Internet have 
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gained more attention [10,11]. Skills, however, may also differ among the user groups. 
For instance, according to van Deursen and colleagues [7], young users possess good 
operational skills, while older people have the skills to navigate the structure of the 
Internet. The motivation, technology, and skills are necessary conditions for actual use, 
but at the stage of usage access, ‘want’, ‘have’, and ‘can’ need to overlap with ‘do’ – 
which often means familiarity with using the technology for a particular purpose. Van 
Dijk [9] argues the model to be recursive in the sense that technological innovations 
trigger either parts or the whole of the process again. 

Recent digital divide research has devoted increasing attention to digital skills and 
usage – how and why different social groups use the Internet differently, and what it 
means in an increasingly digital society. In a recent study, van Deursen & van Dijk [11] 
separated seven clusters of Internet usage: finding information, reading news, personal 
development, social interaction, leisure, commercial transaction, and gaming. They 
found  that  differences  in  usage  exist  and  that  those  with  higher  social  status  use  the  
Internet in more beneficial ways. These are participation in ‘serious’ Internet activities, 
while others only use the Internet for everyday life and entertainment activities. These 
findings suggest that Internet usage increasingly reflects traditional media usage in 
society. They also indicate challenges in developing inclusive online participation, 
including in the mobile context.  

2. Motivation and Social Norms

Because the crucial matter is how to motivate individuals to use ICT tools for “serious 
activities”, such as participating in urban governance, we must look at what motivation 
is about. Psychological studies on motivation classically distinguish between intrinsic 
and extrinsic types of motivation. Self-determination theory (SDT; [12,13]) posits that 
individuals are intrinsically motivated to initiate action when it satisfies their innate 
needs for competence (desire to control the outcome), autonomy (experience of agency 
for their action), and relatedness (compliance with social norms). Motivation is 
considered extrinsic when it has an external locus of control [14]. A typical example is 
monetary incentives, by which desired outcomes are rewarded. Nevertheless, extrinsic 
motivators may also be immaterial, such as status or reputation. People can assimilate 
and internalise external motivations (such as future career opportunities or reputation) 
so that they become self-regulated rather than externally imposed [12,13]. At times, 
however, extrinsic motivators may weaken and even displace intrinsic motivations, 
known as ‘crowding-out’ [15]. Monetary compensation can also undermine agency and 
interest in the action, because individuals who are paid to contribute have less 
autonomy in choosing what they want to do. Motivation can be boosted through 
competence-enhancing feedback, because people tend to enjoy doing what they think 
they are good at [16].  

As to requirements of developing mobile participation, users of technology will 
likely engage with an application if it appeals to their needs or ambitions, such as 
having a say in determining planning goals or choosing between development 
alternatives, for instance. It becomes important, then, to secure feedback to keep up the 
motivation. Avoiding crowding-out is important; external motivation triggers 
(incentives and rewards) need to complement internal motivation, not displace it. 
During task performance, feedback that develops the ideas gives impetus to continue 
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working on the task. Likewise, controlling feedback might decrease the interest in 
participating on a voluntary basis. In a recent mobile participation prototype study, 
Gonçalves et al. [5] found the perceived agency and capacity to achieve ends to 
effectively motivate citizens to participate. 

Rational choice theory predicates that individuals participate because of self-
centred motives, to increase their personal gains, emphasising short-term over long-
term profit [17]. Yet this assumption quickly creates a social dilemma for cooperation. 
One mechanism to enable cooperation is through authority.  However, contemporary 
approaches acknowledge that dealing with multiple stakeholders requires alternative 
strategies, such as seeking complementarities [18] or incentives [19,20].  

One thing worth considering when developing mobile participation is that 
incentives are means to structure collaboration. At times, non-monetary incentives, 
such as reputation, may be valued more than monetary ones. An empirical study of 
apps contests has reported that showcasing skills and gaining reputation among peers 
are valued more than money [21]. Individuals employ complex strategies to collaborate 
(even over considerable periods of time) to achieve commonly negotiated goals or 
increase their well-being. Therefore, incentives must be understood in context and their 
influence on behaviour must not be taken for granted. 

Collective action depends on three relationships: reciprocity, trust, and reputation 
[20]. Reciprocity is considered to be a major factor in enabling effective collaboration; 
it stems from two complementary theoretical strands, from sociological discussion on 
the norm of obligation [18] and from game theory, specifically tit-for-tat strategy, 
postulating that an individual will first collaborate and afterwards replicate their 
partner’s behaviour [22]. Trust is important for collaboration because it reduces 
complexity and transaction costs quicker than any other form of organisation [20], but 
it requires time and effort to build. Ostrom [20] asserts that a reputation of 
trustworthiness is critical to collaboration. Reputation is based on previous courses of 
action [23] as much as on projected expectations of future behaviour [24].  

Participation is also influenced by social norms, which develop in communities 
over time. Most behaviour is closely embedded in networks of interpersonal relations 
[25]. People are highly sensitive to other people’s perceptions about themselves. As 
monitoring by peers increases, so does the likelihood of norm-compliant behaviour 
[26]. Monitoring is influential, because compliance with social norms is shaped by 
whether individual behaviour is publicly visible or not [27]. The position of an 
individual in local networks affects their level of community attachment [28]. Weak 
ties to community present greater opportunities for individuals to engage in matters of 
public interest, because sporadically knowing people from different circles provides 
new information. In contrast, strong ties lead to recruitment into small cliques [28]. 
Besides position, the size of the community influences behaviour in terms of 
enforcement, monitoring, or social control. Norms are enforced through shaming, peer 
pressure, or compliance [29]. 

In developing mobile participation from social norms perspective, it is beneficial 
to enable users to communicate and build social ties among each other and evolve over 
time into a community, even a fluctuating one, with varying degrees of attachment. Yet 
monitoring, as well as feedback, needs to be implemented within the application to 
ensure the community’s formation and sustainability.  
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3. Participation Practices and Mobile Opportunities

Under the rational-comprehensive planning tradition, motivating citizen participation 
was not a primary concern. Faced with pressure to solicit citizen input, planners have 
been more concerned with designing and implementing participatory methods than 
with motivating citizens to participate. In doing so, they have focussed on the 
participation process. Citizens on the other hand, are interested in the outcomes of the 
participatory process, such as the ability to influence plans [30].  

Lowndes et al. [31] provide a thorough analysis of participation requirements, a 
CLEAR model, which underlines government’s duties to support citizens’ capability, 
motivation, and influence. They argue that participation is most effective where 
citizens: 

• Can do: have the resources and knowledge to participate;
• Like to: have a sense of attachment that reinforces participation;
• are Enabled to: are provided with the opportunity for participation;
• are Asked to: are mobilised through public agencies and civic channels;
• are Responded to: see evidence that their views have been considered.

Factors 
identified by 
CLEAR model 

Apps development Users’ skills Communications 
Involvement in policy
making 

Can do User-friendliness Capacity 
building Awareness raising Explain the task

Like to 
Micro-tasks, 
community 
building, easiness 

Co-operation 
between users Feedback 

Promotion of trust (that 
the input will be 
considered) 

are Enabled to Access to 
technology 

Encouragement 
of purposeful 
usage 

Invitation, 
engagement 

Commitment of the 
agency 

are Asked to Promotion of trying - Multi-channel 
communications 

Communication of the 
goals 

are Responded 
to Feedback functions - Feedback Communication of the 

impacts on policy 

Table 1. How the requirements of the CLEAR model (Lowndes et al. 2006) should be addressed in 
developing mobile participation.

This is an excellent checklist for developing any participation practice, mobile 
participation included. The systemic approach is important: in addition to developing 
the technology of participation (i.e. making an app), these requirements necessitate 
addressing users’ (participants’) usage skills, communicating goals and results, and 
supporting involvement in the policy process (Table 1). For instance, ‘Can do’ requires 
the app to be user-friendly and contain comprehensible tasks, but in the light of the 
theories reviewed, it also requires user skills development, awareness raising, and 
explaining what the task is about and how it connects with the policy process.  ‘Like to’ 
requires an application to support a feeling of ‘community’ among users, through 
repeated task assignments and feedback from policy-makers, promoting trust that the 
input will be considered. At their best, community building and trust require constant 
dialogue among citizens, as well as between them and the government. ‘Are enabled to’ 
requires access to the technology, users’ skills in participating – to seize the 
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opportunity to voice ideas and concerns – but also the policy-makers’ commitment to 
consider them. ‘Are asked to’ requires, first and foremost, multi-channel 
communications on goals and sought input, to mobilise the maximum number of 
citizens to participate. However, the application itself can also attract attention from 
those eager to experiment with new tools or play with possible game elements. ‘Are 
responded to’ requires feedback from policy-makers employing participation. As a 
single factor, ‘are responded to’ has perhaps the most potential to further boost 
participation, because it rewards the time and effort of those who contribute. Hence, 
when developing mobile participation, in addition to developing an app, it is important 
to communicate the goals, enhance users’ skills, support involvement in the policy 
process, give feedback on input, and communicate the outcome of the policy process. 

Existing online participation tools for spatial planning comprise various map-based 
web applications for facilitating citizen input. Public Participation Geographic 
Information Systems (PPGIS) have been developed since the late 1990s [32]. The main 
idea of these tools has been to collect citizens’ knowledge, which is pinned into 
geographic coordinates (on a map) to be visualised and tailored to the planning purpose. 
Citizens have been typically asked to identify the perceived location of spatial 
attributes such as landscape values, activities and experiences, development 
preferences, and special places [32]. Most of the practices have been organised as one-
way methods of acquiring knowledge from citizens for research and planning purposes. 

GIS-based solutions have been criticised for being difficult for non-experts to use, 
and not accessible for civil society initiatives [33]. An alternative has emerged in the 
form of mash-ups, meaning websites that combine data and services from across the 
web into a single integrated application, usually with Google Maps [33,34]. Following 
the principles of Web 2.0, mash-ups are created on the basis of information sharing and 
collaboration, including two-way interaction among participants. Prototypes using such 
mash-ups for spatial planning have been developed both on the web [34] and on mobile 
devices.  

In this context, mobile participation has emerged only in the 2010s as a 
phenomenon, and available planning-related apps are still few [2].2 So far, studies have 
given two different meanings for “mobile” in a participation context. Firstly, 
participating with portable devices (especially mobile phones) that people tend to carry 
with them and that can thus be used whenever and wherever “on the go” [5,35]. 
Secondly, “situated engagement” [3], referring to participating with these devices in 
those locations on which the participants are supposed to reflect. Both are considered 
new features compared to participating with a desktop computer, which has been the 
case with most previous forms of e-participation. In this paper, we refer, by mobile 
participation, to both those types of engaging.  

The existing apps mainly cater for information dissemination from government to 
people. Some apps have features enabling users to report maintenance needs. Although 
smart phones are equipped with many interactive features, real participatory planning 
apps supporting dialogue are rare [2].  

However, we can already identify at least three ways in which mobile applications 
are gradually transforming the realm of participation. These are the collection of sensor 

2 Already before the introduction of smart phones, cell phones were used in transactional operations, 
such as SMS-based payments or requesting information. However, such use has been technical in character, 
aimed at automating processes, lacking interactive features for people soliciting their views. To the best of 
our knowledge, the only SMS-based participatory planning service, Textizen [2], was launched in 2012. 
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data on the topic of interest as a new form of participation, situated engagement, and 
the employment of game mechanisms to keep users engaged. 

Firstly, while former offline and online participation tools have leaned on citizens’ 
perceived information on the location of certain spatial attributes, mobile participation 
also enables data collection through sensors built into the device. The location 
information based on GPS is essential; users don’t need to pinpoint their location 
anymore themselves, because the GPS function can retrieve the phone’s geographical 
location. There are also applications that use the smart phones’ accelerometer and 
microphone. On the basis of volunteering and user permission, this enables the 
collection of sensor data on the topic of perceived interest, as a new form of public 
participation. Sensor data collection has been implemented to follow cyclists’ 
itineraries for the sake of traffic planning (an app called CycleTracks used in San 
Francisco), to identify the location of potholes for street maintenance (StreetBump used 
in Boston), and to collect alternative databases for noise pollution (WideNoise). 

Secondly, mobile participation enables ‘situating’ engagement for those locations 
on which the participants are supposed to reflect. Especially the use of mobile phones, 
which people carry with them all the time, offers new possibilities for inviting the 
participation of those (registered users) who happen to be nearby. While many former 
participation practices have sought to involve mainly nearby residents, this approach 
enables the better integration of engagement activities with all kinds of places that are 
personally meaningful and relevant to participants [3]. The approach also enables 
participation in different roles. For instance, if a new bicycle lane was planned on a 
crossroads, and people on-the-move were consulted through mobile participation, they 
could choose whether their point of view was that of the car driver, cyclist, or 
pedestrian.  Being present in the place (in-situ), physically close to the planning object 
(or other subject of participation), is likely to result in richer and more detailed 
observations than ex-situ (remote) participation. Nonetheless, Bohøj et al. [36] and 
Korn [3] suggest complementing it with ex-situ participation, in order to increase 
reflection and understanding through discussions with other participants.   

According to our knowledge, there is not yet such an app on the market that would 
fulfil the idea of situated engagement. However, ideas have been tested in several 
prototypes [6,35,36,37], which have employed elements such as map views, discussion 
topics with voting systems, geo-tagged multimedia upload possibilities, location-based 
annotations, and shared tags. In addition, one much-expected future advantage is 
applying augmented reality for visualising proposed developments. 3D models of 
proposed developments shown on the screen, as if they were already part of the 
landscape, will make commenting on plans much easier for non-professionals [38]. 

Thirdly, following practices in social media, the mobile applications are bringing 
game mechanisms to the field of participation as a tool to increase or keep up 
engagement. In addition to other motivational factors, games add “collaboration, 
competition, reward, and fun” to the service, thus increasing user retention and 
participation [39]. Participation takes time and effort, and users want to experience 
agency, which the game mechanisms can help to achieve, while the feedback from the 
task itself can be slow. Game mechanics are operationalised through points, leader 
boards, and badges that are usually awarded to top contributors. However, to motivate 
as many people as possible, ‘the top’ can be manipulated with a multi-tiered ranking 
system such as ‘Top of worlds’ by Kawasaki et al. [40].  
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4. Conclusions  

Mobile participation is a new chapter in the series of developing participation 
practices in urban governance. It is still in its infancy, but due to its ease of use and 
comfort, it holds the potential to broaden considerably the number of participants. 
However, it involves the risk of being challenged by all the general issues of the former 
participation methods (e.g. lack of feedback) and losing the interactive potential that 
the mobile phone and its wide usage in social media offer.  

Mobile participation has been studied, so far, mostly from the human-computer 
interaction perspective (HCI), emphasising interaction with technology. Our research 
question has been, instead, how to support the ‘participation’ in mobile participation. 
We have discussed, in this order, inclusiveness challenges of technology-mediated 
participation, theories on motivation to participate, and requirements of participation 
practices. We have also accounted for three ways in which mobile participation is 
already transforming the realm of participation.  

Starting with the question of inclusion, we have reported how digital divide 
research has already moved a long way from ‘one of the most confusing myths’ that 
people are either in or out of the digitalising society [9].  There are, rather, differences 
in several successive and cumulative kinds of access to digital technologies: 
motivational, material, skills, and usage – a ladder that is recursively climbed after each 
major innovation [9]. Recently, research has devoted increasing attention to differences 
in digital skills and Internet usage. Those with higher social status use the Internet more 
for serious activities [11]. This indicates challenges in developing inclusive mobile 
participation: how to motivate people to use their devices for engaging with 
governance issues.  

Different theories on motivation give a number of good insights into how to 
develop successful mobile participation practices. For instance, users will likely engage 
with an application if it appeals to their needs or ambitions. Participation is driven by 
both intrinsic and extrinsic types of motivation, ideally so that internal motivation is 
only complemented by external triggers such as incentives. Participants will likely be 
seeking shared interests, so it is beneficial to enable them to communicate with each 
other and evolve into a community. Collaboration can be structured through incentives, 
monitoring enforcing social norms, and feedback. The importance of feedback is 
emphasised to keep up motivation and support continuing work on a task. These are 
concrete ideas to build within an app, as well as an overall participating system.  

The systemic factors have been addressed thoroughly in research, tracing the best 
practices of traditional participation initiatives. A conclusion, based on our discussion 
of the CLEAR model [31], is that a well-organised process needs to reach much 
beyond developing a technology for collecting the citizens’ input. In addition, it must 
also address inclusiveness of the policy process, communications, and participants’ 
skills in using the technology. Hence, anyone seeking to successfully implement 
mobile participation will also have to address these traditional participation concerns.   

Meanwhile, the novel forms in which mobile participation is already changing 
ideas of today’s and tomorrow’s participation include enabling sensor data collection 
on a topic of perceived interest as a new form of participation, situated engagement, 
and the employment of game mechanisms to keep users engaged.   

Based on our research, we can give concrete advice for those interested in 
developing or implementing mobile participation. Of these points of advice, the first 
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three focus on mobile participation, numbers 4 and 5 on electronic participation in 
general, and numbers 6 and 7 on two traditional challenges of any participation practice. 

1. Expand usage. Mobile phones are ubiquitous and smart phones very common, 
but their usage – what their features enable compared to what they are actually used for 
– is not as good as it might be. Encourage users to learn new skills and expand “serious” 
usage [11]. Motivate usage by highlighting the added value of mobile participation, 
including asynchronous communication, ease of use, and the possibility to reflect on 
the site.  

2. Situate the engagement. Use the possibilities of mobile participation to reflect 
on the site [3].  

3. Utilise sensor data. Collect and group geo-referenced data captured by the 
phone’s inbuilt sensors. Feed sensor data into back-office systems and ensure their 
interoperability. Give users opt-ins to allow data collection in a transparent way. 

4. Make participation fun and easy. Make the experience game-like and let users 
achieve gratifying effects [39]. Help counter procrastination by designing micro-tasks 
that can be easily executed on a small screen, in a very short time. Enable connection 
with social media. 

5. Build a community. Enable users to communicate or interact among themselves. 
Enable liking and commenting on other people’s input [36].  

6. Listen and respond. Encourage two-way communication between officials and 
citizens, and provide enhancing feedback. See the current dialogue as a springboard for 
future engagement [31].  

7. Connect to the policy process.  Safeguard the status of citizens’ contributions to 
the decision-making process. Require frequent feedback from the policy-makers 
employing the participation [31].  
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Economics and Business and Cbase GmbH on the design and impact of 

eConsultations. Using real-world data collected via the cbased platform it is found 

that one can expect to obtain 11 votes and 1 comment per participant and 1,6 votes 

per paragraph discussed. In the case of a private eConsultation one can additional-

ly expect 0,6 comments per paragraph. We then discuss the implications of these 

findings for system design and give an overview over the planned next steps in the 

project. 

Keywords. eConsultation, participation, document discussion 

Introduction 

“How many people will take part?” and “How many votes and comments can we ex-

pect?” are questions a potential client for an eConsultation project often asks. With 

good reason, as these parameters form the basis for other quality metrics like reciproci-

ty (intensity of dialogue) or external impact. Ideally, one would like to have a spread 

sheet implementation of a formula, where characteristics of the project setting (e.g. size 

and composition of the community, scope, topic etc.) are entered and a range of plausi-

ble values for comments and votes to expect are the output. 

However, to the best of our knowledge, literature has not matured to this level, yet. 

A number of works develop evaluation frameworks and apply them to projects (see, 

e.g., Ferroa et al. [2], Janssen, Kies [9], Kies, Wojcik [11], Macintosh, Smith [16], 

Smith et al.[19]). Loukis, Wimmer [15] compare two different system designs using 

two pilot studies and find that less structured alternatives are preferable for public pro-

jects with wide audience. Panopoulou et al. [17] derive success factors from a survey 

among managers of eConsultation projects. Byoungju [1] finds a large variance among 

the number of comments of 32 eConsultations conducted by the British Parliament, and 

then compares two projects to infer the importance of publicity and MP involvement. 

Lee, Kim [12–14] employ the Technology Acceptance Model to empirically measure 

the strength of factors influencing the propensity to participate in eConsultations. They 

find out that perceptions of government transparency and of influencing government 

decision making and trust stimulate the willingness to contribute, same as the strength 

of the online social network and volunteer activities. 
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We want to look into this issue by comparing the results of a number of 

eConsultations conducted on the basis of www.cbased.com. The cbased platform not 

only supports public legislative projects but any type of document-based collective 

decision making via a three-step process. In the first step, a document is automatically 

transformed into a discussion forum. In the second step comments and votes are col-

lected on the paragraph level. There is no obligation to vote or comment on each para-

graph. No vote on a comment is interpreted as “no objection”, while a positive vote is 

interpreted as “I really want this paragraph to remain as it is now”. In the third step a 

consensus algorithm proposes consensus enhancing document changes based on the 

votes gathered (see Taudes [20] for further details). 

In Section 1 we provide an overview over the eConsultations under consideration. 

In Section 2 we describe the results of an analysis of covariance of the number of votes 

and comments collected. The implications of these findings for system design and 

project management are the topic of Section 3. In the concluding Section 4 we discuss 

the limitations of this study and give an overview over the planned next steps in the 

project. 

1. Overview over the eConsultations Studied 

The public eConsultations considered in this work are summarized in Table 1. A short 

description of the respective project is given, and for each consultation the size of the 

document discussed (number of paragraphs), the number of participants (users) and the 

number of votes and comments collected are listed. The consultations described  

in Table 1 were open to the general public and everyone with a valid mail address 

could take part. Dedicated web sites were set up on the basis of the cbased platform 

(see [4–8]) and awareness campaigns targeted at the particular stakeholder group envi-

sioned were conducted to promote participation. 

Table 2 contains the results of the private eConsultations in the survey. Most of 

these projects were conducted using the standard cbased web design and invitation 

mails to a predefined group of participants were the only means to create awareness. 

For an example see http://www.cbased.com/de/consultation/cluster-manifesto. 

Table 1. Public eConsultations 

Project Users Paragraphs Votes Comments Description 

EU Youth  

Expectations 

217 51 2431 190 Young people throughout Europe 

were invited to discuss their 

expectations for the future. 

Research  

Infrastructure 

155 64 1500 212 Austrian researchers discussed 

improvements of the usage and 

development of infrastructure. 

Energy Research  

Strategy 

750 192 8000 806 Austrian researchers discussed the 

Energy Research Strategy. 

Austrian 

Research 

Strategy 

411 269 6828 713 Austrian researchers discussed the 

draft Research Strategy 2020 of 

the Austrian Council. 

Austrian National  

ICT Strategy 

67 729 1231 151 The strategy paper to Austria’s 

ICT Strategy 2013–2018 was 

publicly discussed. 
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Table 2. Private eConsultations 

Project Users Paragraphs Votes Comments Description 

EU Cluster  

Manifesto 

111 19 500 171 DG Enterprise and Industry 

discussed a cluster policy docu-

ment with cluster managers. 

Concept  

IS Master Program

34 29 43 15 The curriculum of the WU master 

program on Information Systems 

was discussed with members of 

the Austrian Computer Society 

and the Austrian Computer Users 

Society. 

Postdoc Career 

Development 

48 30 543 159 A concept for career promoting 

measures for post-doc assistants 

was consulted with the WU Wien 

faculty. 

Rating  

Agencies 

71 32 293 76 An affiliation of an Austrian 

political party discussed  

a policy paper on rating agencies 

with its members and selected 

experts. 

WU Journal Rating 111 55 889 70 Alternative concepts for a journal 

ranking systems used to measure 

scientific output were discussed 

by the WU Wien faculty. 

NPO  

Governance Codex

39 197 1205 125 A NPO Governance Code was 

discussed with stakeholders in 

Austrian non-profit organiza-

tions. 

Political  

Program 

303 200 4039 328 Members of a subsidiary of an 

Austrian political party discussed 

the program. 

Organizational 

Handbook 

23 476 1211 378 Voting observers discussed a 

handbook about new voting 

technologies worldwide. 

2. The Model 

2.1. Exploratory Data Analysis 

Tables 3 and 4 contain descriptive statistics of the eConsultations under study. As to be 

expected public eConsultations were larger in all dimensions measured. While the 

mean numbers of users, votes and comments were about three times higher for public 

eConsultations the average document consulted in public was about twice as large as 

the average privately discussed document. Except for the number of comments all 

statistics varied stronger for private eConsultations. In the case of private 

eConsultations the participation rates ranged from 1% for Concept Master Program 

over 20% for the EU Cluster Manifesto and the Journal Rating to 75% in the case of 

the Organisational Handbook and Postdoc Career Development. While it is not mean-

ingful to measure participation rates for public eConsultations per se one can state that 

between 15 and 30% of those directly invited participated in a public eConsultation 

under consideration. 
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2.2. Type-Free Model 

In order to measure the influence of the number of users, document size and type of 

consultation on the number of votes and comments obtained we perform a covariance 

analysis, where the type of consultation is the factor and the number of paragraphs and 

number of users are the covariates. We start out with a specification without the factor, 

where the number of comments and votes is explained as a linear function of the num-

ber of users and paragraphs: 

i 1 1i 2 2i i

Y X Xβ β ε= + +  (1) 

where Y
i
 denotes the number of comments/votes of eConsultation i, X

1i
 the number of 

participants of eConsultation i, X
2i

  the number of paragraphs discussed in 

eConsultation i and ε
i
 the error term, which is assumed to be distributed as N(0,σ). 

Table 5 contains the parameter estimates for the model explaining the number of 

comments. Both parameters are significant, same as the overall model with multiple R-

squared 0,92, adjusted R-squared 0,91, residual standard error 107,7 on 11 degrees of 

freedom and F-statistic 63,15 on 2 and 11 DF with p-value 9,344e-07.  

Table 6 contains the parameter estimates for the model explaining the number of 

votes. Again, both parameters are significant, same as the overall model with multiple 

Table 3. Descriptive Statistics Public eConsultations 

Statistic Users Paragraphs Votes Comments 

Minimum 67 51 1231 151 

1st Quantile 155 64 1500 190 

Median 217 192 2431 212 

Mean 320 261 3998 414,4 

3rd Quantile 411 269 6828 713 

Maximum 750 729 8000 806 

CoV 0,85 1,06 0,79 0,77 

Table 4. Descriptive Statistics Private eConsultations 

Statistic Users Paragraphs Votes Comments 

Minimum 23 19 43 15 

1st Quantile 37,75 29,75 448,2 74,5 

Median 59,5 43,5 716 142 

Mean 92,5 129,75 1090,4 165,2 

3rd Quantile 111 197,75 1206,5 210,2 

Maximum 303 476 4039 378 

CoV 0,99 1,23 1,16 0,77 

Table 5. Regression Model for the Number of Comments 

Parameter Estimate Std. Error t value Pr(>|t|) 

Number of Users 1,07 0,12 8,59 3,31e-06 *** 

Number of Paragraphs 0,33 0,12 2,73 0,0196 * 

Table 6. Regression Model for the Number of Votes 

Parameter Estimate Std. Error t value Pr(>|t|) 

Number of Users 11,23 0,84 13,3 4,02e-08 *** 

Number of Paragraphs 1,58 0,83 1,9 0,0839 
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R-squared 0,96, adjusted R-squared 0,95, residual standard error 732,9 on 11 degrees 

of freedom and F-statistic 125,7 on 2 and 11 DF with p-value 2,649e-08. 

2.3. Comment Model with Type-Specific Paragraph Slope 

Thus, if the particular type of an eConsultation planned is not known, one can state that 

one can expect 11 votes and 1 comment per user and 1,6 votes and 0,3 comments  per 

paragraph. Using this model as benchmark more complex models can be derived by 

introducing type specific intercepts and/or slope parameters. These models were esti-

mated and compared to the simpler versions via an F-Test for nested models. It turned 

out that only the model for the number of comments with a type-specific slope parame-

ter for the number of paragraphs yields a significantly better fit as the benchmark: 

i 1 1i 2 2i i

Y X X ( )I iβ β ε= + +  (2) 

where Y
i
 denotes the number of comments of eConsultation i and I(i) is an indicator 

variable indicating the type of eConsultation i (private or public). 

 

This model has a multiple R-squared 0,94, adjusted R-squared 0.92, residual 

standard error 97,44 on 10 degrees of freedom and F-statistic 52,61 on 3 and 10 DF 

with p-value 1,983e-06. For model (1) RSS = 127658 for 11 DF, while for model (2) 

RSS = 94946 for 10 DF, so that the F-Test statistic is significant at Pr(>F) 0,0931. Thus 

the statement made at the end of the previous section can be refined as follows: one can 

expect 11 votes and 1 comment per user and 1,6 votes per paragraph. The size of the 

document discussed does not significantly influence the number of comments per user 

for public eConsultations, while for private eConsultations one can expect 0,6 com-

ments per paragraph. 

3. Implications 

One can therefore conjecture that on the average private eConsultations yields more 

feedback in terms of comments of the participants. However, when considering the 

propensity to participate this number fluctuates more when compared to public 

eConsultations. The reason for this phenomenon could be that it is easier to communi-

cate the relevance of a more focused issue to a smaller group than a broader more ab-

stract one to a more heterogeneous group. In the latter case the differences are averaged 

out, while in the former one there is the risk that the issue is not considered relevant at 

all. An indication for this is that the eConsultation of the Organizational Handbook is 

the private eConsultation with the highest positive residual against models (1) and (2). 

This can be explained by the fact that a voting observer will be directly affected by the 

provisions made in the organizational handbook and thus has a strong incentive to 

Table 7. Regression Model for the Number of Comments with type-specific paragraph slopes 

Parameter Estimate Std. Error t value Pr(>|t|) 

Number of Users 1,08 0,11 9,64 2,22e-06 *** 

Number of Paragraphs Public 0,2 0,13 1,46 0,17 

Number of Paragraphs Private 0,59 0,18 3,33 0,00758 **  
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participate and to contribute. On the other hand, the eConsultation of the Concept Mas-

ter Program shows the largest negative deviation, probably because the small and me-

dium-sized Austrian companies invited seldom recruit graduates of an international 

academic program. 

Should one therefore stop funding public eConsultations as advocated in Martin 

et al. [18]? We think not. Even though in such cases one cannot expect the same inten-

sity of participation than in more focused undertakings, the feedback gained is far 

higher and media rich than, for instance, in the case of traditional market surveys. In 

fact, as described in Gadner, Leo [3], the Austrian Research Strategy project was per-

ceived as very successful and for this project the initiator Austrian Council received the 

“European Public Sector Awards 2011 (ESPA 2011)”. Incidentally, this eConsultation 

shows the highest positive residual against model (1) among the public eConsultations 

under consideration. Nevertheless, public eConsultations entail considerable and tailor-

made effort to create awareness and to communicate the relevance and trustworthiness 

of the effort. 

Potential initiators of bottom up projects lack the budget for such activities, but 

might be able to count on the intrinsic relevancy of the issue under debate. Due to the 

higher relevancy risk, this group of initiators does not need sophisticated configurable 

systems for engagement but rather a standardized and easy to set up tool so that the 

effort lost in case of a relevancy gap is limited. Therefore, based on the experiences 

made, cbased has decided to offer two platforms: the cbased platform www.cbased.com, 

on which custom-made projects are made, and discuto, which provides a set up within 

minutes and a fully automated project management (see www.discuto.io). 

4. Outlook 

The findings presented are clearly of a preliminary nature. On the one hand a larger 

data set is needed to be able to better discriminate among more complex models includ-

ing nonlinear alternatives. On the other hand the scope of the analysis has to be broad-

ened: in order to forecast and control participation insights into the motives and per-

ceived benefits and costs of participation are needed for various types of target com-

munities. Therefore, surveys and focus groups are scheduled for the next project phase 

as the basis for quantitative and qualitative analysis. Also, the scope will be broadened 

by also looking at the implementation phase and the long term effects on the organiza-

tional culture on the basis of the system theoretic model by Kasper [10]. 
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Abstract. Over the past decade, the inclusion of citizens in political decision-
making through electronic participation (e-participation) has received much 
attention. Many projects have been, and are continued to be executed at different 
levels of government. E-participation projects aim at providing a facilitating online 
environment, where citizens and other relevant actors can be involved in the 
processes of public decision-making. Up to now, the evaluation of the success and 
impact of such projects has not been addressed widely in research. This paper studies 
existing evaluation approaches and details the EF³-framework, which was 
developed to assess effectiveness, efficacy and efficiency of e-participation 
experiences. The EF3-framework has been reviewed, revised and applied to the e-
cognocracy real-life experience of the municipality of Cadrete (Zaragoza) to provide 
a proof of concept for assessing impact of e-participation via the EF3-framework. 
Also, the EF³ framework has been validated by international experts, who also 
assigned weights to individual indicators for each of the three criteria. The revised 
model with details of indicators, the proof of concept of Cadrete, and the results of 
expert reviews and assignments of weights to criteria are summarised in this paper.  

Keywords. E-participation, e-cognocracy, evaluation, effectiveness, efficacy, 
efficiency 

Introduction 

A decade ago, the OECD stated in a report that a major challenge was “evaluating e-
participation: making sense of what has, or has not, been achieved; understanding how 
to assess the benefits and the impacts of applying technology to the democratic decision-
making processes” [1]. Since then, and as the academic literature on e-participation is 
growing, a number of papers that discuss methodological frameworks for the evaluation 
of e-participation experiences have emerged (e.g. [2],[3],[4],[5]). Yet so far, these 
evaluation approaches are restricted to project-related aspects or are not yet rigorous 
enough to assess the wider impact of an e-participation endeavour.  

Especially when an e-participation experience or project is financed by public funds, 
evaluation and in particular wider impact assessment should be mandatory. Nevertheless, 
although the importance of rigorous evaluation of e-participation projects is recognised, 
there is little evidence of the use of evaluation methodologies also in practice.  

In April 2010, Moreno-Jiménez proposed the EF3-approach, which was developed 
for the e-cognocracy evaluation, based on a real-life experience in Spain, through the use 
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of the Structural Equation Models (SEM) method. The result of that work was a 
theoretical framework identifying the relevant aspects that determine effectiveness, 
efficacy and efficiency (EF³) of an e-cognocracy experience [6]. This paper extends that 
framework to any e-participation experience, details the approach and presents its 
validation by a group of international experts. The experts also assigned weights to the 
attributes considered relevant for the revised framework. The paper is structured as 
follows: Section 1 presents the EF3-approach proposed for e-cognocracy and its 
adaptation to any e-participation experience; Section 2 applies the revised framework to 
the Cadrete (Zaragoza, Spain) experience within the context of e-cognocracy; Section 3 
includes the experts’ validation of the revised framework and the assignment of weights 
to attributes and indicators. Finally, Section 4 highlights the most relevant conclusions 
and future work. 

1. EF3-approach for evaluating e-participation experiences 

Moreno-Jiménez argues that the following three areas are commonly used when 
evaluating the behaviour of enterprises: strategic, tactical and operational planning [7]. 
The EF3 framework as introduced in [6] integrates these ideas by contemplating three 
main criteria for success and impact as follows: 

a) Effectiveness, which is associated with strategic planning or long-term 
behaviour and which investigates aspects relevant to the resolution of a problem 
(doing what is right); 

b) Efficacy, which is associated with tactical planning or medium-term behaviour 
and is related to measuring how well the goals that are settled are achieved; 

c) Efficiency, which is associated with operational planning or short-term 
behaviour and is measuring best possible allocation of public resources (doing 
things correctly). 

In the next two subsections, we outline the theoretical framework of EF³ as 
introduced in [6] and detail the attributes and indicators for evaluating each of the criteria. 

1.1.  Theoretical framework 

Figure 1 shows the theoretical EF³-framework as presented in [6], which identifies 
relevant aspects required for evaluating e-cognocracy based on the real-life experience 
(Cadrete, Spain). As shown, the framework integrates effectiveness (doing what is right), 
efficacy (achieving goals) and efficiency (doing things correctly) and can be considered 
an extension of the technology acceptance model (TAM) [8] and the Delone & McLean 
[9] approach: the perceptions and behaviour of citizens are used to evaluate the processes 
of citizen participation and the adoption of technology, as employed in the case of e-
cognocracy ([10],[7],[11]). Cognitive democracy (e-cognocracy) is a concept of citizen 
participation that combines liberal or representative democracy and direct or 
participative democracy to cognitive ends. It seeks the creation and social diffusion of 
knowledge and the construction of a more open, transparent, cultured, educated and freer 
society; a society that is more cohesive and connected, more participative, egalitarian 
and cooperative. The e-cognocracy system uses multi-criteria decisions as its 
methodological support, the internet as its communication support and the democratic 
system as a catalyst for learning [10].  
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This theoretical framework was first evaluated through a survey implemented in the 
real-life experience of Cadrete using SEM, or Covariance Structure Analysis approach 
([12-15]), which was chosen as it allows the researcher to formulate and evaluate the 
existence of latent variables from the reflected indicators [13], that is to say, variables 
that are not susceptible to direct observation. The software used was EQS 6.1 [15].  

Figure 1. Theoretical EF3 framework for the evaluation of e-cognocracy as suggested in [6] 

 
Due to the limited number of responses, it was not possible to validate a general 
framework for the conjoint evaluation of all the aspects outlined in the theoretical EF3 
framework. Nevertheless, results obtained from the 20 valid responses identified a series 
of relationships that contributed to the formulation of a general framework [6]. The small 
sample size means that the evaluation and selection of the models is governed by 
goodness of fit (GFI) indicators that do not directly depend on the number of 
observations [12]: SRMR (Standardised Root Mean square Residual), GFI Goodness-of-
Fit Index) and CFI (Comparative-Fit Index) (cf. [16] for explanations on determining 
model fit in SEM). For all the measured and/or structural models, the estimated 
parameters were presented in their completely standardised version, norm 0-1, and, in 
addition, all the equations were given their corresponding coefficients of explained 
variance. The assessment of the construct is based on the methodology proposed by 
Bagozzi [17] for the validation of multidimensional constructs and the covariance 
structure analysis of observed variables (McDonald’s omega coefficient [18] and Fornell 
and Larcher's coefficient, C-FL [19]. The stability of the parameters of the models was 
estimated and evaluated sequentially.  

The relevant aspects determining efficiency as outlined in Figure 1 are based on the 
three constructs contemplated by the model of Delone & McLean [9]: the In-formation 
Technology application (System Quality), the information that is obtained (Information 
Quality) and the human resources support (Service Quality). 

Four constructs are considered for the evaluation of efficacy: Information, 
Communication, Decision and Participation Expectation. Information can be considered 
as a unidirectional flow of interaction (usually from the administration to the citizens). 
Communication is understood as two-way interaction: debate and discussion. In addition 
to the bi-directional flow of information, Decision includes the production of a co-
decision between the Administration and Citizens. Finally, Participation Expectation 
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refers to the identification of the characteristics that participation experiences should 
have in the future.  

Effectiveness is through the analysis of two scenarios as latent intermediate 
variables: the current situation and the ideal, and an endogenous variable that captures 
the idea of the creation of a better society.  

A simplified analysis of the EF3-framework with the three criteria (Effectiveness, 
Efficacy and Efficiency) was carried out in a particular experience and with a limited 
number of responses (20 valid) [6]. It has not let us get significant statistical conclusions. 
However, it has allowed us to obtain ideas for revising the existing EF3-framework and, 
together with studying the existing literature, to extend the frame-work to any e-
participation experience.  

1.2. Revised EF3-framework for e-participation experiences 

After identifying the relevant aspects from evaluating the theoretical EF3-framework of 
e-cognocracy, and with the aim of extending the framework to any e-participation 
experience, the next step was to revise the framework for each criteria (effectiveness, 
efficacy and efficiency). This included identifying a set of attributes, indicators and 
weights for evaluating e-participation experiences, which we describe next. 
 

Table 1. Attributes and indicators for the evaluation of effectiveness 

 
 

ATTRIBUTES DESCRIPTION INDICATORS

CONTROL (CO-
DECISION)

The % of the citizens in the decision making process and the possibility of putting
forward specific situations that are conjointly resolved and validate the politicians that
are in power (motions of confidence in decisions). 

% assigned to citizens to decide a policy/decision

Clear track from participatory endeavour to the
political decisions and the policy implementation

People who contributed to improve the participation

How many topics were proposed for implementing
the participation process

% of participation of population contributing to the
polls

% of participation of population contributing to the
discussion; number of messages

Number of political representatives engaging,
including meetings with the citizens

LEARNING 
(FORMATION)

The changes in and impacts of individual preferences between the two voting rounds and
the discussion stage. The opinions of the others participants have influenced their final
decisions.

I think the discussions in the forum influenced my
decision (question of a survey)

FREEDOM 
(TOLERANCE)

The % of vetoed messages; the % of ideologically intransigent messages; the % of
individuals with a change in the preference structure.

% censored messages; % ideological intransigent
messages

SUBSISTENCE The selection of the best individuals for the management of the systems 
Under the current system, representatives defend my
interests (question of a survey)

COHESION Qualified consensus (clear majorities) and limited veto. The number of groups that can be
identified among individuals must be determined in the final decision.

Homogenity of opinions, preferences and norms

EQUITY Equal opportunity for all. There should be no digital, economic, social or cultural divides.
The Administration informs society about the
decisions made and the existing mechanisms for
citizen participation (question of a survey)

SOCIAL WISDOM
The creation of a cultural resource of ethical values. The leaders should become a point of
reference for society and, by example, engender ethical values (the social rejection of
corruption, dishonest behaviour etc.).

The e-participation experience contributes to a better
society (question of a survey)

CRITERIA: EFFECTIVENESS

P
E
O
P
L
E

PARTICIPATION 
(CO-CREATION)

Participation has been evaluated in many ways; in this case, the people that follow the
discussions that create content and those that vote will be measured, along with the
number of arguments that can be extracted from the discussion and decision processes 

S
O
C
I
E
T
Y
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Effectiveness, as associated with analysing “doing what is right” and evaluating “current 
situation”, “future situation” and “impact of e-cognocracy” [6], is now extended to 
incorporate relevant attributes and indicators for the evaluation of effectiveness. An 
initial set of attributes evaluating effectiveness was proposed in [20]. This set is now 
refined and grouped into attributes related to the individual perception as well as 
attributes related to the impact on whole society. The attributes and indicators are shown 
in Table 1. 

Efficacy, assessing the achievement of goals [7], considers four attributes as 
indicated in Figure 1 and described above. The revision of the framework incorporates 
the associated indicators for each attribute as shown in Table 2. The extension refers 
therefore to the inclusion of the attributes to evaluate each indicator as already contained 
in the original theoretical EF3-framework. 

 
Table 2. Attributes and indicators for the evaluation of efficacy 

 ATTRIBUTES DESCRIPTION INDICATORS

INFORMATION

COMMUNICATION Existence of feedback
Government takes the opinions
of the citizens into account in
their decisions

DECISION

A higher level of the
relationship, that is to say,
implication in the result or
final selection

Citizens influence the making of
public decisions

CRITERIA: EFFICACY

EXPECTATIONS

Existence of an unequivocal
Administration-Citizen 
relationship

Active participation and
conjoint decision

Government informs society
about the mechanisms of citizen
participation and the decisions
taken

Citizenry and their
representatives should jointly
participate and decide on the
design of public polices  

 
Efficiency, being associated with assessing “doing things correctly” [7], also embarks on 
the three attributes the original framework proposes but details these by also adding 
indicators as shown in Table 3.  
 

Table 3. Attributes and indicators for the evaluation of efficiency 

 
 
In the next section, we exemplify the application of the framework to the Cadrete case 
to provide a proof of concept, before we outline the results from validating this revised 
framework of EF3 through international experts in section 3. 

 ATTRIBUTES DESCRIPTION INDICATORS

System Quality
Information Technology application should consider items like: 
Convenience, Navigation, Interactivity, Response time, Access

The tools used in the experience were 
appropiate, easy to use, navigate etc.

Information Quality
The obtained information should contemplate items like: Precision, 
Relevance, Reliability, Ease of Understanding, Usefulness, 
Conciseness

The information was easy to understand, 
appropriate, without mistakes…

Service Quality
The human resources support should contemplate items like: 
Interpersonal quality, Empathy, Responsiveness, Flexibility

Level of help from the support staff when 
participating in the experience

CRITERIA EFFICIENCY
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2. Application to a real-life experience 

In April 2010, the Cadrete Municipal Council, in collaboration with Zaragoza 
Multicriteria Decision Making Group (GDMZ), implemented a citizen participation 
project (https://participa.cadrete.es) that aimed at giving the residents of the municipality 
a voice in public policy decisions. The issue in question was the design of cultural and 
sporting policies. The GDMZ’s objective was to validate the methodological and 
technological tools. The City Council had two main objectives as follows: (i) decisions 
on the budget assigned to the aforementioned policies would be conjointly made by the 
politicians and the citizenry; (ii) citizens would be encouraged to involve themselves in 
the debate and take part in the decision making process, and more specifically, that the 
arguments that supported the decisions would be publicly disseminated.  

Participation was encouraged by the incorporation of a new group of actors: the 
neighbourhoods association. Therefore, three groups of actors were involved that were 
given different weightings: (i) the politicians, with a weighting of 40%; (ii) the citizens 
with 44%; (iii) the local associations with 16%. The participants were local residents (on 
the electoral register) of over 18 years of age (politicians, citizens and representatives of 
the local associations). Two voting options were provided: (i) National Identity Card or 
(ii) username and password. In accordance with e-cognocracy, two voting rounds were 
interspersed by a forum discussion, which emitted 61 messages, of which 37 were related 
to cultural polices and 24 to sport.  

After finishing the project, participants were asked to complete an online 
questionnaire to evaluate the attributes. The measurement scale of the questionnaire was 
from 0 to 10 (0 = total disagreement, 10 = total agreement). 51 questions were grouped 
into 7 sections: (i) The System of Citizen Participation; (ii) The Creation of a Better 
Society; (iii) Motivation; (iv) Evaluation of the Technological Support and Applications; 
(v) Evaluation of the Information; (vi) Evaluation of the Support Personnel and (vii) 
Overall Evaluation. 24 residents responded and 4 of the replies were invalid. 
Questionnaires were considered as invalid if: (i) less than 80% of the questions were 
answered; and (ii) if there was zero variability with regards to the total number of 
questions [11]. 

The subsequent tables outline the application of the revised EF3 framework to 
evaluate effectiveness, efficacy and efficiency of the e-participation experience in 
Cadrete, which was also presented to the international experts for review (cf. section 3.1). 

Table 4 shows the indicators and the value obtained in order to evaluate each 
attribute of effectiveness in the real-life experience. Some of the indicators selected are 
questions from the survey (they are the average (mean value) of the scores given by the 
citizens of Cadrete in the survey). Table 5 shows the indicators and the value obtained in 
order to evaluate each attribute of the efficacy. The indicators selected are questions from 
the survey. The “Cadrete’s values” are the average (arithmetic mean) of the scores given 
in the questionnaire by the citizens of Cadrete. Table 6 shows the indicators and the 
values obtained to evaluate each attribute of efficiency. The indicators selected are 
questions from the survey. The “Cadrete’s values” are the averages (= mean value) of 
the scores given by the citizens of Cadrete in the questionnaire. 

 
In this section, we have shown the application of the framework to the Cadrete case 

to provide a proof of concept of the EF3 framework. In the next section, we present the 
results from validating the revised framework by international experts. 

 

C. Perez Espes et al. / A Framework for Evaluating the Impact of E-Participation Experiences 25



Table 4. Indicators and value obtained for the effectiveness evaluation of the Cadrete experience 

 
 
Table 5. Indicators and value obtained for the efficacy evaluation of the Cadrete experience 

 
 

Table 6. Indicators and values obtained for the efficiency evaluation of the Cadrete experience 

 

ATTRIBUTES CADRETE'S INDICATORS CADRETE'S VALUE
CONTROL                  
(CO-DECISION)

% assigned to citizens to decide a policy/decision Politicians: 40%; Citizens: 44%; Associations: 16%

Clear track from participatory endeavour to political decisions and policy implementation 100%

People who contributed to enhance the participation Team research

How many topics were proposed for implementing the participation process One topic (Culture activities and sports activities)

% of participation of population contributing to the polls 1st Round: 14.96%; 2nd Round: 17.60%

% of participation of population contributing to the discussion; number of messages
Cultural messages: 61% (37); sport messages: 39% (24); 
Cultural Comments: 58% (114); Sports comments: 42% (81)

Number of political representatives engaging, including meetings with the citizens 7 meetings 

LEARNING 
(FORMATION)

I think the discussions in the forum influenced my decision (a question of the survey) Average: 2.30 (1-10)

FREEDOM 
(TOLERANCE)

% censored messages; % ideological intransigent messages 0%

SUBSISTENCE Under the current system of PC, representatives defend my interests (a question of the survey) Average: 5.45 (1-10)

COHESION Homogenity of opinions, preferences and norms _

EQUITY
The Administration informs the society about the decisions made and the existing mechanisms for 
citizen participation (a question of the survey)

Average: 5.45 (1-10)

SOCIAL WISDOM The e-participation experience contributes to a better society (a question of the survey) Average: 7.73 (1-10)

CRITERIA: EFFECTIVENESS

P
E
O
P
L
E

PARTICIPATION 
(CO- CREACCION)

S
O
C
I
E
T
Y

 ATTRIBUTES CADRETE'S INDICATORS CADRETE'S VALUE
The Administration informs society about the mechanisms of citizen participation Average: 5 (0-10)
 The Administration informs society about the decisions taken Average: 4.7 (0-10)

COMMUNICATION The public authorities consider the opinions of the citizens in the design of public policies Average: 5 (0-10)
DECISION Citizen has influence on the political decisions that are taken Average: 4.85 (0-10)

The citizenry should participate in the design of public policies Average: 7.5 (0-10)
 The citizenry and their representatives should jointly decide on the design of public policies Average: 7.15 (0-10)

CRITERIA: EFFICACY

EXPECTATIONS

INFORMATION

 ATTRIBUTES CADRETE'S INDICATORS CADRETE'S VALUE
The computers were appropriate Average: 6.7 (0-10)
The presentation structure of the software was simple and understandable Average: 5.1 (0-10)
It was easy and convenient to move from screen to screen (navigate) Average: 5.75 (0-10)
The voting system was easy to use Average: 5.8 (0-10)
 The discussion system allowed me to incorporate arguments was adequate Average: 5.05 (0-10)
The discussion system has allowed me to know other people's views and share my own views Average: 5.2 (0-10)
I believe that my anonymity was assured throughout the process Average: 6.4 (0-10)
Overall, I liked the design of the software application Average: 5.8 (0-10)
Overall, I am satisfied with the application used Average: 5.95 (0-10)

 ATTRIBUTES CADRETE'S INDICATORS CADRETE'S VALUE
It has been easy to understand Average: 6.9 (0-10)
It has been appropiate Average: 6.85 (0-10)
It was received on time Average: 6.35 (0-10)
Basically, it didn't present mistakes Average: 5.9 (0-10)
In general, I am satisfied with the proportionate information Average: 6.9 (0-10)

 ATTRIBUTES CADRETE'S INDICATORS CADRETE'S VALUE
Support staff helped in the development of citizen participation process Average: 8.45 (0-10)
Support staff provided additional information Average: 8.15 (0-10)
Without the support staff, I would not have been able to participate Average: 5.85 (0-10)
Overall, I am satisfied with the help of support staff Average: 8.5 (0-10)

CRITERIA: EFFICIENCY

System 
Quality

Information 
Quality

Service 
Quality
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3. Validating the framework through international experts 

The revised EF³ framework as put forward in section 1.2 was validated by a group of 
experts through a questionnaire. In this section, we outline the methodical validation 
context and describe the contributions of the experts including suggestions for revision 
and the assignment of weights to attributes and indicators of the three criteria.  

3.1. Methodical context of expert validation 

The revised EF³ framework was reviewed and validated by international experts that 
were selected from the contacts of the authors and from scanning literature on e-
participation evaluation. Nine experts agreed and filled in the questionnaire. They have 
the following backgrounds (names and locations omitted for anonymity purposes): 

� Four professors with academic backgrounds in: economics & operations res., e-
government, political sciences, public administration & law & statistics 

� Five senior experts with competencies in: citizen participation, e-participation, 
political science, public administration, public law. 

The validation of the revised EF³ framework was performed through a written 
questionnaire. Experts responded with their views and weights. The questionnaire was 
structured in three parts: (1) The revised EF³ framework was introduced. Experts were 
asked to validate the framework by commenting the criteria and respective sets of 
attributes and indicators as explained in section 1. Experts could also suggest 
amendments or revisions. (2) Experts were asked to assign weights to each attribute of a 
criterion based on the expert’s perceived importance of respective attributes. (3) The 
application of the revised framework to the real-life experience in Cadrete was presented. 
Experts could provide suggestions and changes or comments to the exemplification of 
the evaluation framework. 

3.2. Feedback of the group of experts on the framework 

Overall, experts agreed with the need for fine-tuning indicators to make e-participation 
experiences clearly measurable by establishing qualitative or quantitative measurements 
thereby being specific. Almost all experts advised that more details on the indicators 
would make it easier to understand the meaning of each one. 

With respect to Effectiveness, it was suggested that the attribute “social wisdom or 
collective intelligence” be renamed into “civic intelligence” as e.g. put forward in [21]. 
Likewise, experts suggested that the attribute named “subsistence” might be better called 
“significance”, as this concept would better indicate the selection of the individuals who 
can contribute more. 

With respect to Efficacy, most experts agreed with the need for explaining better the 
differences between the indicator of “communication” and “decision”. Some experts 
advised to take into account the term accountability, especially when “in-formation” and 
“communication” are referred to. Others suggested that Efficacy is just an attribute called 
“engagement” with four or three levels and they think that “expectations” should not be 
contemplated as an attribute of Efficacy.  

With respect to Efficiency, most experts agreed with this term being an economic 
concept confirming the need to analyse the effort and result in relation to resources 
expended. Others suggested including another attribute: “quality of participation”. Some 
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of them commented that the human resources support could influence in the final 
decisions of the citizen, accordingly confirming the attribute “service quality”.  
 

3.3. Assigned weights 

The arithmetic mean of the weights assigned to attributes given by each expert 
individually is shown in Table 7. Some experts did not assign weights to the attributes 
because they consider that all indicators should have the same importance without 
discrimination among them.  

 
Table 7. Assigned weights to each attribute of the three criteria 

 
 

Most experts agree with the values being difficult to interpret. They argue that more 
descriptions are needed as to what questions were asked that give these indicator values. 
They advise a better match between the questions asked in the questionnaire and the 
mapping thereof to each criterion of the EF3. Besides, they suggest that the framework 
should be tested in further e-participation endeavours. 

4. Conclusions and future work 

This paper presented the attributes and indicators of the revised EF3 framework 
(efficiency, efficacy, effectiveness) to evaluate the success and impact of e-participation 
experiences. Furthermore, results of a survey among a group of international experts who 
validated the framework and assigned weights to the attributes per evaluation criterion 
were presented. Finally, the revised framework was applied to a real-life experience of 
Cadrete, Spain, based on e-cognocracy.  

It is important to mention that the obtained results are conditioned by the real-life 
experience that previously was performed in Cadrete (2010). This pilot experience does 
not only constrain the results but also some of the attributes included in the current 
framework. In the next revision of the framework, the authors will include the experts’ 
suggestions and their own ideas in the final framework. It is planned to develop an 
integral evaluation of the three criteria (effectiveness, efficacy and efficiency) using 
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multi-criteria technique. Finally, the framework will be applied to others e-participation 
experiences to enrich the evidence base of evaluation. 
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Abstract. Participatory Budgeting (PB) is an yearly deliberative process for citi-

zens to decide directly over the public expenditures. It was born in 1989 in Porto 

Alegre, Brazil, and awarded in 1996 by the United Nations as one of the world’s 

best practices of local governance. ICTs have been used to support PB initiatives 

and increase citizens participation. However, the so called Digital Participatory 

Budgeting (DPB) so far mainly focused to share information on the ongoing pro-

cess and to carry on the voting phase. The paper outlines the evolution of BiPart, a 

software platform designed for accompanying the overall PB process, and 

strengthening the social ties. It also presents its application in seven instances of 

PB in four municipalities in Italy along five years, to test its actual use and its im-

pact on citizens’ participation.  

Keywords. E-participation, e-cognocracy, evaluation, effectiveness, efficacy, effi-

ciency 

Introduction 

Budgeting plays a crucial role in politics as there lies a large part of political power. 

Moreover, in the current financial crisis an efficient use of public resources and shared 

decisions about them are compelling goals. In the last decades, the public opinion 

claims for more transparency, openness and clarity in public policies and budget man-

agement. New tools and new methods are also emerging, especially online: social re-

porting, open data, citizens journalism, crowdsourcing are just few of the innovative 

solutions to date: they all stress citizens’ participation. Participatory Budgeting (PB) 

structures participation into an articulated and comprehensive process. 

PB is a participatory practice through which people are directly involved in the de-

cision-making over the public expenditures. It was born in 1989 in Porto Alegre, Brazil, 

after the fall of the last military regime, as a results of the pressure exerted by the 

emergent social movements and the election of the Worker Party to the city govern-

ment. The aim was to overcome the limits of liberal-democracy and to guarantee more 

redistribution, more social justice and social cohesion, as well as more public account-

ability. The positive outcomes drew the attention of international institutions like the 

World Bank [13]; the UN-Habitat awarded PB as one of the world’s best practices of 
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local governance [2]. From then on, PB has gained broad acknowledgement, spreading 

in thousands of cities worldwide [14]. 

PB has been crafted when (and where) internet did not practically exist and the on-

ly way for people to be informed and participate was attending public meetings. Partic-

ipation did never explode and PB, despite the excellent outcomes, did never gained 

enough legitimacy to impose itself as an established practice in local governance. As a 

result, in many places it stopped as quickly as it started. Almost at the same time, sev-

eral local communities started to use the net to strengthen social ties, empower citizen-

ship and gather civic intelligence [7]. However, the experiences of civic and communi-

ty networks suffered, conversely, for a lack of deliberative power and a low impact on 

the real-life policies and politics [7]. Today, these two “worlds” seem to get closer and 

to overcome their respective weaknesses by merging the democratic deliberative prac-

tice of the PB and the lessons learned from early community networks, into the new 

scenario of the web 2.0, which is spreading participatory practices worldwide and rais-

ing the demand of people involvement in public affairs. PB projects are now using 

digital tools and online spaces to improve information sharing and transparency and to 

remove space and time barriers, allowing more citizens to participate.  

In line with the explosion of the web for political purposes, there is now a growing 

and renewed interest by local authorities and citizens in PB. This interest calls, on the 

one hand, for finding or developing software platforms suitable to support PBs, and, on 

the other one, for experimenting them in real-life settings. The implementation of a 

dedicated software and its trial in several field cases is the kind of action research ap-

proach suggested in [8] for the future of the social web. In the case of PB, it allows 

researches and practitioners to see whether and how (what features) online participation 

can really improve the quality of deliberation and the relations among citizens, and 

increase the rate of citizens’ involvement. Aim of this paper is to deal with these issues 

by introducing the design principles of “BiPart”, a still under-development software 

platform for supporting PB, and analyzing seven cases of PB that uses it. They took 

place in four Italian cities in the last five years. Both the software and the case studies 

are initiatives of the Centre for the Study of Participatory Democracy (CSDP), a civic 

association born to promote PBs. 

The paper is organized as follows: Section 2 recalls the main phases of a PB pro-

cess and its evolution from offline to online; Section 3 presents the software platform 

“BiPart”; Section 4 illustrates the PB initiatives in parallel with the development of 

BiPart releases; Section 5 summarizes their outcomes in a comparative way; finally the 

last section discusses the outcomes with respect to the above research questions.  

1. Participatory Budgeting: Offline and Online Practices 

PB is a relatively simple process which can evolve into a more complex structure over 

time. Simply speaking, PB consists of giving citizens of a local community every year 

the power to: identify priorities, develop concrete proposals and select the projects to 

finance. Citizens carry on this process directly and/or appointing some fellow citizen to 

represent them and their priorities, especially when interacting with the local authority 

and the other stakeholders. Basically, the structure of the PB process consists of four 

main phases: (1) preliminary debate and submission of proposals; (2) selection of the 

hot topics and proposals and, in case, delegates who represent them; (3) evaluation and 

co-design of the projects, in collaboration with the municipal offices; (4) selection of 
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the projects to be included in the budget law. Sometimes, phase 1 and 2 are merged 

together. The process continues with the monitoring of the implementation of the win-

ning projects. PB usually involves only a portion of the overall municipal budget, con-

cerning primarily investments for public works (e.g., parks, streets maintenance) and 

sometimes public services (e.g., welfare or cultural initiatives). Participation is often 

extended to all residents older than 16 years. 

Despite its institutional nature, PB is an informal process. The formal power is 

held by the traditional representative bodies, Mayor and City Council, which retain the 

democratic legitimacy by virtue of the elections, and commit themselves to carry the 

participatory process on and to implement the projects proposed and selected by citi-

zens.
2

 This implicit “participatory contract” [6], that characterizes PB as an option (or 

an opportunity) rather than a political right, together with the demanding forms of face-

to-face participation (like assemblies and periodical meeting), makes PBs usually at-

tended by a small part of the population, around 1–2% [2,14], mainly the most active 

citizens and/or representatives of the civil society organizations. 

In order to overcome these shortcomings, many Municipalities have strengthened 

their PB by the support of the ICTs. Almost every PB has today its own website, which 

is often an informative space, as still happens in Porto Alegre.
3

 Online forms are used 

for gathering citizens’ proposals, e.g., in Chicago.
4

 In other cases, like in New York 

City (pbnyc.org/idea) citizens can propose and interact online via interactive maps, or 

through online forums and/or Facebook pages. In many cases, the formal participation 

(e.g. voting) is still performed offline. The most innovative case is the Digital Partici-

patory Budgeting (DPB) of the Municipality of Belo Horizonte (more than 2 million 

inhabitants) in Brazil. Since 2006, every two years hundred of thousand citizens vote 

for a list of projects only via internet and sms [4,10]; some voting stands are also pro-

vided. Sms voting – today easy and accessible to almost everybody – is widely used 

either in the developing countries and now even in some developed cities, like Lisbon 

(lisboaparticipa.pt) and Cascais (cm-cascais.pt/orcamento-participativo-2013).
5

 In 

summary, the need of supporting PB with ICTs are pleinly emerging, but they are 

mainly used to sustain still prevailing offline procedures, with tools for supporting 

some specific actions, namely the voting, but still in a very informal way. ICTs do not 

accompany the whole PB process yet. 

2. BiPart: Be Part of Your Participatory Budgeting 

PBs landed in Italy in the early 2000s, mainly promoted by left-coalition local govern-

ments, and in a short time hundreds of Municipalities undertook it. These initiatives did 

not achieve significant outcomes, because they mainly adopted the weak form of PB 

(see note 3). By consequence, after an initial boom, PB rapidly disappeared [1]. Today, 

there is a new wave of PB, due to three main reasons: a) a couple of regional laws 

adopted for promoting participatory processes, including PBs; b) the exponential diffu-

sion of internet and digital social networks among the citizens; c) the rise of the politi-

                                                           

2

 Weaker forms of PB, where this commitment is not taken, do also exist [8], but a recent research, antici-

pated in fb.me/6nxHKVgr8, shows that they are more likely to fail. 

3

 http://www2.portoalegre.rs.gov.br/op/. All the URLs have been checked while writing the paper. 

4

 http://www.pbchicago.org/49th-ward.html; http://www.sfpb.net/participate.html. 

5

 For sake of inclusiveness, and because of the difficulties to verify people’s identity, the Municipalities 

accept the risk to include non-residents votes. 
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cal movement MoVimento 5 Stelle (M5S-Five Star Movement) [3], whose young ac-

tivists, especially when elected in the city councils, work to promote it. PBs are carried 

on by the Municipalities independently (e.g., the well-know case of Grottammare) or 

with the support of consulting bodies, such as the CSDP. 

The CSDP activity starts in 2009 within the above described context. While most 

of the agencies employed in facilitating PB stay with the traditional offline process, 

CSDP has always conceived offline and online participation as intrinsically comple-

mentary and relied upon the wider use the web, according to the available technology. 

The CSDP also adopts a strongly deliberative approach to PB and designs the demo-

cratic participatory process to make it as easy as possible: according with their prefer-

ences and needs, citizens can participate in offline and face-to-face venues (assemblies, 

polling stations and ballot papers distributed at large) as well as online, through dedi-

cated websites.  

The first PB in the town of Canegrate in Lombardy (12,000 inhabitants), in 2010, 

was supported by a simple and very low-cost but still easy-to-use mash-up website. Its 

main role was to track the current phases of the PB process, and to collect the relevant 

information mainly derived from other sources like RSS, Twitter, Facebook, YouTube, 

Google map and calendar. The good results made the initiative pretty known around 

the country. Taking inspiration from Canegrate, in 2012, Cascina in Tuscany, Cernusco 

Lombardone in Lombardy, and the Province of Pesaro-Urbino decided to start a PB 

applying for the advice of the CSDP. These initiatives provided the concrete chance 

(and resources) to start the development of a dedicated software platform. 

Its leading design idea was to create a digital “civic space” where people can: 

gather, share and debate “civic intelligence”; aggregate themselves around issues and 

proposals, territorial or thematic groups; strengthen relationships and self-organization. 

Moreover, the website should mirror and replicate the PB process as developed offline. 

This would “augment” opportunities and channels for civic action by engaged citizens, 

paving the way for a more immediate, effective and wider participation. In fact, the 

website adds persistency to the process, i.e., it should provide a “timeless” civic space 

alongside a more institutional and deliberative space supporting the yearly PB process. 

Finally, the platform should be able to support several PB initiatives in parallel, keep-

ing costs low, facilitating the sharing of experiences among them and thus encouraging 

the creation of a broader community of practices on PB. None of the existing software 

fulfills all these requirements. The closest was openDCN, but the choice was to finally 

develop a new software platform from scratch.  

BiPart (the name of the software, which is to be read as “BePart”) has been devel-

oped as a multi-site platform, as it can host as many communities and PB initiatives as 

necessary. Assuming the framework introduced in [6], each site is provided with the 

following features: 

• community space: registered citizens can report problems, define intervention 

priorities, publish proposals, open territorial as well as thematic groups and 

collect supporters and members around each of these entities. According to the 

essence of PB, this aims at creating aggregation of interested people around 

issues and transforming personal contents into collective ones, hopefully de-

veloped together. As a groupware technology, each of these entities includes 

forums for free debates and storage for uploading multimedia documents. 

They can be georeferenced into the Google map, associated with predefined 

categories, and tagged, in order to make searching easier. Sharing features to 
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the most popular social network sites allow groups to advertise their activity. 

Blog for outside communication and wikis for collaborative writing are fea-

tures in progress; 

• deliberative space: each community (usually through the intermediation of a 

proponent institution such as the Municipality) can structure a PB process ac-

cording to a well-defined schedule and budget. The administrators of the plat-

form can customize the process accordingly, by selecting the appropriate 

tool(s) for each phase, allowing citizens to vote for proposals, delegates and/or 

projects and to monitor the fulfilment of their decisions. When a PB is under-

way, the homepage allows citizens to follow and to be part of the ongoing ac-

tivities through: (a) a bar indicating the ongoing phase; (b) a countdown in-

forming the time left until the end of the current phase; (c); banners providing 

more details and links about the phase; (d) buttons linking dedicated webpages 

to carry out the actions. Registered citizens who want to perform deliberative 

actions (e.g., support and vote) can be required to authenticate their account 

by supplying further identification credentials (such as fiscal code or the per-

sonal Id) and the SMS verification code, sent to their mobile number; data will 

be then verified by the municipal offices; 

• a personal space will be developed to show the profile, the timeline and the 

social relationships (e.g., group membership) of the registered users. This is of 

course cross-community as it includes all the entities and news that each user 

joins and follows within BiPart. 

Since its early version – the mash-up solution adopted in 2010 in Canegrate (here-

after: BiPart v0.1) – BiPart has been developed incrementally, in strict relationship 

with the ongoing initiatives, to support the fundamental interplay between the activities 

in the online spaces and the social dynamics. Its development followed the design 

choices of the first PB initiatives, but it is now gradually going to affect the participa-

tory process as well.  

BiPart 1.0 was Java-based and allowed only to create and support proposals. It was 

quickly abandoned. Since version 2.0, BiPart is developed on the LAMP (Linux, 

Apache, MySql, Php) environment. It is available as a service at conditions fixed time 

by time by its owner, the CSDP. The current version, BiPart 3.0, benefits of a substan-

tial revision of the user interface. The software can be reached through the URL 

www.bipart.it.  

3. The Case Studies 

Canegrate Partecipa! (canegratepartecipa.org) has been carried in 2010, 2011 and 2013. 

In the first two years, the available budget to be spent for infrastructures was not par-

ticularly relevant: 100 K€ and 150 K€ respectively, out of 11 M€ municipal budget. 

The development of the PB process costs around 15 K€ each year. These data are 

summarized in Table 1. The Municipality adopted a very easy PB structure, built on 

three phases: in the first phase, citizens work out proposals and collect support to let 

them pass to the second phase, when the municipal offices evaluate the feasibility of 

each successful proposals. Feasible proposals become projects that are finally put to 

vote, to find out which one(s) will be funded. Proposals, supports and votes can be 

gathered through ballot papers distributed door-to-door and in several public places, 
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and collected in ballot boxes placed in the same public places. They can also be col-

lected through online forms provided by BiPart v0.1. The two voting phases lasted 

more or less one month each. In 2012 the PB was suspended because of the municipal 

elections. In 2013, the re-elected administration reduced the budget to 70 K€ because 

of the financial crisis. The process change remarkably, putting in place a more sophisti-

cated form of support: rather than proposals, citizens assign relevance (from 1 to 10) to 

each public sector (environment, urban mobility, etc.) and appoint at most three fellow 

citizens for their priority sectors. The most supported citizens will become part of the 

PB Council, entitled to develop the projects to vote for.  

Cernusco Partecipa! was carried on in 2012 only. It was structured as in 

Canegrate2010-2011, but in phase 1 people could also appoint a fellow citizen (dele-

gate) to represent the projects. The budget was 100 K€ (plus around 6 K€ for the PB 

itself), out of 4 M€ municipal budget and 3,800 inhabitants: both these latter parame-

ters depict Cernusco as one third of Canegrate, so the investment, roughtly the same, 

was significantly high. Cernusco used BiPart v0.1 in the phase 1, while for the final 

voting BiPart 2.0 was already available.  

Cascina Partecipa! (cascina-partecipa.org) lasted for two years (2012, 2013) and 

has been the largest case in terms of financial resources made available both for im-

plementing the citizens’ projects and for covering the organizational costs: in 2012 the 

budget was 1 M€ out of the 50 M€ municipal budget, plus around 55 K€ for the PB 

process itself. The initiative was partially funded by the Tuscany Region that asked the 

organizer to include face-to-face and facilitated deliberative meetings, which took a 

relevant part of the PB process cost. In 2012, the proposal phase was structured as in 

Cernusco, but the 16 final projects to be voted were selected through deliberative meet-

ings by the 20 most voted delegates and by a representative sample (80 people) of citi-

zens. BiPart 1.0 has been used for the proposal phase and BiPart 2.0 for the online 

voting. Citizens could also vote for the 16 final projects at the Municipality offices or 

at moving polling stations; widespread distribution and collection of ballot papers was 

not provided as it was not sustainable, considering the size of the city. In 2013, the 

budget was reduced to 350 K€ (plus 37 K€ for the PB process) and the first phase 

changed considerably: there were no longer delegates and competition on proposals, 

but an informal gathering of citizens’ “demands”, collected both offline and online 

through the version 3.0 of BiPart. A representative sample of citizens then debated 

those demands and came up with a set of 14 projects to be voted. In the voting phase 

people were authenticated by the new procedure based on SMS. 

In 2014, BiPart has been adopted by the Municipality of Faenza (oplafaenza.it), 

under the 20 K€ funding by the Emilia-Romagna Region. The CSDP was not involved 

but for providing the software. The PB was structured again in three phases as in 

Canegrate2010-2011: proposal&support, evaluation and vote. The budget was 100 K€ 

out of 110 M€ of municipal budget; the upper bound for each proposal cost was 20 K€. 

This is the first case in which the website has been the main channel to support and 

vote proposals: all the proposals, even those raised in the offline deliberative meetings, 

have to be uploaded. Citizens support proposals through the “I like” action in order to 

bring them to vote. Differently from the other cases, the municipality did not adopt in 

phase 2 any authentication of the identity of the participants; this choice affected the 

participation (see Table 1), as we shall see in the next section. The voting phase lasted 

16 days and was mainly considered online. The offline voting was possible at one dedi-

cated municipal office everyday, and at a moving polling station for only two days. 
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4. Early Outcomes 

The description of the seven cases provides evidence for the relevant differences 

among them, namely, the size of the municipalities and the amount of budget put on the 

table for the PB with respect to the overall budget of the municipality. The structure of 

each PB also varies, according to specific needs and conditions. Differences affect: the 

duration of the phases; the mix of offline and online practices, the budget at disposal 

for organizing the PB process; the communication plan; the versions of the software 

platform. All these differences make it difficult even to compare PB processes carried 

on in the same Municipality in different years. The lack of continuity also hampers 

trends assessment. Other parameters would also be worth of consideration, as they may 

seriously influence participation: e.g., demographic indicators, relevant for tracking 

computer skills. 

An analysis taking into account all these variables would require significant in-

vestments on research. However, the available budget has been allocated mainly to 

sustain participation, both offline and online, and to develop the participatory features 

of the software platform. Despite the limited information, we felt committed to analyse 

and compare the field experiences carried on so far anyway, to orient both PB now 

starting and the advocated development of the software features. Moreover, as far as 

we know, the literature lacks of adeguate comparative studies and so we hope that our 

preliminary work can contribute to open a necessary research effort. The data used for 

the comparison are taken from the official documents of the PB initiatives, enriched 

with rough data on unique users performing online actions, downloaded from BiPart 

2.0 and 3.0. They are all summarized in Table 1. The number of supporters and voters 

are used to calculate the participation rate, over the population, in the two phases. The 

rate of online supporters and voters refer to the total number of participants during 

phase 2 and 4, respectively (rates in column 5 and 7).  

We observe that participation in phase 4 is usually larger than in the phase 2, alt-

hough one can assume that some supporters of the proposals that did not go to vote, 

abandon the process. This can be explained since voting is a rather simple and familiar 

activity, and citizens know their votes count for deciding which project(s) will be im-

plemented. The only two exceptions, Cascina2012 and Faenza2014, can be explained 

as follows: (a) in Cascina2012, the support action in phase 2 was very strong thanks to 

the widespread distribution and collection of ballot papers, which did not take place in 

phase 4; moreover, many online votes were cancelled for irregularities; (b) in Faen-

Table 1. Participation figures in the seven cases 
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za2014, the high number of supporters was due to the long phase duration (76 days) 

and to the absence of the authentication procedure, introduced in phase 4.  

A positive trend from phase 2 to phase 4 can be observed also considering the 

online participation over the total participation. Canegrate2011 and Cernusco2012 are 

two exceptions as they decided to use the massive distribution and collection of ballot 

papers to make the participation as easy as possible. This of course favoured offline 

participation. Faenza2014 is beyond consideration as phase 2 was ony online. 

Cascina2012 and Faenza2014 deserve further attention to explain the two devia-

tions from the average in the online participation: Cascina2012 has the lowest rate in 

phase 2 (4.13%) and the second best rate in phase 4 (57.35%). The very low rate of 

online participants during phase 2 can be attributed to the shortcomings of the BiPart 

v1.0 (after that abandoned) and, as we said, to the choice to balance this problem by 

collecting proposals and supports through the widespread distribution of ballot papers. 

In phase 4, in fact, not only citizens enjoyed the most usable BiPart v2.0, but they 

found easier to vote online rather than offline, because such method were no longer 

used.  

Let’s now consider the case of Faenza, the largest city of the sample. The figures 

show that, even if the phase 2 was developed only online, the overall participation rate 

(4.14%) approaches cases in which citizens have been involved also with massive of-

fline actions. In the voting phase, Faenza exhibits the lowest rate of overall participa-

tion rate (2.33%) but the highest online voting rate (90.10%). This may due to the 

shortest duration (16 days) and to the weak support to offline participation. 

To complete the picture, Fig. 1 shows the data (number of enrolments, scale on the 

left; number of proposals and comments, scale on the right) from the last versions of 

BiPart (v2.0 and v3.0) used since the phase 4 in Cascina2012 and Cernusco2012. The 

enrolment peaks (with the associated activity), at the edges of the Figure, correspond to 

the voting phases in Cascina2012 and Cernusco2012, and to the supporting phase in 

Faenza2014, while the online activity in June/July 2013 comes from Canegrate2014. It 

is worth noting the lack of activity outside of these time periods. This may depend on 

the fact that BiPart community space is still missing functionalities (such as a dash-

board with a timeline and comment notifications) that could enable a broad and contin-

uous public debate. Moreover, people still focus more on voting – and presumably on 

promoting the vote – rather than debate and build proposals in a collaborative way.  

 

Figure 1. Online (monthly) activity in BiPart and running PB initiatives. 
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To conclude the analysis, the actual impact of the PB processes must be considered 

by assessing if the municipal administrations fulfil the commitment taken with their 

citizens to finance and implement the winning proposals. All the four Municipalities 

are in some way carrying on the decisions, despite the recent financial crisis has unex-

pectedly shrunk the municipal budget and postponed the implementation of some pro-

jects. This is what happened in Cernusco and Cascina. In Canegrate, the 2010 winning 

project has been fully implemented, while in 2011 this occurred only partially, and the 

outcome of Canegrate2013 and Faenza2014 are going to be included in the 2014 budg-

et law. Despite these delays, what matters is the high public commitment of the Munic-

ipality to implement the outcomes anyway, and their resulting effort to explain to the 

citizens the reasons of any possible hurdle. 

5. Conclusion 

The paper outlines BiPart, a software platform for supporting PBs, and presents its 

application in seven instances of hybrid (offline and online) PB in four cities in Italy 

along five years. Despite the difficulties in comparing initiatives which differ in many 

parameters, some general outcomes can be drawn. Compared with the trend, mentioned 

in the Introduction, that settles participation in offline PBs between 1–2%, data from 

the seven cases show that citizens’ participation rates was higher in both phases almost 

everywhere, although they are still far from the best practices of DPB, such as in Belo 

Horizonte, Lisbon and Cascais. 

These encouraging results can be finally explained by two main design choices: 

the “participatory contract”, which strengthens the mutual commitment between citi-

zens and institutions, and the interplay between offline and online venues, which aims 

at making participation simpler and more accessible. The basic idea behind all the field 

cases described so far is to overcome the hindrances of the face-to-face meetings, typi-

cal of the traditional PB, bringing the participation to people’s homes. This is has been 

achieved by making PB “shareable” by and among citizens, through the distribution of 

ballot papers and the online facilities, enabled by BiPart. However, this kind of offline 

activity is (more) feasible in small towns. As the community becomes larger, it turns to 

be too expensive and even more hard manage to participation. The digital solutions are 

therefore more sustainable, as it maintains a good degree of participation according to 

the available resources. This is what happened in Cascina2012, where the online partic-

ipation assumed a more prominent role than the offline, and in Faenza2014, where the 

last version of BiPart was mature enough to support almost the entire participatory 

process, balancing the lack of offline actions. 

The exception among the seven cases is Canegrate2013. The low rates are proba-

bly due to the decision to experiment a new and more complex PB process which, 

together with other contingencies, created a severe hindrance to citizens’ participation, 

so interrupting the quite well-established process built in the first two years. However, 

the winning proposal – “providing support to families in economic difficulties” – sug-

gests that the quantitative drawbacks are balanced by the quality of deliberation in 

terms of social cohesion. 

In summary, a carefully-designed interplay between the offline and online is there-

fore still necessary. On the one hand, the absence of offline procedures could question 

the PB as non-democratic, because of the well-known “digital divide”. On the other 

hand, digital technologies are nowadays spread enough to be widely used and to help 
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overcoming the symmetric – although less recognized – “physical divide”. This con-

clusion fits quite well with the just published chapter by Cardoso Sampaio and Peixoto 

[4] when they claim: “Finally, we agree that, given the current experimental phase 

between the PB and technologies and access issues in developing regions, mixed pro-

cesses with online and offline phases may be the best solution, though not in an auto-

mated way”; and “Despite its experimental nature, there is concrete evidence that the 

relationship between PBs and technologies can be beneficial to participatory processes 

and that there are still good opportunities that have not been taken”. 

In this open scenario, the seven cases presented in this paper do not constitute a 

statistically significant sample, but the opening of new PB initiatives will provide fur-

ther data and more resources to implement software facilities. PB is now running in 

two large cases: in a district of the city of Turin, the capital of the Piedmont region, 

(around 90.000 of 870,000 inhabitants; torino.bipart.it), and in the city of Monza 

(120,440 inhabitants; monza.bipart.it), in the close neighborhood of Milan. They are 

enjoying some improvements to BiPart, inspired by the former experiences. Among the 

others: the implementation of the personal space (dashboard, timeline and notification 

system), the improvements of the community space (groups management), log files and 

web analytics to get richer participation statistics. 
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Abstract. There have been very few attempts so far to develop a comprehensive 

and rigorous conceptualization for deliberations in e-participation. Without a rig-

orous and formal conceptualization of deliberation, consistent content descriptions 

creation, deliberation records sharing and seamless exploration is difficult. In addi-

tion, no e-participation deliberation ontology exists to support citizen-led  

e-participation particularly when considering contributions made on the social me-

dia platforms. This work bridges this gap by providing a rich conceptualization 

and corresponding formal and executable ontology for deliberation in the context 

of e-participation. The semantic model covers the core concepts of technology-

mediated political discussion and explicitly supports the integrated citizen- and 

government-led model of e-Participation enabled by social media. Results from the 

use of the ontology in describing e-Participation deliberation information at Local 

Government projects are also presented. 

Keywords. e-participation, citizen-led e-participation, e-participation framework 

Introduction 

e-Participation, implements technology-mediated dialogue between citizens and deci-

sion-makers [1] to facilitate, fast-feedback-enabled participation [2] while also intro-

ducing new political participation channels [3]. Extant literature on e-participation is 

replete with reference models. Relatively more cited among these works include: Di-

mensions of e-Participation Framework [4], Levels of Participation Model [5], Ladder 

of Online Participation [6], Behavior Chain Model [7], e-Participation Assessment 

Framework [8], e-Participation Evaluation Framework [9], e-Participation Exploitation 

Framework [10]. However these models show limited consideration for the implemen-

tation of the deliberation channel. This gap is further enlarged when considering spon-

taneous citizen political discussions on social media. Existing models are very abstract 

without sufficiently detailed conceptualization to support technical solutions directly. 

Therefore, existing models do not lend themselves to practical applications in develop-

ing technology support for political deliberation on traditional e-participation platforms 

and social media.  

Due to lack of rigorous and scientifically grounded technology-mediated, political 

deliberation blueprints, e-participation designers intuitively develop dedicated forums 

imitating popular WEB 2.0 mainstream forum solutions (like HUWY,
1
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), drawing 

from the wisdom and popularity of the consumer, and interest-groups discussion plat-

forms. However, political deliberation is of very special nature and commercial solu-

tions do not necessarily map directly to particular e-participation needs. Against  

this background and in line with Macintosh et al. in [11], we argue on the need for  

e-participation to support in particular direct inclusion, monitoring and engagement  

of citizens with spontaneous political discussions on social media as a fundamental 

condition for sustainable e-participation. This is reflected in our Integrated Model for  

e-Participation [12] (IMeP) derived from Gidden’s Structuration Theory [13] and com-

plemented by Dynamic Capabilities Theory [14,15] which supports the Duality of  

e-Participation. Based on the model, we developed a conceptualization for  

e-participation implemented as a formal Ontology for e-Participation. This core model 

describes e-participation comprehensively along the core perspectives – platform, pro-

ject, and process. In this paper we focus on the technical aspect and refine the model to 

capture the key aspects of the technology-mediated political deliberation. In our ap-

proach, we considered state-of-the art models for deliberative argumentation and the 

Integrated Model for e-Participation to elicit a comprehensive list of technology-

mediated, citizen-led political deliberation requirements. Next we align state-of-the art 

discussion information metadata models, and identify missing concepts. Finally, we 

present a deliberation ontology for citizen-led e-participation. 

The developed semantic model enables detailed, standardised deliberation infor-

mation descriptions, facilitating seamless knowledge exploration and interoperability 

between various e-participation platforms, external content linking as well as better 

understanding of the content among e-participation stakeholders.  

Our major contribution is not limited to providing for the first time a comprehen-

sive conceptualization and ontology for political deliberation, but also in supporting 

both government- and citizen-led e-participation.  

1. Approach 

This section describes how we conceptualize political deliberation in the context of the 

citizen-led participation. The conceptual framework is provided in Section 1.1 and 

methodology in Section 1.2. 

1.1. Conceptual Framework 

Our conceptual framework comprises three core elements: 1) Pepper’s World Hypothe-

ses defining generic views for deliberation domain ontological space analysis, 2) Ar-

gumentation in Deliberation Theory and 3) our Integrated Model for e-Participation.  

While it is common to analyze conceptual space of a domain by answering com-

mon journalistic questions (5W1H) [16] as a template for generating domain specific 

aspects, we intend to use more fine-grained framework derived from Pepper’s World 

Hypotheses [17]. Our choice of is premised on the fact that the Pepper’s views are 
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aims at developing ways of analyzing everyday conversation. According to the theory 

argument is an attempt to present evidence for a conclusion supported by particular 

premises (propositions or claims). Argumentative discussion, ideally of low persuasion 

should not assume particular deliberation results but the conclusions should rather 

evolve organically from a constructive discussion where participants convince others to 

their views [22]. According to Schneider [23] the arguments need to be identified, 

resolved, represented and stored, queried and presented to user. For this Schneider 

recalls fourteen most prominent reference models as a base for argumentation represen-

tation and exploration framework. We list models that we consider most relevant to 

political discussion requirements: 

• Toulmin – model for legal, scientific and informal conversation arguments. 

All the claims supported by evidence or rules (warrants which can have a 

backing) can be qualified regarding certainty or rebutted. 

• IBIS – Issue-Based Information Systems centers around issues that may have 

a form of a question. IBIS distinguishes three separate groups: participants in 

discussion, experts and decision-makers. 

• Walton’s Critical Questions – defines a set of critical questions aligned with 

the particular role addressing the points where the argument scheme may 

brake down. For example some questions defined can be: How credible is E as 

an expert source? Is E reliable?  

• Speech Act Theory – a base for many argumentation conversations. Distin-

guishes five categories of speech acts: assertives (assumption), directives (or-

der), commissives (vows), expressives (sentiment) and declaratives (enact 

what is said). 

1.2. Methodology 

A major goal of this work is to develop a comprehensive e-Participation Deliberation 

Model and a corresponding formal ontology. Our approach followed the three-staged 

Thalheim’s construction workflow [24] (relevance stage, modeling stage, realization 

stage) as a best practice for model design and implementation process. Relevance Stage 

is represented by Section 2, Modeling Stage corresponds with Section 3 and Realiza-

tion Stage is widely discussed in Section 3.2, 4 and 5. 

In particular the questions for our enquiry include:  

R1. What are the key aspects of political deliberations on e-participation plat-

forms? 

R2. What are the key Competency Questions for political deliberation conceptual-

ization or ontology?  

R3. How to ensure the completeness of the Competency Questions?  

R4. What concepts can be elicited from the e-Participation Competency Ques-

tions?  

R5. How can the concepts be consolidated in a comprehensive deliberation model?  

R6. How can the model be leveraged for e-Participation deliberation cases?  

Answering these questions based on the following steps: 

1. Knowledge Acquisition: The Argumentation Theory and the Integrated Model 

for e-Participation provide a rich source of information on application domain 
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essential for the relevance stage of the construction workflow. We followed 

the key model-properties and we aligned them in competency questions ac-

cordingly to the four views defined by the Pepper’s World Hypotheses. 

2. Deliberation Concepts Elicitation: Mapping the competency questions to spe-

cific political deliberation aspects entails determining which of the four gener-

ic views are addressed by the questions. The unique subjects and objects were 

selected as base-concepts. Relations between concepts were defined based on 

the common knowledge. 

3. Concept to Model Alignment: After eliciting base-concepts and defining the 

relations we align the concept to the existing deliberation models. 

4. Ontology Creation: After aligning base-concepts we use available tool (NE-

OLOGISM [25]) to graphically represent the concepts and relations in a form 

of a graph with re-using matching concepts by importing (referencing) exist-

ing ontologies. Finally we discuss the utility of the model on case study of ex-

isting e-participation initiative. 

We argue for the reliability of our mapping based on the results of “inter-

observer” and “test-retest” reliability tests [26].  

2. Deliberation Conceptualization 

This section develops a comprehensive deliberation domain conceptualization which 

supports the Duality of e-Participation. We elicit a set of relevant political deliberation 

competency questions from the Argumentation Theory based models and the Integrated 

Model for e-Participation (Fig. 2) and then align the questions to the four generic views 

derived from Pepper’s World Hypotheses. Due to space limitation, we only present a 

subset of the competency questions in Table 1.  

Having identified the key competency questions we elicit the core deliberation 

concepts presented in Table 2.  

Due to space limitation, we list only few example concepts along with correspond-

ing competency questions and relations between concepts. These conceptualizations are 

essential for the Thalheim’s workflow-based deliberation model design. The concepts 

and relations presented in a way that can be directly mapped on the classes and proper-

ties of existing ontologies. 

Table 1. Deliberation Competency Questions 

Generic Views Questions 

Formism CQ.3 Who are the deliberation actors? 

CQ.6 What are the deliberation claims? 

CQ.8 What are the topic arguments? 

Mechanism CQ.11 How deliberation is monitored? 

CQ.12 How deliberation is summarized? 

CQ.19 How actors are qualified? (credibility) 

Organicism CQ.20 What is the aim of the deliberation? 

CQ.23 What is the result of deliberation? 

Contextualism CQ.23 What are the deliberation performance measures? 
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3.1. Deliberation Model Mission  

The main purpose of the model is to provide e-participation platform designers and 

managers with relevant tool for structured and standardized representation of delibera-

tion data and implicitly to support better e-participation experience for deliberation 

stakeholders. It is expected that more comprehensive data descriptions will contribute 

directly to better interoperability, easier data exchange and integration of information 

from various deliberation sources such us current e-participation platforms as well as 

social media. Moreover the unified, standardized, machine-readable representation will 

enable more coherent deliberation evaluation and comparison. The model supports 

coherent deliberation process design with emphasis on the key aspects essential for 

sustaining citizen-to-decision-maker dialog. In particular the model covers the Duality 

of e-Participation through seamless incorporation of spontaneous citizen-contributions 

on social media therefore significantly supports citizen-engagement as the key factor 

for e-participation initiative success. To our knowledge, no explicit deliberation ontol-

ogy exist which comprehensively addresses the Duality of e-Participation. Here we 

acknowledge the work by Wimmer [27] which provides an ontology for e-participation 

research structuration and work by Belak [28] whose ontology tackles the deliberation 

as part of e-participation but focuses on the political aspects of deliberation with em-

phasis on particular case related to election and political agenda. 

3.2. Deliberation Model Architecture and Implementation  

Our goal is to implement the deliberation model in a formal ontology language such as 

RDF
7

 (Resource Description Framework) and OWL
8

 (Web Ontology Language). In 

line with best practice in ontology development, we attempt to re-use and extend exist-

ing and well-established ontologies to support our deliberation model. Thus, we identi-

fied key ontologies and align them to the deliberation conceptualization. Among prom-

inent discussion and argumentation ontologies identified by Schneider are: IBIS – RDF 

(Interoperability in Business Information Systems – Resource Description Framework) 

[29], SALT (Semantically Annotated LaTeX for Scientific Publications) [30],  

DILIGENT [31] (DIstributed, Loosely-controlled and evolvInG Engineering processes 

of oNTologies), Change Ontology (ChAO) [32], SIOC-Argumentation (Semantically 

Interlinked Online Communities) [33] and SWAN-SIOC (Semantic Web Applications 

in Neuromedicine) [34]. However, only SIOC with Argumentation module (drawing 

from IBIS and DILIGENT) offers sufficiently generic, domain independent, yet signif-

icant coverage for e-participation deliberation needs. The base SIOC
9

 ontology pro-

vides core concepts and properties to describe discussion information on the web. The 

ontology complemented by the Argumentation Module enables comprehensive argu-

mentative discussion coverage for the general discussion case. Therefore in our paper 

we focus in particular on SIOC with Argumentation ontology as the base ontology and 

augment it with e-participation domain-specific concepts. 

In Table 3 we present the elicited concepts aligned to SIOC and SIOC_ARG 

(SIOC Argumentation module) where a conceptual match occurs. The remaining con-

cepts make the conceptual space for our deliberation ontology (DELIB). Due to space 

                                                           
7

 http://www.w3.org/RDF/ 

8

 http://www.w3.org/2001/sw/wiki/OWL 

9

 http://rdfs.org/sioc/spec/ 
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workflow), the question of whether the ontology answers the competency questions is 

trivially satisfied, i.e. the ontology is “correct by design”. Second, regarding the inter-

nal consistency of the DELIB ontology (expressed in RDF/OWL), we verified using 

the PROTÉGÉ Pellet Reasoner tool that the ontology is coherent or without contradic-

tion. Third, the utility and practical relevance of the ontology was established through 

its use in encoding the deliberation information for a case-study of a transportation  

e-participation initiative.  

6. Discussion 

The DELIB ontology presented in this paper addresses the need for rigorous conceptual 

model and formal ontology to describe e-participation deliberation data. The semantic 

model construction process is rigorous and grounded in solid theoretical framework 

ensuring high validity of the presented model as a solution for coherent e-participation 

deliberation conceptualisation and as a tool for relevant, expressive and interoperable 

deliberation data representation. The rich conceptualisation with supports the argumen-

tative nature of e-participation deliberation; Duality of e-Participation; seamless inte-

gration of external social media content along; and better alignment of discussion re-

production altogether better guarantees sustainable deliberation and increased citizen 

engagement. In principle the model enables better and more fine-grained deliberation 

content descriptions, more coherent information linking as well as facilitates the access, 

re-use and interoperability of the discussion information. DELIB ontology design has 

been validated and we have shown the utility of the solution. We cannot claim  

the absolute completeness of the presented semantic model although our ontology has 

been designed gradually around the Argumentation Theory and Integrated Model for  

e-Participation starting from the well-established models going towards dedicated im-

plementation; therefore we claim better support of our model for dual e-Participation 

needs. As indicated in Section 4, we acknowledge the work by Wimmer [27] and Belak 

[28], nevertheless we argue on significantly different purpose of these ontologies in 

comparison to DELIB and we are not aware of any significant attempts at addressing 

the conceptualisation of e-participation deliberation with support for the Duality of  

e-Participation.  

7. Conclusion 

Motivated by the need to provide the necessary step towards conceptualising  

e-participation duality-enabled deliberation, we have presented a Deliberation Ontol-

ogy for e-Participation. Results from our work show immediate opportunities for con-

solidating and sharing data from deliberative discourses available on both dedicated  

e-participation platforms and social media. As next steps, we intend to create an  

e-participation discussion knowledge base by mining information from e-participation 

platforms and social media and representing the structured content in a form of a com-

mon RDF knowledge graph with our ontology. Further steps include more real-life, 

case-based evaluations of the ontology, possible extensions. 
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Abstract. This paper discusses internet voting in Estonia on the basis of rational 

choice perspectives. It emphasizes particularly the importance of “bounded ration-

ality” with emphasis on the Estonia – specific context in understanding the adop-

tion of internet voting in the last seven elections. The key to the adoption process 

has been diffusion of ID card, which crucial for using wide range of online ser-

vices offered by private and public sector organizations. Despite constantly in-

creasing turnout the nature of internet voting is transactional. It has not made sub-

stantial contribution to online democratic participation other than making voting 

more convenient for certain segments of society. 

Keywords. Internet voting, electronic voting, remote electronic voting, Estonia, 

rationality of voting, voting process 

Introduction 

Estonia is only country in the world where citizens have voted online in the municipal, 

national and European elections. The internet voting
2

 is not just one unique initiative 

that makes Estonia to stand out. Its citizens have used internet banking since 1996, 

submitted their online tax declarations since 2000, bought bus tickets with their mobile 

phones for many years and done various other remote electronic transactions for a long 

time that have not been available in many parts of the world. This paper explores how 

these different online services provided by both public and private sector have contrib-

uted to the spread of internet voting in Estonia. It analyzes the government voting initi-

ative in order to see whether it is primarily transactional mimicking “services first, de-

mocracy later” type of thinking or does it give an indication that the government has 

gone beyond “fallacy of electoralism” by managing to engage citizens in a substantial 

way. The paper describes key elements of the internet voting process, highlights differ-

ent factors affecting internet voting turnout and the distributional impacts on the basis 

of insights from rational choice theories.  

Estonia’s pioneering use of internet voting is particularly remarkable in the context 

of its heritage. While being a middle-income former socialist country, many studies on 

e-government cluster Estonia together with wealthiest countries in Europe and the 

world. Indeed, the UN E-Government Survey 2008 ranked it 13th
 

in the world and 

compared Estonia with the Nordic countries, not with the ex-socialist countries [1]. If 
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2

 This paper uses terms internet voting, online voting, electronic voting, e-voting and remote electronic vot-

ing for the same concept which is remote electronic voting to cast one’s vote over the internet. It is different 

from electronic voting, which may take place at the polling station or may simply refer to counting votes 

electronically.  
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Estonia is placed into the context of Central and Eastern European countries with simi-

lar levels of per capita Gross Domestic Product (GDP) and socialist heritage it is the 

undisputed e-government leader. The paper starts by discussing theoretical framework. 

Then it will highlight key characteristics of internet voting in the last seven elections 

from 2005 to 2014. After that the paper will analyze the reasons for voting online as 

well as the distributional impact of internet voting. The paper concludes by highlight-

ing key findings.  

1. Theoretical Framework 

The theoretical framework is not based on emerging literature on internet voting and/or 

e-government. It approaches internet voting as one form of voting on the basis on ra-

tional choice perspectives. The key argument of the paper is that the literature on inter-

net voting can benefit from incorporation of insights from the literature on “traditional 

voting”. As the paper is concerned with the rationality of internet voting, then rational 

choice can be an obvious choice as a starting point. The arguments put forth by other 

schools of thought and the literature on internet voting can be assessed in the future 

research. Certainly this limits the scope of this paper as the rationality for remote elec-

tronic voting can be assessed from a variety of perspectives both conceptually and em-

pirically. However, since the arguments for electronic voting are essentially instrumen-

talist, then conceptually it would be best assess them on the grounds of same instru-

mentalist logic on the basis rational choice schools of thought.  

The instrumentalist view of voting assumes that a key barrier for low turnout is 

cost faced by individual voter. This assumes that individuals are self-interested utility-

maximizers or at minimum act according to their preferences, who engage in cost-

benefit analysis in the voting process. Following philosopher Joel Feinberg this notion 

could be labeled as “psychological egoism-based” approach to voting behavior [2]. 

However, if we assume that individual voter is self-interested in this manner, then the 

best way to minimize costs would be not to vote at all. One vote will not change the 

outcome [3]. Hence, whatever benefits outcome of elections will deliver will be the 

same regardless whether one vote is submitted or not. Reduction of transaction costs 

and increasing efficiency of voting process delivered by the availability of remote elec-

tronic voting will not change this calculation. Any kind of voting – online or offline – 

will still imply cost for individual voter however insignificant it may or may not be. 

Nevertheless, this Olsonian interpretation of rationality fails to address the question 

why such large segments of population in most democracies still vote. The behavior of 

50–60 percent of population is seen as irrational on the basis of this approach. The 

Olsonian approach to rational choice is not useful model for empirical analysis.  

Most importantly, the motivation of individual voter do not necessarily stem from 

the outcome of elections but rather from the voting process. Self-interested voter may 

maximize utility by acting on the basis of the sense of civic duty. If community and 

friends consider voting important, then participation in the elections delivers benefits 

related to a social standing. Indeed, rational choice literature, for example, has demon-

strated that citizens may cast a vote simply because of a personal need which is not 

material, sense of civic duty which makes them feel good and reputational gains as 

others see them in the voting booth [4]. In other words, it may be rational to vote in a 

particular institutional context. Thus the act of voting cannot be analyze on the basis of 
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universal rationality but rather on the basis of contextual or bounded rationality.
3

 There 

is a rich body of literature which sees the rationality as something to be understood 

only in a specific context [5,6]. It is useless to argue whether people are rational or 

irrational because rationality is not absolutist concept. The emphasis has to be on dif-

ferent degrees of rationality. For instance, some people may vote simply over the inter-

net because they perceive it as innovative, they may want to try it or because they have 

read about in media.  

Approaching the rationality of internet voting on the basis of particular context, the 

benefit of reduced transaction costs
4

 in casting a vote through electronic means may be 

offset by the cost of not being able to show to others the act of voting – e.g. the fulfill-

ment of civic duty. Thus if participation in the process is important, then remote elec-

tronic voting has opposite effect. It does not allow demonstrating participation in the 

voting process to a peer-group. Electronic voting is all about cutting the time spent for 

voting ritual. Bounded rationality may also imply that voter’s motivation comes from 

imperfect knowledge and understanding of voting process. Individual voter may be-

lieve that one vote matters – even if it does not. Voters have imperfect information 

which may imply that they might be misled about the importance of voting [7,8]. How-

ever, assumption of “rational ignorance” would not lead to increased turnout resulting 

from electronic voting. Voters who vote anyway may change the method of voting 

from offline to online but it does not affect turnout.  

The rationale for internet voting cannot come from a calculative singular approach 

where we assume perfect rationality and utility maximization. Voters have many dif-

ferent identities and they have multitude of preferences. Some voters may be encour-

aged to vote simply because remote electronic voting is available. This does not imply 

that they will vote next time. For many others the availability of remote electronic vot-

ing is not even necessary (not to mention sufficient) condition for submitting their vote. 

Hence, we should assume “bounded rationality” instead of perfect rationality when 

approaching theoretically and analyzing empirically remote electronic voting [5]. Elec-

tronic voting might be a good substitute for offline alternatives for some people but 

certainly not for everybody. From purely theoretical grounds it is difficult to see how 

the remote electronic voting contributes to increased turnout. Hence, the instrumentalist 

case that making voting convenient will contribute to increased turnout does not hold 

on the grounds of instrumentalist logic.  

The next chapter applies these theoretical insights to the case of Estonia where in-

ternet voting has been used in the last seven elections. The discussion is based on data 

from the Estonian Electoral Commission and secondary sources. The research method 

is descriptive and do not offer any causal analysis. By providing descriptive statistics 

on the internet voting from 2005 to 2014, the research highlights key characteristics of 

internet voting and elaborates on data on the basis of rational choice framework.  

                                                           

3

 Bounded rationality refers to individual rationality which is limited by context within which individuals 

make decisions and operate. Imperfect information, resources, formal rules, social norms, interactions with 

others, uncertainty and dependence on previous choices are factors that limit the rationality of individuals.  

4

 Transaction costs: any kind of undertaking involves costs that are higher than zero. These costs stem from 

searching information, uncertainty about outcomes, formal and informal rules in a particular environment. 

The concept of transaction costs is linked with bounded rationality (see above). Notion of perfect rationality 

would assume that transaction costs are zero while bounded rationality implies that transaction costs are 

always higher than zero.
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2. Internet Voting in Estonia  

Internet voting is the most well-known initiative to engage public in democratic pro-

cess in Estonia. As Estonia is the only country in the world where citizens have voted 

online in the municipal, national and European elections, then the internet voting in 

Estonia has received a considerable scholarly attention [9,10]. Particularly, the 2007 

parliamentary elections have been scrutinized from various angles. This section offers 

an overview of last seven elections, highlights key elements of voting process and dis-

cusses the main characteristics of internet voting in Estonia.  

The possibility to vote online was first used in October 2005 when almost two per-

cent of all voters, which translates into one percent of the electorate, used this oppor-

tunity in the municipal elections (Table 1). This experiment was followed the parlia-

mentary elections in April 2007 where about 5 percent of casted votes were submitted 

online. In June 2009, the European Parliament Elections were held where close to 15 

percent of votes were submitted online. In the last municipal elections in October 2009 

almost 16 percent of the votes were casted online. The parliamentary elections of 2011 

achieved a new record where over 24 percent of votes were submitted online. The mu-

nicipal elections of 2013 saw somewhat lower turnout of internet voters – slightly over 

21 percent. However, the latter should be compared with the municipal elections where 

obviously it is the best turnout of internet voters as well as offline voters among the last 

three municipal elections. In the European Parliament elections of May 2014 over 31 

percent of votes were submitted online – although the overall turnout was lowest at 

36.5 percent of last seven elections.  

The core idea behind the Estonian internet voting system is that the provision of 

these online channels for voting removes another barrier by making voting more “con-

venient” [9]. Proponents of remote electronic voting in Estonia, however, often extend 

their argument beyond convenience and insist that this type of voting will increase 

turnout in elections. Electronic voting will reduce transaction costs and enhance effi-

ciency in the voting process. Citizens find it easier to cast their vote and they face low-

er costs of voting. Of course, benefits of electronic voting such as reduced transaction 

costs are only one side of the coin. On the other side, the electronic voting has also 

costs – e.g. reduced civic engagement, privacy and security concerns. Indeed, these 

costs are not just technical or emerge from a particular civic republican and/or commu-

nitarian theoretical perspective. In order to comprehend costs and benefits of internet 

voting, the the next parts describe the internet voting process. 

Table 1. Turnout and Internet Voting in the Estonian Elections (2005–2014)

Type of elections Date E-votes  

(% of all votes)

Turnout (%) E-voting turnout  

(% of all eligible voters) 

Municipal elections October 2005 1.8 47.4 0.9 

Parliamentary elections April 2007 5.4 62  3.4 

European Parliament June 2009 14.7 43.9 6.5 

Municipal elections October 2009 15.7 60.6 9.5 

Parliamentary elections March 2011 24.3 63.5 15.4 

Municipal elections October 2013 21.2 58 12.3 

European Parliament May 2014 31.3 36.5 11.4 

Source: Composed by the author on the basis of data from the Estonian Electoral Commission [11] 
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2.1. The Estonian ID-Card 

Starting with the consideration of instrumental facts, internet voting reduces some 

transaction costs for voting while it increases some others. From a purely practical 

point of view, voters do not simply need access to the computer but the use of national 

ID-card is required as well. The use of ID-card requires a purchase of ID-card reader. 

Cheaper versions of the reader can be purchased for slightly less than $10 dollars. 

More expensive versions can cost $40–50 dollars. The ID-card itself costs slightly 

more than $20 dollars. Certainly, the ID card is not only necessary for online voting but 

can be used of a variety of online services provided by public and private sectors. In 

addition, the ID-card can be used as a regular identification document within Estonia 

and it serves as a substitute for passport for traveling within the 27- countries of the 

European Union.  

One reason why the government introduced ID-cards in 2002 was to provide a 

more secure and sophisticated substitute for online identification method provided by 

the Internet banking, where cards with numerical codes were used. Even though gov-

ernment has issued half million ID-cards by March 2005, the new identification meth-

od did not gain immediately considerable following in the online environments [12]. 

People used these cards primarily off-line. The bank-issued cards have been used in 

parallel and before the ID-card as an identification method for government provided 

online services. In recent years banks have actively supported the use of ID cards in 

Internet banking by lowering the amount of daily transactions that can be made by old-

er Internet bank identification methods and also charging smaller fees for transactions 

made with the ID-cards.  

However, these are more recent developments which build on the initial success of 

identification method used by the banking sector, which became an influential IT inno-

vator by introducing internet banking in 1996 [13]. The quality, security and simplicity 

of its service attracted the majority of internet users as its customers. Already in 2002, 

57 percent of Estonian internet users used internet banking. This service classified as 

the third most important reason for internet use, behind communicating via email (76 

percent) and using search engines (62 percent) [13]. Many state agencies started to use 

the identification verification system used in internet banking, thereby enabling gov-

ernment services to work online. Since 2000 Estonians have been able to file their tax-

es online, using the identification system offered by electronic banking services. The 

study on use of government online services conducted in 2002 already indicated then 

that the 48 percent of Estonian internet users pay for e-government services through the 

internet banking [14]. Other ways of using e-government services were less exploited 

by the people.  

Since most people use banking services often, then it has created habit to make 

transactions online which has made adoption of ID-card and internet voting easier. It 

has been rational for the banks to cooperate with government because it allows reaping 

benefits from the Internet as a network good. Essentially, banks such as Hansapank (it 

was renamed Swedbank in 2008) became hubs in the network. Clients are able to ac-

cess services of government agencies as well as other services provided by private sec-

tor with a few mouse clicks while being logged onto the online banking environment. 

Citizens accessing government agencies are directed to the websites of banks if it was 

necessary to identify his or her identity. It was rational for government agencies to rely 

on this solution and cooperation because it was efficient, secure, simple and kept costs 

minimal. Both Internet-banking based solutions as well as new ID-card avoided the 
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necessity to created different identification systems for private and public sector organ-

izations. Most importantly, banks have considerable power to influence behavior 

through price discrimination, then banks have really been key drivers of the ID-card 

adoption process. 

This context allows understanding the role of ID-card in the elections. Naturally, it 

follows that one of the main reasons for low participation in online voting in the mu-

nicipal elections of fall 2005 is simply the fact that the online use of ID card was not 

widely spread. Many people did not use ID-card for online transactions because they 

used old identification techniques. As the Table 2 shows, 61 percent of all internet vot-

ers were first online ID card users in the 2005 elections. In the 2007 elections the first 

time online users of ID-card users made up 39 percent. Overall, only 25 000 ID card-

owners used their cards online in 2006. In 2009 the number of online users of ID-card 

had increased ten-fold to about 250 000 [15]. Subsequently, the percentage of first time 

online ID-card users in the European elections dropped to 19 and in the municipal elec-

tions to 18.5.  

Similarly, voters were able to use mobile ID instead of ID card in the last two elec-

tions. The data shows that in 2011 election only 1.9 percent of internet voters used mo-

bile ID while in 2013 the percentage had increased to 8.6 and in 2014 to 11 percent. 

The mobile ID does not imply that people can vote on any mobile phone. Rather it is 

mobile phone based identification method alternative to ID card, which allows to sub-

mit votes and conduct transactions in online environments. In sum, the role of ID card 

and mobile ID demonstrate that internet voting is a typical adoption process as de-

scribed by Rogers [15], where early adopters proved ID card as well as mobile ID a 

reliable way to submit votes and conduct transactions online. As a result increasingly 

higher percentage of voters have started to rely on these methods. 

Coming back to costs and benefits, it is obvious that the adoption of ID-card and 

its reader did represent significant costs in the early voting experiments in 2005 and 

2007. However, it does not represent significant costs for the considerable proportion 

of voters anymore as they have adopted this technology already as consumers. But the 

cost of ID-card and its reader represent only the surface of the iceberg. Any analysis of 

costs has to go beyond it and consider entire internet voting process. 

2.2. Internet Voting Process 

The voting procedure is relatively simple and less complicated than conducting trans-

actions with government in some other online environments such as the business regis-

Table 2. Characteristics of Internet Voting in the Estonian Elections (2005–2014) 

Type of elections E-voters outside of 

Estonia 

(% of all e-voters/ 

number of countries)

Length of 

e-voting 

(days) 

E-votes as 

share of all 

pre-election 

day votes (%)

Mobile ID users 

(% of all e-voters) 

First time 

online  

ID-card users 

(%) 

Municipal 2005 N/A 3 7.2 N/A 61 

Parliamentary 2007 2/51 3 17.6 N/A 39 

Euro. Parliament 2009 3/66 7 45.4 N/A 19 

Municipal 2009 2.8/66 7 44 N/A 18.5 

Parliamentary 2011 3.9/105 7 56.4 1.9 N/A 

Municipal 2013 4.2/105 7 50.5 8.6 N/A 

Euro. Parliament 2014 3.7/98 7 59.2 11.0 N/A 

Source: Composed by the author on the basis of data from the Estonian Electoral Commission [11] 
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ter. The voter starts by inserting the ID-card into card reader and opening the webpage 

for voting (www.valmised.ee). Then the voter verifies his/her identity using the first 

four-digit personal identification number (PIN1) of ID-card. This number is given to 

voter when the card is issued together with PIN 2 and PUK code. Both PIN codes are 

used also for all other online transactions with the ID card that require digital signature. 

After entering the first PIN number the server checks whether the voter is eligible by 

using the data from the population register.  

Once the eligibility is verified, the voter is shown the candidate list of the appro-

priate electoral district and can click on her/his choice which is encrypted. This deci-

sion has to be confirmed by inserting digital signature in the form of second five-digit 

PIN code (PIN 2). The submission of the vote concludes the process for individual vot-

er. If the voter changes its mind, then there is a possibility of electronic re-vote: e-

voters can cast their votes again electronically and in that case, their previous votes will 

be deleted. As far as privacy and security are concerned, then at the vote count, the 

voter’s digital signature is removed. The members of the National Electoral Committee 

can together open the anonymous e-votes and count them. 

Certainly, voters may experience difficulties in this otherwise straightforward pro-

cess. Voters have different levels of sophistication in using internet, they have different 

computer skill levels, their computers may be configured differently and they may use 

software that is not always compatible with the ID-card reader. The practice in Estonia 

has shown that cheaper ID-card readers may be sometimes quite unreliable and not 

work properly with some browsers (such as Firefox and Google Chrome). Hence, the 

technology may create additional barrier for voting for some individuals rather than to 

move the barriers. It creates uncertainty as this way of voting may not always be relia-

ble.  

One way of tackling these challenges is to vote early and not to leave it for the last 

minute. While most people go to polls on Sundays, internet voting is spread over seven 

days (it used to be three days in 2005 and 2007). Hence, internet voters can cast their 

vote already six days before the elections. If any technical difficulties occur, there is 

sufficient time to solve these problems or vote in the traditional way at the ballot box. 

Table 2 shows that in the first two elections the share of internet votes as a percentage 

of all pre-election day votes ranged between 7 and 18 percent. At the same time, in the 

last five elections it ranged between 44 and 59 percent. The 7-day internet voting peri-

od has it made easier for voters to submit their votes and half of the voter prefer to do it 

early rather than on the last day. This is one way for tackling potential uncertainty 

which technology may sometimes cause. It also reduces the symbolic importance of 

election day and makes voting as a result more transactional.  

Table 2 shows also that the percentage of internet votes is miniscule in comparison 

with votes submitted in Estonia. In 2013 only 4.2 percent of internet votes were sub-

mitted abroad which implies that less than six thousand people voted abroad. At the 

same time there are tens of thousands Estonians living in Finland, not to mention other 

countries. Municipal election may be a local affair which does not interest Estonians 

living abroad but the European Parliament elections and parliamentary elections inter-

est them even less as only 2–4 percent of internet votes have been submitted outside of 

Estonia. Even though, number of countries from where Estonians submit their voters 

has increased from 51 in 2007 to 105 in 2013, internet voting is still a domestic matter 

as 96–98 percent of votes are submitted by residents of Estonia.  

This fact alone brings attention back to the importance of context for explaining 

rationality of internet voting. It seems that this method of voting would serve best the 
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Estonians outside Estonia and would allow increasing turnout by making voting for 

them possible. However, the expat community has not been eager to pick up internet 

voting and it really gathers primarily for domestic audience who could without major 

difficulties vote also in the traditional voting booth. Particularly so by considering that 

a considerable amount of internet voters are urban and the distance to voting booths is 

smaller in urban locations than in the countryside. The votes of residents of two largest 

cities – Tallinn and Tartu – have amounted to 40–50 percent of all internet votes in the 

last six elections.  

2.3. The Distributional Impact of Internet Voting 

The qualities of ID-card reader, computer hardware and software by as well as skill-

level in using these technologies are important factors whether internet voting makes 

voting more easier to citizens or not. The role of resources and knowledge, of course, 

raise the issue of digital divide
5

 and its effects on internet voting in Estonia [10]. The 

segments of society with a lower income, and insufficient computer skills are less like-

ly to cast their votes online than wealthier and better educated citizens. 

One way to measure the impact of digital divide is too look at age structure of in-

ternet voters. 18–34 year olds made up 43 percent of all internet voters in 2005 and 44 

percent in 2007. After that their share has been dropping and reached 36 percent in 

2011. At the same time the share of over 55 year old voters was 15 percent in 2005 but 

has increased to 21 percent in 2011. The share of internet voters between 35 and 54 has 

stayed more and less constant in all six elections with slightly more than 40 percent. 

This does not indicate a significant divide considering that young are always eager to 

adopt new technologies while older generations tend take a more conservative view. 

The dynamics show that the older generation is actually following the young in the 

adoption process.  

The data on distributional impact of internet voting on different sexes is showing 

the same pattern. In 2005, 54 percent of internet voters were male and 46 percent were 

female. Their roles had been reversed by 2011 as 54 percent of internet voters were 

female and 46 percent were male.  

By attempting to see the impact of internet voting on educational and economic 

criteria the distribution of votes between cities and rural areas can be used as a proxy. 

More than half of the votes were submitted in capital city of Tallinn and its surround-

ing Harju county in 2013, where the GDP per capita is highest in Estonia and people 

have the best education. However, if one considers that 60 per cent of Estonian GDP is 

generated in this region, then the distribution of votes does not seem distortive. If the 

second largest city Tartu and its surrounding county are added to the picture, then over 

60 percent of internet votes were submitted in the two largest metropolitan areas. At 

the same time, voters in quite urbanized and industrialized county Ida-Virumaa in the 

north-east Estonia counted only four percent of internet votes in 2013. As non-citizen 

residents can vote in the municipal elections, then this low turnout cannot be explained 

by ineligibility. Rather, the internet voting has not been adopted among Russian speak-

ing population to the extent it has spread among Estonian speakers.  

                                                           

5

 Digital divide is situation where certain social groups have resources, skills and knowledge for utilization 

of information and communication technologies while other social groups lack these necessary preconditions 

for internet use. Digital divide may exit between countries and regions as well as within regions, countries, 

cities, towns and villages (for instance, see Norris 2001).  
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One way to analyze the distributional impact is to consider the influence of inter-

net voting on political parties. Parties representing less fortunate segments of popula-

tion are skeptical about the internet voting, while center-right parties were the main 

champions of the internet voting initiatives. However, Alvarez et al argue that the re-

sults of Estonian internet voting have not introduced socio-economic and political bias 

when controlling for other variables [9]. Nevertheless, their own data about the 2007 

elections shows that only 9.1 percent of internet voters voted for the Center Party, 

which received 26.1 percent of overall votes. The Center Party is a populist, left of 

center political party, which represents older, more Russian-speaking and economically 

challenged segments of Estonian population than other main parties. Naturally, it might 

be that the supporters of this party have lower levels of computer skills and this is the 

reason for lower share of internet votes. Nevertheless, seeing skills as more important 

explanatory variable than socio-economic status is just a restatement of the argument. 

It is clear that there is an uneven distribution of internet along the party lines (Ta-

ble 3). For instance, Reform Party received 35 percent of internet votes while its total 

score was 28 percent of votes in 2007. Similarly, the IRL received 27 percent of inter-

net votes in comparison with 18 percent of total votes. In other words, two main center-

right parties received a total of 63 percent of internet votes, while their share of total 

votes was 46 percent. Both of these parties were actively pushing for the implementa-

tion of remote electronic voting and the results show clearly they have benefited more 

than other main parties. Similar pattern has been persistent also in all other elections 

between 2005 and 2014. 

2.4. Turnout and Internet Voting 

The previous discussion showed that the electorate of center-right parties used more 

internet voting than center-left parties. However, the crucial question is whether these 

gains came by increasing turnout or simply substituting internet voting for ballot-box. 

Alvarez et al argue on the basis of data from the 2007 parliamentary elections that 

online voting mobilized “more casual voters” [9]. They found that 11 per cent of online 

voters probably would not have or for sure would not have voted without this option. 

Similarly, Vassil found that 14 percent of internet voters would not have voted in the 

                                                           

6

 The IRL was two separate parties in 2005. Isamaliit (IL) got 18 percent of votes and Res Publica (RP) 10 

percent of votes. In the next elections both parties had jooned forces and were running as one party – Isamaa 

ja Res Publica Liit (IRL).  

7

 Independent candidate Indrek Tarand received 32 percent of all internet votes. More than any political 

party in these elections.  

8

 Independent candidate Indrek Tarand received 16 percent of all internet votes.  

Table 3. Distribution of internet votes among political parties in the Estonian Elections (2005–2014) 

Type of elections/Party Reform  

(% of all e-votes) 

IRL  

(% of all e-votes)

Center Social  

democrats 

Greens 

Municipal 2005 33 18 + 10
6

 9 10 N/A 

Parliamentary 2007 35 27 9 13 11 

Euro. Parliament 2009
7

 20 17 11 10 3 

Municipal 2009 25 23 15 11 2 

Parliamentary 2011 37 25 10 18 4 

Municipal 2013 22 26 9 15 N/A 

Euro. Parliament 2014
8

 32 19 6 15 N/A 

Source: Composed by the author on the basis of data from the Estonian Electoral Commission [11] 
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2007 parliamentary elections by other ways than internet [17]. Both of these studies 

relied on survey data which is of limited nature and cannot properly estimate substitu-

tion effects. In a methodologically more sophisticated approach Bochsler estimated  

the magnitude of substitution effect and found that the internet voting in 2007 elections 

did not lead to increased turnout, but attracted the same social groups who usually 

vote [10].  

This outcome is consistent with the conceptual discussion provided in the theoreti-

cal framework, which holds that internet voting does not necessarily increase participa-

tion in the elections. In democracies, adult citizens can vote but large minorities or 

even majorities choose not to exercise this right even if the transaction costs are low. 

Similarly, internet voting may decrease transaction costs but does not necessarily in-

crease participation. In many cases, it may simply serve as a substitute for citizens al-

ready actively engaged in political participation.  

Nevertheless, the last results of municipal elections were correlated with increased 

participation. The turnout is unusually high for a municipal election, which seems to 

suggest that e-voting might have contributed for the increased participation. However, 

online voters made up almost 15 percent of voters also in the European Parliament 

elections, where the turnout was close to 44 percent. Of course, there are other factors 

at play such as economic issues and dissatisfaction with particular municipal govern-

ments in explaining the high turnout. Most importantly, the elections results are 

overdetermined and correlations do not imply causation. The data also suggests that 

older people and more women are using online voting option, which reveals that this 

method of voting is becoming more widespread and ordinary voters may simply use it 

as a substitute for offline options.  

3. Conclusion 

This descriptive analysis suggests that the internet voting is broadly consistent with the 

arguments presented by the rational choice school of thought. The internet voting has 

decreased transaction costs for those who for whatever reasons plan to vote anyway. 

The rationality can be explained on the basis of the specific context of Estonia rather 

than on the basis of universal rationality. This limits the lessons to be drawn to other 

countries from the Estonian experience.  

Constantly increasing number of Estonians has used opportunities to vote online in 

the last six elections. The key element in encouraging the internet voting has been 

adoption of government issued ID cards by increasingly greater segments of Estonian 

society. As the ID card can be used in multiple offline and online environment, its 

widespread use in using both online services provided by public and private sectors has 

contributed to the internet voting turnout. Internet voting is primarily used by residents 

of Estonia, not by expats and institutional changes to increase voting period from three 

to seven days have encouraged adoption of internet voting.  

The internet voting has a distributional impact on political parties as the center-

right parties have higher share of internet votes than center-left parties. However, there 

is no strong evidence that internet voting has increased turnout and hence, it cannot be 

argued that it has reallocated votes among different parties. Even if internet voting may 

be reducing quality of democracy in Estonia by making voting purely transactional and 

benefited some groups more than others, it has not decreased the turnout in the elec-
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tions. Most importantly, it has made voting more convenient for constantly increasing 

number of voters.  
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Abstract. This paper concerns the construction of the individuals to whom public 

e-services are aimed, and who are expected to participate in demands driven de-

velopment of public sector. The argument is that these individuals are differently 

positioned in relation to and have different prerequisites to participate in demands 

driven development processes, and that this has to be taken into account by practi-

tioners who are working demands driven development of public sector. The aim of 

the paper is thus to address the need to acknowledge differences in individual us-

ers’ possibilities to participate in the development of public sector through opening 

up and critically analyze categories indicating participants – e.g. ‘users’, ‘citizens’ 

or ‘practitioners’. This is done through a discourse theoretical analysis of a text; 

the Swedish Guidelines for Demands Driven Development. The analysis of the 

text shows that the dominant category signifying a participatory subject is ‘target 

group(s)’, which is articulated according to four different themes. However, none 

of these themes articulates an unpacking of the category ‘target group(s)’, and the 

term is instead used to signify everyone as if these were alike and had the same 

prerequisites and possibilities to participate in demands driven development pro-

cesses – in discourse theoretical terms ‘target group(s) works as an empty signifier. 

In this way differences between the individuals who are included in the category 

are hidden, and practitioners are left with no guidelines for how to deal with these. 

Keywords. Participatory subject, demands driven development, public e-services, 

discourse analysis, empty signifier 

Introduction 

The concept of a participatory subject has reached an almost indisputable position in 

the design of information systems, and it is often claimed that the involvement of users 

is critical to the success of a system. Already in 1984 Ives and Olson [1] made a litera-

ture review touching upon user involvement and indicators of system success, and 

since then many others have followed [2–4]. As a result, a lot of effort has been invest-

ed in order to enhance the understanding of the participation of system users in infor-

mation systems development processes. However, fewer texts have been devoted to 

address the construct of a participatory subject in itself; its different origins, transla-

tions, dimensions and implications, and the participating subject in the development of 

public e-services is no exception. The argument that will be put forth in the paper is 

that the individuals constituting participatory subjects are differently positioned in rela-
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tion to and have different prerequisites to participate in demands driven development 

processes, and that this has to be taken into account by the practitioners who are im-

plementing demands driven development of public sector. The paper aims at contrib-

uting to the field of demands driven development in public sector through providing a 

more nuanced discussion about the imagined participatory subject and its prerequisite 

to participate in the development of public sector. 

In public sector there is currently a movement towards more cooperation with the 

citizens and businesses, primarily with regards to the development of public e-services 

[e.g. 5,6]. The expected benefit of a closer cooperation with citizens and businesses is 

to make public sector more efficient and to minimize costs. Related to this is also a fear 

that these actors do not use the e-services enough; “the majority of EU citizens are re-

luctant to use them [the public e-services]” [6]. Thus, there is a fear that the expected 

savings will not be realized and it is supposed, that if the citizens are somehow in-

volved in the development of these services, they will also be more inclined to use 

them. The importance of a user presence is repeated over and over again in different 

shapes: involvement, empowerment, collaboration, flexible and personalized, user sat-

isfaction etc. [6].  

In information systems and related disciplines the concept of ‘users’ is generally 

used as a concept covering a range of participating subjects in a variety of contexts. 

This suggests that situated in and related to different contexts there are a vast number 

of articulations or constructions of participatory subjects, in terms of for instance ‘us-

ers’, or some other term indicating participatory subjects, e.g. practitioners [7], citizens 

or businesses. Hence, even though a single term is used, this term might include a mul-

titude of heterogeneous participants who are differently positioned in relation to the 

information system at hand. Hence we argue that categories such as ‘users’ – are ‘done’ 

or constructed differently in different contextual settings. The construction of users – 

and hence participation – is done in several different ways, for instance in how some 

users and not others are invited into system development projects [8,9], in how users 

are invited into system development projects in early development phases and thus 

granted more influence, or later when most of the important decisions have already 

been made [10,11], or in how users are grouped into more or less large and representa-

tive groups [12]. The construction of users is also done in various texts such as policy 

documents and guidelines in which ‘users’, ‘citizens’ or some other category indicating 

participants are articulated in relation to specific expectations, values or activities.  

However, if we are serious with demands driven development categories which in-

dicate heterogeneous groups of actors, such as ‘users’, practitioners, citizens and busi-

nesses needs to be opened up and expanded in order to disclose the actors that are im-

plicitly and explicitly included in these groups. Only then can we begin to discuss 

which individuals who are central in a specific design process, and make sure that some 

individuals are not left out. Furthermore the individuals that are included in such cate-

gories are differently situated in relation to the information system at hand, and have 

different prerequisites and possibilities to act and participate in the development of this. 

These differences might be described in terms of traditional sociological stratifications 

such as class, gender, age, ethnicity and so forth, but they might also be discussed in 

the form of those who have or do not have knowledge or access to technical language 

[13], or have enough time depending on family situation, work, gender etcetera. This 

problem is related to issues of representation and the possibility to accurately represent 

groups of individuals [12], but also to issues of access to information technologies [14], 

something which is however not within the scope of this paper. It is important that 
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there is an awareness about these issues among the politicians and practitioners dealing 

with the development of public e-services, and that there are methods for taking these 

issues into consideration. This is foremost a question of the expectations and handling 

of individual citizens and their participation; the situation with the participation of 

businesses is somewhat different since this is done within an organizational setting.  

The paper aims to address the need to acknowledge differences in individual users’ 

possibilities to participate in the development of public sector through opening up and 

critically analyze categories indicating participants – e.g. ‘users’, ‘citizens’ or ‘practi-

tioners’. This will be done through a discourse analysis of a specific text, in this case 

the Swedish Guidelines for Demands Driven Development [15]. Our point of departure 

is that participation and hence ‘users’ or participants are constructed in a variety of 

contextual settings, and our choice to analyze this particular text is motivated by the 

fact that in Sweden this is the main document that aims to provide practitioners in pub-

lic sector with practical guidelines for how to involve and cooperate with citizens and 

businesses in the development of public sector. Hence this particular text constitutes a 

central Swedish example of a text in which the construction of participatory subjects is 

done, but it is not considered representative of the construction of participatory subjects 

in more general terms.  

The paper is structured as follows; first, the theoretical points of departure are pre-

sented, constituted foremost by a discussion of the various prerequisites of individuals 

to participate in the development of public sector, and discourse theory which will be 

our analytical methodology. Second, the text (The Swedish Guidelines for Demands 

Driven Development) is presented shortly and the methodological procedure is given 

account for. Third the text is analyzed and discussed and finally, overall conclusions 

are made and impacts for practitioners in demands driven development of public sector 

are put forward.  

1. Theoretical Points of Departure 

The paper is based on a constructivist point of departure, and written in a critical tradi-

tion, which here means a focus on making visible and problematizing that which is 

taken for granted, especially in the form of knowledge practices such as the creation 

and reproduction of knowledge, truths and hegemonic discourses, and the consequenc-

es of these for various actors [16,17]. What is taken for granted and hence what could 

be understood as possible alternatives is different in different contexts, but here we are 

interested in critically exploring the idea of a participating subject, articulated through 

concepts such as ‘users’. 

Participatory subjects may have different prerequisites to participate in demands 

driven development, and there are many aspects of this issue. One predicament relates 

to practices of defining concepts and categories and the boundaries between these, 

something which is central in social life. Such practices are also central in disciplines 

such as sociology and information systems – in sociology in terms of categorizations of 

gender, age and class, and in information systems for instance in terms of the catego-

ries that are built into information systems [18,19]. However, the categorization of in-

dividuals are often problematic for several reasons, for instance when categories are 

based on limited knowledge and prejudice, this might lead to overly simplified and 

general categories, categories that the included individuals do not identify with and 

which thus fail to accurately represent these individuals, or categories which leave out 
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central actors, who thus become marginalized and made invisible [12,18,20,21]. This is 

related to the acknowledgement and inclusion of minorities. A related problem is the 

fact that any category is heterogeneous and multifaceted, and thus it is hard to talk 

about for instance ‘women’ or ‘immigrants’ as though these categories were consistent, 

and the individuals included in the category were homogeneous [12,20,21]. In the con-

text of demands driven development also other aspects of individuals’ different prereq-

uisites for practicing participation are relevant. For instance in Participatory Design and 

information systems more generally it has for a long time been discussed how ‘users’ 

often do not have the same technical knowledge as ‘designers’, and thus might find it 

hard to formulate demands on a system under development [13,22]. In this case it is the 

question of a lack of technical know-how and language which makes it hard to partici-

pate and formulate demands in a specific design situation. In terms of knowledge about 

the Swedish social system this might also be a problem for some individuals to know 

and understand which of their demands that the public sector is obliged to meet. Fur-

thermore individuals might hold different positions in terms of demanding fulfilment of 

their needs. 

It is important to underscore that practices of defining categories are power related 

practices in which some actor(s) define other actor(s) as included in or excluded from 

categories [e.g. 20,21]. Categories often have concrete and sometimes severe conse-

quences for those who are categorized, for instance when a homosexual refugee is not 

granted refugee status, but is instead sent back to a home country in which s/he will be 

persecuted as a sexual deviant. Categories are constructed and emerge and become 

meaningful in a specific situated social order – and some categories become taken for 

granted as truths and are viewed as self-evident rather than as constructed. These cate-

gories are repeatedly reproduced by various actors – and hence become more stable 

than others – even when they are problematic for those who are included therein, for 

instance the category ‘parents’, which includes a multiplicity of differently situated and 

heterogeneous individuals.  

One way of critically analyzing what is taken for granted is through the use of dis-

course analysis, in which the point of departure is that dominant or marginalized dis-

courses play a central role in the reproduction of the existing social orders, at the same 

time as they constitute an arena for the change of these. There are several ways of 

working with the concept of discourses [e.g. 23,24], and here we have chosen to work 

with discourse theory [24–26]. A general definition of discourses is that “a discourse is 

a specific way of speaking about and understanding the world (or a part of the world)” 

[24]. Hence discourse can be understood as a number of rules and taken for true condi-

tions that act as rules and procedures that in some sense control human action, in terms 

of what is considered as true and what is considered as correct and doable in a specific 

context. With this definition a discourse is always part of a specific situated context, 

including social practices, and cannot be reduced to textual or linguistic practices. By 

including social practices the perspective is broadened and includes also the relations 

between language manifestations and the conditions and practices which enable these 

manifestations. Inherent in such an approach to discourse are different relations of 

power.  

For the kind of reading we are interested in here we find several of the central con-

cepts in discourse theory useful [24]. In accordance with Laclau and Mouffe [25,26] a 

discourse is a system of meanings in a specific domain [24]. A discourse can be under-

stood as social life, and is not translatable as language practices such as speech or writ-

ing only, but includes all systems of signification [26]. This system of meanings is not 
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set once and for all, but is always moving, whereby the meaning of signs – or words, 

concepts, categories – are shifting. In this way, social phenomena are never set or 

closed, but instead meaning can never be finally permanent, something which opens up 

for social struggles over definitions of society and identity. Outside of a specific dis-

course there is “the discursive field” [25: 111], which is a reservoir of meanings which 

signs had or has in other discourses, but which are ignored in the specific discourse in 

order not to create disorder [24]. Within a specific discourse there are central, or privi-

leged, signifiers (concepts or words) around which other signifiers are ordered and 

from which they gain meaning, for instance “the body” is central in medical discourse, 

and democracy in political discourse. These privileged signifiers are called nodal 

points. Furthermore, moments are signifiers within each discourse which are relatively 

stabilized, or closed, whereas elements are the signifiers which are not yet defined. 

However, moments are never completely defined or closed; there is always some insta-

bility; “the transition from ‘element’ to ‘moment’ is never completely finished” [25: 

110]. Depending on position and influence different actors have different possibilities 

to reproduce and change existing discourses through acts of confirmation or change of 

the meanings of moments and nodal points. When several meanings hand are coupled 

with the same signifier without taking into consideration their possible intermediate 

complexity and the complexity seems to disappear inside the signifier the signifier is 

called an empty signifier [26]. Laclau [26: 106] (ibid.: 106) writes that an empty signi-

fier “signifies a totality which is literally impossible. Seen from another angle, this is a 

hegemonic operation … [in which] a certain particularity transforms its own body in 

the representation of an incommensurable totality”. An empty signifier is a term repre-

senting an assortment of differentiated particularities, which are not united by any 

common feature, but which are rather united only through the act naming, and hence 

creating a category. 

With the help of the concepts nodal point, and empty signifier we will analyze the 

Swedish Guidelines for demands driven development [15], with a focus on articula-

tions of central categories signifying participatory subjects in this specific text.  

2. Empirical Case and Research Methodology 

The policy document which constituted the empirical material for the analysis was the 

Swedish Guidelines for Demands Driven Development [15], a 69 pages long document 

working as the primary guidelines for practitioners in Swedish public sector organiza-

tions. The guidelines are published by the Swedish delegacy for electronic government 

(the E-Delegacy), and written by a working committee within the E-Delegacy. The text 

is divided into five main chapters, plus references and research, and an attachment 

about methods for how to explore the demands of target groups. The sections are: 

1. About the guidelines (including for instance objective, goal, delimitations, explana-

tions of terms, about the writers), 2. What is demands driven development? (including 

for instance demands as part of the development process, and basic principles for de-

mands driven development), 3. Why is there a need for demands driven development?, 

4. How is it done? (including how to get started, challenges and how to handle these, 

and a checklist for how to handle challenges), and 5. Examples. Our analysis includes 

the first four chapters, and covers pages one to forty two.  
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With the point of departure of the aim of the paper – to address the need to 

acknowledge differences in individual users’ possibilities to participate in the devel-

opment of public sector through opening up and critically analyze categories indicating 

participants – our guiding questions for the analysis were:  

1. What kind of categories indicating participatory subjects emerge in the text 

and how are these articulated in relation to other elements? 

2. How are these categories articulated in order to make visible differences be-

tween the individuals included in the categories, and methods for dealing with 

these? 

The reading and analysis of this document took place in several steps. As a first 

step (question 1) we made a rather generous definition of participatory subject and in-

dividually searched for instances of these in the first 42 pages of the text, and marked 

each instance of a possible subject. After that we went through the text together, and 

discussed whether to include or exclude a specific instance. When discussing our initial 

reading, it soon became clear that it was not at all self-evident what a participating sub-

ject could be. However, the concept ‘target group(s)’ emerged as the most dominant 

one and appeared as a privileged signifier, or a nodal point. We then made a second 

individual reading, searching for how the term ‘target group(s)’ was used in the text; if 

and how it was combined with other terms, and in what context it appeared. In doing 

this we marked the whole sentences in which the term target group(s) was used, some-

thing which resulted in themes of articulations. More specifically we searched for how 

‘target group(s)’ was related to actions, practices and contexts. Finally (question 2) we 

searched for articulations of differences and nuances of the nodal point within these 

themes. 

3. Analysis 

In the analysis we will first present the analysis of the text in terms of how in the text 

there are articulations of a participating subject in relation to demands driven develop-

ment of public sector. Second, we identify themes of articulations, and third we focus 

on how differences in the articulations of participatory subjects.  

3.1. Articulations of a Participatory Subject 

The actor in focus and hence privileged signifier (i.e. participatory subject) in the 

guidelines for demands driven development seemed to be the term ‘target group(s)’(in 

some form or other; the target group(s), target group(s)). Our first analytical question 

was: What kind of categories indicating participatory subjects emerge in the text and 

how are these articulated in relation to other elements? Starting out from this we 

searched for how this nodal point was articulated, first by the obvious search for defini-

tions. One of these definitions showed how in the text ‘target group’ was articulated as 

“a defined group which is interesting as recipients or dialogue part” (p. 8). It was also 

stated that “Public agencies, municipalities and county councils have different names 

for the persons, groups or organizations that they exist for or address. It can be the gen-

eral public, inhabitants, citizens, users, customers, clients, other organizations, target 

groups and so forth” (p. 8). Second, we searched for articulations in the form of contex-

tual themes, i.e. how this nodal point was related to other elements in the text such as 
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actions, practices and contexts. When analysing the sentences including the term target 

group(s), several themes for how the term was used could be discerned. 

One theme (A) was about identifying, catching, mapping, finding out, put in focus, 

know about demands of the ‘target group(s)’. This theme was the most common, and 

examples are the following quotes: 

• “find out the demands of the target groups … have knowledge about the target 

group … catch, understand and in development integrate the demands of a 

target group” (p. 5) 

• “put the target group in focus … meet the demands that target groups’ experi-

ence” (p. 7) 

• “knowledge about the target group’s behaviour … the mapping of the target 

groups’ demands” (p. 10) 

• “having competence and knowledge of the target group … remind about the 

target group’s perspective” (p. 19) 

• “catch the demands of an identified target group” (p. 22) 

• “identification of target group … reach the target group” (p. 39) 

Another theme (B) concerned the cooperation with the target group(s), and here it 

was about involving the target group(s), being in contact with the target group(s), 

communicate with them and so forth: 

• “involve the target group continuously … recurring contacts with the target 

group … simplify target groups’ everyday lives … meaning that the target 

group will be involved and become active” (p. 11) 

• “let the target groups become more involved … which demands the target 

group has … the target groups are relatively passive … the target group is ac-

tive and participating” (p. 12) 

• “cooperate with the target group” (p. 21) 

•  “involve the target group in the development” (p. 40) 

A third theme (C) concerned the fulfilment of the demands of the target group, and 

how services might create benefit for target groups and public sector organizations. 

Examples are the following quotes: 

• “produce services that fulfil target groups’ demands” (p. 4) 

• “the demands of the organization/organizations as well as the target group” 

(p. 17) 

•  “if the target group does not use the service” (p. 22) 

• “which problems a specific target group has … when the target group or the 

agency benefits from a service” (p. 40) 

The final theme (D) concerned how to handle the target group in terms of their size 

and composition. This theme was the only one that in some sense touched upon the 

problem of how to deal with the fact that the ‘target group(s)’ is in no way homogene-

ous, and this was done through a focus on how to find representatives for the target 

group(s): 

• “having too large target groups … try instead to segment the target groups” 

(p. 16) 
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• “A difficult question is how to find users who are representative for a target 

group, and whose demands and wishes covers the demands of the entire target 

group” (p. 20) 

• “the composition of the target group” (p. 25) 

To find, to focus on, to map, to catch, and to identify are articulations that are 

formed around the notion that ‘target group(s)’ as a category in a self-evident way exist 

‘out there’ and is possible to identify, communicate and cooperate with. These articula-

tions indicate a belief that there are already predefined groups constituted by represen-

tative individuals that can be communicated with. Creating benefits, deliver in line with 

demands, and fulfil demands are also articulations circling around the idea that it is 

possible to interact with an existing target group. These themes seem to naturalize the 

idea of the ‘target group(s)’ since neither of them question the idea of an existing, or 

easy to ‘find’, target group. The fourth one however differ to some extent since it in 

some sense opens up and questions the taken for grantedness of the category, in terms 

of size, composition, and representativity of the included individuals.  

3.2. The Target Group as an Empty Signifier 

The second analytical question was: – How are these categories articulated in order to 

make visible and practically handle differences between the individuals included in the 

categories? In relation to this question the analysis makes visible that the privileged 

signifier ‘target group’ was rather poorly nuanced, questioned or problematized – other 

than very shortly in terms of size, composition, and representativity of the included 

individuals. Even though the privileged signifier ‘target group’ is a generalized cate-

gory in which a multiplicity of different actors is included, the differences are not 

touched upon. There were no articulations of how to the risk that categories might be 

structured by biased assumptions of who to be identified. There were no articulations 

of how to handle the fact that individuals might not hold equal possibilities to act as 

participants – in terms of abilities to formulate their needs or to understand that they do 

have needs that the public sector are obliged to meet. There were no articulations about 

the possibility that the participants might hold different positions in terms of demand-

ing fulfilment, and there were also no articulations of how to identify and include mi-

nority groups.  

On the contrary, ‘target group’ was used without any efforts of deconstruction or 

problematizations, and the readers and users of the guidelines seemed to be expected to 

fully understand and grasp the concept of ‘target group(s)’ and also be able to commu-

nicate this to other practitioners. Hence it was not discussed who might be included in 

the category ‘target group(s)’; if these might be old, young, women, men, transsexuals, 

homosexuals, working class, middle class, in the midst of making a career or at home 

with a newborn child and with the main responsibility of home and children, born and 

raised in Sweden or came to Sweden from Syria only three months ago, with a univer-

sity degree in electrical engineering or with a degree from junior high school and with 

poor knowledge in Swedish language. A broad and inclusive category such as ‘target 

group(s)’ might include all of these, but this is not made visible in the guidelines, and it 

is not discussed how such a heterogeneous category might be practically dealt with. 

In discourse theoretical terms the category seemed to work as an empty signifier 

which included every possible participatory subject without taking into consideration 

their possible intermediate complexity. The complexity seems to disappear inside the 
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signifier and the signifier is as such labelled an empty signifier [26]. In this case the 

most apparent hidden complexity is that of power and its linkages to biases and differ-

ent prerequisites and possibilities to participate. ‘To be identified’ places the participa-

tory subject in a very passive position, the participatory subjects might hold unequal 

possibilities and affordances ‘to be involved’ and ‘to express demands’, and inside the 

articulations of ‘size’ of the target group are the reduced possibilities of representation 

for minority groups.  

4. Discussion and Conclusions 

We have used a discourse theoretical framework to explore how participatory subjects 

are articulated in a specific text (the Swedish Guidelines or Demands Driven Develop-

ment). We found a privileged signifier – ‘target group(s)’ – and analyzed how this 

category was articulated in relation to other signifiers in the text. In this analysis we 

found several themes which were related to ‘catching’ and ‘involving’ the target 

group(s), and to ‘goal fulfilment’, and ‘size-management’ of the target group(s). The 

analysis showed that the category ‘target group(s)’ was used in order to deal with the 

multitude of heterogeneous individuals that public sector are faced with when develop-

ing public e-services with a demands driven agenda. However, concealed in the cate-

gory of ‘target group(s)’ were several complexities; the passive position of being iden-

tified, the unequal possibilities and affordances of ‘being involved’ and ‘expressing 

demands’, and making invisible minority groups. Consequently the category hides sev-

eral of the complexities of participation, and can in discourse theoretical terms be un-

derstood as an empty signifier. What is hidden behind the signifier of ‘target group(s)’ 

are power relations and social orders, the power to categorize and the position of being 

categorized, or being left out of existing categories [20]. Also made invisible is the fact 

that possible participants in demands driven development of public sector have differ-

ent prerequisites to participate. When these heterogeneities are not touched upon they 

remain hidden and the possibility to analyse the complexities and also to create meth-

ods and tools for how to deal with them are lost. The use of the concept ‘empty signi-

fier’ makes it possible to address this as an active black-boxing of differences in posi-

tion and power relations that takes place through the use of the term ‘target group(s)’. 

Through identifying ‘target group(s)’ as an empty signifier it becomes possible to open 

up the box and make visible and nuance their differential positions and prerequisites in 

relation to demands driven development practices. Doing this would greatly increase 

the possibilities for the practitioners to make use of the Guidelines in their work with 

making demands driven development happen.  
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Evaluation of E-Participation in Social 
Networks: Russian E-Petitions Portal 

Lyudmila BERSHADSKAYA, Andrei CHUGUNOV, Dmitrii TRUTNEV 
ITMO University, Russia 

Abstract. Methods and Technologies of e-participation are an important 
component of Information society and e-governance development programmes. E-
petitions portals are one of the mechanisms of e-participation. They provide the 
opportunity for citizens to influence the process of decision making at federal, 
regional and municipal levels. At the same time issues of the impact of e-petitions 
on traditional way of political decision making still remain unexplored. The article 
describes the practical case of an official e-petition portal development in Russia.  
The study aims at identifying the demand for electronic petitions portal in Russia 
in three main areas: 1) the dynamics of initiatives’ publishing across federal 
districts; 2) citizens’ discussion on Russian e-petition portal in social media; 3) 
correlation analysis of citizens’ demand indicators and citizens’ satisfaction with 
authorities work and openness, as well as other economic indicators. 

Keywords. e-participation, assessment, social networks, e-petitions portal, 
correlation analysis 

Introduction 

With the expansion of e-governance technologies, e-participation mechanisms become 
playing important role in political life. In international practice the issue of 
development of public e-participation mechanisms for political decision-making is no 
longer considered to be new. In Russia the electronic portal for public applications 
started to operate in 2013, therefore it is only now that it has become possible to see 
how the process is advancing.  

Moreover, the existence of this portal itself doesn’t give any information about its 
effectiveness and about the demand of e-participation. The research group conducted 
the survey of Russian e-petition portal with the purpose to measure citizens’ demand of 
the portal and its’ functions and to find connections between the portal usage and 
socio-economic indicators.  

1. Heading Literature Review 

Е-participation, e-governance, online services, which are aiming to become the 
obligatory forms of interaction between government and citizens, are gradually 
becoming institutionalized in contemporary society. There are many examples of e-
government development analysis in research practice.  
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At present the blogosphere and other social media researchers use social networks 
as a source of information about citizens’ attitudes to government and their demand for 
e-government services. In particular, Sobkovitz and colleagues [1] used the method of 
social media automated content analysis to identify new trends in inclinations, moods, 
attitudes and expectations of interested groups or of society as a whole. As a result, 
they have presented a model of public opinion formation through social media. They 
explored the online community and social networking of immigrants moving to the 
Netherlands who are in need of assistance in obtaining such public services as 
residence registration, receipt of state allowance, admission to an educational 
institution, etc. The study confirmed the relationship between Internet discussions and 
the progress of real social processes. 

S. Alathur and colleagues have identified several forms (channels) of e-
participation, which may become the subject of research [2]: ICT development to unite 
citizens and create online education communities; ICT use for group conversations and 
discussions; ICT use to attract supporters, voters; Social media for voting and polls; 
Economic forums, e-business; Knowledge sharing platforms; Networks as monitoring 
systems. R. Medaglia analyses publications on e-participation, identifying them as 
belonging to a single scheme consisting of the following categories: e-participation 
activities, e-participation actors, e-participation effects, contextual factors, e-
participation evaluation [3]. O. Fedotova and colleagues examined the relevance of the 
e-participation platform for citizens in Portugal and revealed that local e-participation 
initiatives have a predominantly informing character and there was a lack of high level 
initiatives [4]. 

The pilot project called Hub Websites for Youth Participation in Estonia, Germany, 
Ireland and the UK [5] is also worth mentioning. The study proved that, despite the 
importance of personal, face-to-face communication of citizens in discussions, debates 
on bills and decision-making, online participation tools are able to exert influence on 
democratic processes in the society. Researchers V. Lysenko and K. Desouza studied 
the potential of social media usage in Moldova and came to the conclusion that the 
skilful use of ICT may not just ensure the participation of citizens in the political life of 
the country, but also may drive an Internet revolution without any involvement of 
organizations and groups, which are not represented on the political scene [6].  

A. Prosser investigates e-participation on the European Union level [7] with the 
focus on legal basis and technical possibilities for citizens participation. 
L. Bershadskaya and colleagues conducted comparative analysis of the USA, the UK 
and Russian e-petition portals and distinguished strong and weak traits of each portal 
[8]. S. Hale, H. Margaretts, T. Yasseri studied the petition growth on the UK web-site 
[9] and found out that most successful petitions grow quickly and the number of votes 
cast for a petition in the first day was a significant factor in explaining the overall 
number of signatures a petition received during its lifetime. R. Lindner and U. Riehm 
studied 571 traditional and 350 e-petitioners in Germany and indicated that both 
petitioner samples were characterized by an above average level of general political 
participation and Internet use [10].  

A review of the scientific research allows one to summarize that the development 
of e-participation mechanisms constitutes a global trend. At the same time there is a 
lack of studies focused on the demand-side of e-petition portals.  

Most surveys on e-government development in Russia focused on analysis of 
websites (web-monitoring), statistical surveys of their content, etc. At the same time 
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such important aspects as citizens’ attitude to existing services and their need for new 
services remain unexplored.  

Social media, being a popular and powerful communication instrument, can 
become the subject of research and a source of answers on urgent questions. The E-
Government Center at ITMO University (St.Petersburg, Russia) conducted a special 
survey in this area in 2013-2014. 

2. E-Petition Portal- “Russian Public Initiative” 

E-participation technology is an important component of Information society and e-
governance development programmes and e-petitions portals are examples of e-
participation mechanisms. 

In May 2012 the Decree of the President of the Russian Federation established the 
creation of information disclosure system about official regulations projects, the results 
of public consultation and putting of all the listed information on a joint site [11]. The 
same decree was instructed to adopt the concept of "Russian Public Initiative" (RPI), 
creating conditions for starting April 15, 2013 a public presentation of the citizens’ 
proposals via a dedicated resource on the Internet. The concept provides the 
consideration of proposals supported of at least 100 thousand people within a year, 
after the approval of the expert working group with the participation of members of 
Duma, the Council of Federation and the business community. The development of e-
petitions tools at regional and municipal level is the next step of the process. The 
concept of implementation of the above instructions was adopted in August 2012 [12].  

Russian e-petition portal appeared in April 2013 and got the name “Russian Public 
Initiative“ (https://www.roi.ru) because it’s supposed to collect citizens’ initiatives on 
federal, regional and municipal levels. Thus, a citizen may vote for the initiative in 
their region or municipality, and the range of potential initiatives becomes as extended 
as needed. To cast a vote on the Russian Public Initiative Portal it is required to register 
on the Common Government and Municipal Services Portal. This procedure is more 
time consuming as it requires the pre-registration and authorization.  

The mechanism of working with applications is the following: once the petition 
gains 100,000 votes, it is submitted to the governmental working group consisting of 
34 people. The expert group includes representatives of executive and legislative 
bodies, business community, non-profit organizations, scientific institutions and 
foundations. 

In Russia, combining the responsibilities of legislative and executive branches has 
been attempted, that is why the expert group includes representatives of both branches. 
The portal demonstrates a very high level of anonymity; neither the applicant’s name, 
nor the data about those who voted for petitions are not available to others. 

The portal is notable for its clear separation and representation of initiatives on the 
federal, regional and municipal levels. More than that, RPI portal provides an option to 
vote against the initiative. The total number of votes is obtained by summing just the 
votes for the initiative, but the expert group receives the information about the total 
number of votes against the initiative as well.  
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3. The Research Methodology & Results  

In accordance with international practice, the authors chose systematic approach for 
research and description of Russian e-petition portal. The research was focused on 
Russian Federation with its separation into 6 Federal districts. Several data sources has 
been selected for the analysis: 

─ statistics of RPI functioning, 
─ the results of social media analysis (discussions about RPI), 
─ federal statistics on citizens satisfaction with the authorities work, data on 

income level; 
─ results of public opinion polls held by Russian Fund “Public Opinion”. 

The study is aiming at identifying the demand for electronic petitions portal in 
Russia in three main areas: 

─ the dynamics of initiatives’ publishing across federal districts,  
─ citizens’ discussion on RPI in social media, 
─ correlation analysis of citizens’ demand indicators and citizens’ satisfaction 

with authorities work and openness, as well as other economic indicators. 

The hypothesis of the study was that there is a relationship between the peoples 
activity on the RPI portal and their filling of quality of life and evaluation of the 
authorities’ performance.  

The study revealed the positive dynamics of initiative publishing on RPI during the 
last year (fig. 1) with a high level of interest’s growth in the first months of portals’ 
operation.  

Figure 1. Dynamics of petitions publishing on RPI portal, 2013-2014  

Today the portal collected almost 2,5 thousands initiatives and only 7 of them 
collected the required number of votes and were discussed in the expert group and 
legislative bodies.  
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authorities’ openness (-0,88) as well as between the number of authors posted texts 
about RPI portal per Internet users and the number of Citizens satisfied with the 
authorities’ openness (-0,73). 

3. There is a strong relationship between the level of citizens’ income in the region and 
the number of initiatives published on RPI portal (0,69) as well as level of citizens’ 
income and the number of authors who published posts about RPI (0,65). 

4. There is an inverse relationship between the level of people’s happiness and their 
activity on publishing initiatives and posts (-0,33 and -0.38) 

Table 1. Indicators of citizens‘ demand to RPI, 2014.

Federal 
districts / 

Russia 

No. of 
Internet 

users 
(Mln) 

No. of 
initiatives 
published 

on RPI 
portal 

Authors 
published 

posts 
about 
RPI 

portal 

Citizens 
satisfied 
with the 

authorities 
(%) 

Citizens 
satisfied 
with the 

authorities’ 
openness 

(%) 

Income 
level 
(rub/ 

month) 

% of 
citizens 
who feel 
that they 

are 
happy 

Central  11,26  150 1221 39,2 25,7 29721 69,89 

North-West   1,52  13 515 31,8 25,2 23403 72,20 

Volga   5,65  57 426 37,3 25,1 19596 73,93 

South   0,98  26 182 34,6 25,6 18602 75,33 

The North 
Caucasus  

 0,67  2 40 32,5 26 17076 71,40 

Ural   1,10  30 244 41,6 24,7 26174 68,00 

Siberian   2,70  13 291 42,8 27,8 18322 71,92 

Far Eastern   0,25  31 100 36,7 21,8 25325 69,63 

4. Conclusions and future work 

The research has led to the conclusion about the existence of relationship between the 
number of Internet users in the regions and their activity in the portal RPI. The 
additional hypothesis about the link between the citizens’ activity on the portal and 
their assessment of the authorities’ work has been proved also. The research revealed 
that if citizens were not satisfied with the authorities’ openness it means their intention 
and will to publish petitions on RPI.  

The research revealed that the happier people are, the less they publish initiatives 
on the portal. With increasing of citizens’ income in the region, their interest in 
publishing posts about RPI is growing. This fact shows that people getting closer to the 
middle class are becoming more concerned about issues of social life’s organization, 
inadequate legislation etc. and want to improve current conditions by publishing e-
petitions and voting for them.  

The study determined that social networks could be the sources of data for 
detecting citizens’ interest in different topics. Citizens’ discussions in social media 
about Russian e-petition portal correlate with the level of their activity on portal itself. 
At the same time, it’s important to monitor both official petitions portals (such as RPI 
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portal) and similar local initiatives. Collected data could show the impact of 
institutional factor (legislation, rules and procedures) on the use of these portals.  

Considering the problem of measuring the impact of e-participation projects, we 
should agree with B. Novek, which asserts that the legislative framework for 
transparency, by itself, has not produce a transparent government. "The introduction of 
new technology and new ways of thinking about information geared to groups may 
yield a more open administration. Similarly, the legal framework for participation has 
enshrined the right to participate in theory but not in practice" [13]. 

For further analysis of the development of e-participation projects in Russia and, in 
particular, the effectiveness and efficiency of their performance, it is advisable to apply 
the "Reference Framework for E-Participation", offered by S. Scherer and M. Wimmer. 
The reference framework for e-participation aims to support different target groups to 
communicate with other project actors, e.g. politicians, system developers, moderators 
– i.e. persons with different technical and political background and having a different 
perspective on an e-participation project [14]. 

The authors intend to continue their study of social media in relation to the topic of 
e-participation to determine the need for and the effectiveness of new technologies of 
interaction between government and civil society.  

Completed research revealed the necessity to improve the text tonality of posts 
identification and engagement of linguistics experts. The further researches will be 
focused on political discussions and decisions on law adoption in conditions of 
citizen’s benevolent or negative attitudes towards it. These conditions are tightening 
requirements for the use of  the computer-aided assessment of text tonality and the 
interpretation of results obtained with their help.

This research has been supported by Russian Foundation for Humanities in the 
framework of the project “Electronic communication between government and society: 
a study of sociodynamics and institutionalization processes“ (№ 13-03-00603). 
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possibilities” (Russian Scientific Fund).  
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Abstract. This paper investigates if user involvement (UI) theory and theory on 
stakeholder theory (ST) can be merged to form a new theoretical entity that can 
inform whose voice should be heard in public e-service development. The 
investigation is based on a hermeneutic literature review and analysis. The result is 
a merger of ideas on who should be involved (extracted from stakeholder theory) 
with ideas on why this involvement should be organized (extracted from the user 
involvement literature). The paper presents research in progress, meaning that the 
merger presented is not particularly advanced. Still, this merger of ideas is 
substantial and important as it could function as the fundament for a more 
elaborate understanding of how to determine who should be involved in public e-
service development. Involving the ‘right’ actors is believed to lead to higher 
quality in public e-services; therefore, advancement in our knowledge on how to 
identify these actors and finding better ways of involving these actors is needed. 

Keywords: public e-service, development, user involvement, stakeholder theory.

1. Introduction 

Public e-services have been developed and used by governmental organizations 
worldwide for some time now. Public e-services can be understood as electronically 
mediated services, provided by public organizations, through which users 
(citizens/businesses) and the supplying organization co-create some value through the 
users’ consumption of the service [26]. The development of these services is steered by 
policies on the international, national, and local level; as well as based on expectations 
expressed by citizens. Still, the supplying organizations of these public e-services 
experience persistent problems concerning e.g., marketing existing public e-services in 
order to reach the intended users, and developing e-services that these users want to 
use. As a response to these problems, the e-government literature testifies on the 
usefulness and necessity of user involvement as a means to develop public e-services 
that meet the demands of their intended users [21]. This theme is particularly salient in 
the Scandinavian context (both research and practice); a context characterized by a 
political and cultural climate in which a relatively high degree of worker/citizen 
involvement is expected and sought after [13]. In line with this expectation, the 
governmental committee guiding e-government initiatives in Sweden (the e-
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Delegation), has authored guidelines on how to develop public e-services in a ‘demand-
driven’ manner, focusing on the needs of the intended users [11]. Despite considerable 
research and practice-oriented efforts to guide user involvement in the development 
phase of public e-services, achieving user involvement has proven difficult in practice 
[2] [3].  
 A frequent critique against user involvement (UI) literature concerns the meaning 
of ‘involvement’; a term that is discussed as being too vague. In this paper, however, I 
argue that a possible reason for the persistent problems of involving users lies in the 
term ‘user’. ‘User’ is most often associated with the people using a particular system; 
sometimes referred to as end-users. When looking closer at public e-service 
development however, several scholars have pointed out that there are indeed 
additional actors than the end-users who need to be involved in the development of 
these services if they are to become useful and efficient [3]. Therefore, alongside with 
the discussion on user involvement, stakeholder theory (ST) is gaining increased 
attention in e-government research and practice. ST is a theoretical framework aimed at 
helping managers to address questions about the organization’s purpose and its 
responsibilities to specific actors; discussed under the label stakeholders [15].  ST 
supplies concrete tools for how to identify and manage important actors; several of 
these ideas have been successfully transferred to the public sector [7]. An important 
contrast between ST and UI involves underlying values; although ST is more inclusive 
concerning what actors should be involved, this stream of literature is typically written 
from a clear management perspective. Concerning the democratic ideals underlying the 
development of public e-services, it can be argued that ST lacks important 
sociopolitical ideals concerning democracy. These democratic ideals are however an 
integral part of the Scandinavian UI literature. This paper explores theory on UI and ST 
with the aim to answer the following question; can user involvement theory and theory 
on stakeholder management be merged to form a new theoretical entity that can inform 
whose voice should be heard in public e-service development? The result of this 
investigation is presented according to the following logic. First, user involvement is 
briefly discussed, followed by a section on stakeholder theory and management. These 
two theoretical concepts are then discussed in relation to each other. Last, a conceptual 
merger of these two theoretical ideas is suggested. 

2. Research Approach 

This paper is a theoretical essay discussing and relating concepts related to the active 
involvement of actors in the development process of public e-services. The paper is 
based on a literature review conducted as a hermeneutic process [6]; meaning that the 
review is shaped by the researcher’s pre-understanding. The search is steered and 
broadened based on concepts identified in the literature. This is an iterative process in 
which the review and analysis processes are naturally intertwined; aimed at identifying 
themes, contrasts, and gaps in the body of literature on a particular subject [6]. The 
search is not conducted completely without structure. In this study, the search was in 
part conducted as a forward- and backward search; as discussed by Webster and 
Watson [38]. Such a search needs a point of departure. Concerning the ST literature, 
the starting point was the work on ST in e-government presented by Flak and Rose [14] 
and Scholl [33]. From these two publications, a backward and forward search was 
conducted in order to find key publications on this topic. Regarding user involvement, 
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the starting point was the nominal book by Schuler and Namioka [35]. Based on this 
approach, literature on user involvement and stakeholder theory was explored with the 
aim to better understand these concepts in relation to the public e-service development 
context. Parts of the reasoning presented in this paper has been presented and subjected 
to review previously [24] [25]. The feedback received previously has been used to 
refine the ideas and search criteria for finding additional publications for analysis. The 
review and analysis has been guided by the explorative purpose of investigating the 
meaning of ‘user’ in user involvement, and whether the ‘stakeholder’ concept can 
broaden our understanding of whose interests that need to be taken into account in 
public e-service development.  

3. User Involvement in Public e-Service Development 

In the Scandinavian research tradition, the emphasis on involving users in the 
development of technology and work procedures was introduced under the label of 
participatory design [13] [19] [35]. The participatory design approach stemmed from 
socio-technical experiments in the 1970s, aimed at increasing democracy in the 
workplace [12] [13], and successive political reforms that gave workers rights to 
influence the introduction and use of technology in the work place. In the participatory 
design approach, user involvement is discussed in both political and technical terms 
[13]. The political origin and focus is visible in the humanistic approach to user 
involvement represented by scholars such as Mumford [29] [30]. In this line of 
research, the focus lies on democracy in the workplace and workplace satisfaction as 
user involvement is seen as a means of warranting workers’ work quality and designing 
systems that fit the workers’ needs. This approach has an obvious bottom-up 
perspective on the actors in the organization and can easily be translated to the e-
government context if focusing on ‘citizens’ rather than ‘workers’. This view on 
involvement corresponds well with the ideas of increased transparency and democracy 
through active involvement of citizens in the development of public e-services [24]. 
The technical approach to user involvement, is visible in the general IS development 
literature, in which the focus lies on designing IT systems [27]. In this literature, user 
involvement is seen as a way of ensuring information and knowledge needed for 
designing high quality IT [36]. It is also seen as a way of stimulating user acceptance of 
new technology [10]. The perspective on the organization in this line of reasoning is 
typically ‘top-down’; often from a project-management perspective. The technical 
approach to user involvement is useful also in the e-government context as 
involvement of users indeed can be a way of ensuring the required baseline information 
for designing public e-services that meet the demands of their intended users.  

Over time, the participatory design approach evolved into distinguishable 
approaches, such as participatory design, user-centered design, and contextual design 
[22]. These approaches were developed and introduced in contrast to each other, but 
have come to resemble one another [22]. There are four features that these user 
involvement approaches have in common [8]; they all emphasize (1) the importance of 
system designers experiencing work practices first-hand; (2) the importance of 
ensuring genuine participation from involved actors; (3) the necessity of developing a 
coherent vision for the new system and work procedures; and (4) the importance of 
anchoring this vision with the affected stakeholders. There are scholars who claim that 
the approaches to user involvement still have important and differentiating features that 
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matter for the development of public e-services [21]. The argument in this paper, 
however, is built on the idea that these approaches are similar in most important 
respects. The author acknowledges that there are, indeed, various approaches to user 
involvement, but argue that these share most important features – at the very least the 
aforementioned four features. Henceforth, these theories are therefore treated as one, 
and referred to as user involvement.  

The basic idea with user involvement is that “all types of users of a new system 
must be involved in different ways in the design of the relevant parts of a system” ([8]; 
p.120). Similarly, Iivari et al. ([20]; p.111) state that; “[u]sers usually are the best 
experts on the local work practices to be aligned with and to be supported by a system”. 
Also in the e-government field user involvement in development to public e-services is 
promoted [2] and discussed [4]. In addition, the discussion on user involvement in e-
government is accompanied by discussions on user- and demand-driven development
(e.g., [11]). In practice, it is however difficult to motivate and organize involvement of 
users [17]; e.g., finding suitable user representatives for involvement [2]. As stated 
previously, in the Swedish context, the e-Delegation has authored guidelines for 
governmental agencies on how to identify the demands of the “target group”, and how 
these demands should be taken into account when developing public e-services [11]. 
Publishing these guidelines was an important statement made by the e-Delegation, 
marking an expectation of a more user-driven focus when developing public e-services. 
But user-driven development seldom makes it past the rhetorical level [23]. In addition, 
when taking a closer look at these guidelines they contain no information on how to 
identify the target group of a given public e-service [24]. Furthermore, the meaning of 
the term ‘target group’ is not defined, nor problematized. These flaws in the guidelines 
leave each user of the guidelines with the task of defining the meaning of this term. 
This leads us to the core of user involvement; who is this ‘user’ that should be 
involved? 

In the face of numerous studies on user involvement, the ‘user’ remains elusive 
when the studies are examined in detail [20]. Typically, the meaning of ‘user’ is broad; 
including not only those people interacting directly with the system. For example, 
Cavaye ([9]; p.312) states that users can belong to different levels of the organization 
and have different relationships to the system: “[t]here is senior management that may 
use a system’s output and that is ultimately responsible for an organization’s 
investments and profitability. There is middle management that manages and monitors 
the work affected by the system. Thirdly, there are the employees who carry out the 
work and who would interact with the system on a day-to-day basis”. Simlarly, 
Damodaran [10] argues that users from top management, middle management and end-
user representatives must be involved; these should be involved in several, and 
different, phases of the design process. The final end-users, also called ‘first-level’ or 
‘primary’ users, are defined as the ones who will interact directly with the system as 
part of their work [10]. Putting these definitions side by side, it is obvious that they 
provide a varying and somewhat unclear picture of who the ‘user’ is.  

Considering the variety of what actors are included in the ‘user’ concept, it is 
perhaps not surprising that user involvement in public e-service development is 
difficult. Several studies have illustrated the importance of identifying all potential 
actors affected by public e-service development, e.g., the work by Scholl [34] and 
Axelsson, Melin and Lindgren [2] [3], and some clarity seems to have been provided 
with the help of stakeholder theory.  
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4. Stakeholder Theory and Management 

During the last decade, stakeholder theory (ST) has gained attention in the e-
government field. A stakeholder is defined as “any group or individual who can affect 
or is affected by the achievement of the organization’s objectives” ([15]; p. 46). The 
core of ST is the idea of managing stakeholders in various ways; managing the 
organization’s stakeholders is seen as a way to ensure effective and efficient 
management [16]. The underlying logic is to first identify the organization’s 
stakeholders, and subsequently decide whether these stakeholders should be involved 
or managed in some way. ST is highly useful for discussing the large variety of actors 
involved in e-government projects such as public e-service development; visible in the 
successful transfers of ST to the public sector [7] and the e-government context (see 
e.g., the works by Flak et al. [14] [31] and Scholl [33] [34]). The question of how to 
identify stakeholders is a research topic in itself. As a complement to general 
frameworks aimed at identifying stakeholders (the most cited being Mitchel, Agle and 
Wood’s framework from 1997 [28]); several adapted typologies aimed at identifying 
stakeholders in the specific e-government context have been presented (see [3] [18] 
[24] [31]).  

Turning to the management of stakeholders, many different meanings are put into 
the term stakeholder management. In a well-cited publication by Blair and Whitehead 
([5]; p.155), stakeholder management is described as “integrates in a systematic way 
what managers often deal with separately: strategic management, marketing, human 
resource management, public relations, organizational politics, and social 
responsibility”. Similarly, Heeks [18] state that stakeholder management includes a 
variety of activities; from active participation of stakeholders in the development 
process, to communication and expectation management, or financial rewards and 
punishments. An example of a stakeholder management strategy seen in the ST 
literature concerns identifying stakeholders’ potential for cooperation with, or threat to, 
the organization or issue at hand; and subsequent suggestions on actions that can be 
taken in order to prevent or decrease threats (e.g.,[32] [37]). In short, and somewhat 
simplified, stakeholder management involves creating opportunities for stakeholders to 
adopt a supportive position in relation to the focal organization or issue. Stakeholder 
management may include direct interaction between managers and stakeholders, and 
can thus be understood as some kind of involvement of stakeholders.  

Although stakeholder management as a term can be given a broad meaning and 
understood as a wide range of arrangement, it is clear that the main focus lies on the 
well-being of the core organization, project, or even management. Several scholars, 
such as Heeks [18], state that stakeholders should be identified by examining who has 
the power to make the project fail in some way, thereby illustrating a strong 
management focus. There is a normative strand of ST in which stakeholders are 
discussed from an ethical and moral standpoint [14], but the main values of ST in 
general still involve successful management and profit for the focal organization. The 
management focus present in ST is important to address as it captures some of the 
reality and issues of project managers; also in the e-government context. However, 
considering that those responsible for e-government initiatives must accommodate 
objectives directed both at the internal efficiency of the government, and objectives 
directed towards citizens and the society at large, the managerial focus in ST may 
however be problematic for public e-service development [24]. Putting too much 
emphasis on the views of the management may result in important stakeholders being 
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left out of the development process [1]. This may, in turn, result in public e-services 
that very few external stakeholders want to use, or unanticipated and undesirable 
influences on work procedures for internal stakeholders. 

5. Stakeholder Involvement – a conceptual merger 

As illustrated above, achieving user involvement when developing public e-services 
has proven difficult. When taking a closer look at the term in focus – the user – there is 
a great variety in how inclusive, or exclusive, this term is in the research literature. 
When moving our attention to guidelines targeted towards practitioner, there is a lack 
of clear-cut definitions of the ‘target group’ or ‘user’ that these practitioners are asked 
to let ‘drive’ the development of the public e-services. For practitioners wanting to 
organize user involvement in practice, there is little theoretical guidance to be had.  

In the introduction of this paper, I asked if user involvement theory and theory on 
stakeholder management can be merged to form a new theoretical entity that can 
inform whose voice should be heard in public e-service development. As a possible 
step forward in clarifying the meaning of ‘user’ in ‘user involvement’, I suggest that 
the term ‘user’ is replaced by the term ‘stakeholder’. The stakeholder typologies 
available in the e-government literature are more fined grained and more inclusive than 
the term ‘user’. The e-government stakeholder typologies available in the literature 
include not only the ‘user’ but also e.g., lower level employees handling the output of 
public e-services, sponsors, politicians, system developers, and project management 
roles. As a result, involvement of actors can be discussed in terms of stakeholder 
involvement; referring to system developers’ and project management’s direct contact 
with other stakeholders when developing information technology (here, public e-
services), covering several different approaches and methods.  

Exchanging ‘user’ with ‘stakeholder’ means that the perspective from which the 
involvement is organized is shifted and broadened. Somewhat simplified, involvement 
of actors in the development of public e-services can be organized and viewed from 
three perspectives; bottom-up, middle-out, or top-down. Here, ‘bottom-up’ refers to 
when the perspective of the people at the bottom of the organizational hierarchy is used 
as the point of departure; whereas ‘top-down’ refers to when a top-management 
perspective is adopted. Last, ‘middle-out’ refers to the middle-management perspective 
(here, the project management perspective). E-government literature in general often 
discusses public e-service development from a citizen perspective (bottom-up) or a top-
management perspective. Stakeholder involvement is however typically organized on 
the project level. In order to be helpful for practice, the perspective inherent in 
‘stakeholder involvement’ should mirror the perspective of those responsible for 
organizing it in practice. By combining stakeholder theory with user involvement 
issues, I argue that a middle-out perspective is adopted. I aim to promote a discussion 
on public e-services from a citizen and a management perspective combined. A 
stakeholder involvement approach further implies that both of these groups are made 
up by multiple layers of people and processes that need to be taken into account when 
developing public e-services.   

What I propose is not only an exchange of terms, but a merge of ideas. The reason 
for this merger is that I find the UI take on how to ‘manage’ people affected by new 
technology as more cohesive with the ideas of e-government and the development of 
public e-services. Considering that the goals of public e-services include both the needs 
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and wishes of the citizens, and an increased efficiency and effectiveness of 
government, it is vital that the project management responsible for public e-service 
development is able to expand their outlook to include all of these actors. It is also 
important to consider involving representatives of these various stakeholder groups in 
the development and implementation of the public e-service in various ways. This 
requires a more humanistic outlook on stakeholders than the one presented in the 
stakeholder theory literature. In this paper, the merger is constituted by combining 
ideas on who should be involved (extracted from stakeholder theory) with concepts on 
why this involvement should be organized (extracted from the user involvement 
literature). The merger is perhaps not particularly advanced, nor mature; the concepts 
are merely extracted and aligned. I believe that, with further work, these concepts can 
be elaborated and integrated to further inform involvement practices in public e-service 
development.  

6. Conclusions and future research 

Considering that the goals of public e-services include both the needs and wishes of the 
citizens, and an increased efficiency and effectiveness of government, it is vital that the 
project management responsible for public e-service development is able to expand 
their outlook to include all of these actors. This expansion can be made using the 
stakeholder concept. It is also important to consider involving representatives of these 
various groups in the development and implementation of the public e-service in 
various ways. This requires both a humanistic and technical outlook on involvement; 
such as the one found in user involvement literature. Respecting stakeholders’ interests 
can lead to improved e-government projects that increase the government’s reliability 
and political credibility, but requires that stakeholder interests are described and 
analysed using appropriate tools [14] [24]. Public e-services often affect external, as 
well as internal, stakeholders with legitimate claims regarding the e-service. These 
stakeholders are likely to have somewhat diverse views on the e-service, and it is not 
likely that all of these stakeholder views and objectives can be respected to the full. 
Hence, stakeholder interests must be analysed and prioritized in order to assess which 
stakeholder involvement strategies to implement. By doing so, the quality of the e-
service should be improved. 

In this paper, two ideas are merged by combining literature on how to identify and 
characterize stakeholders (extracted from stakeholder theory) with literature on 
involvement (extracted from the user involvement literature). The merger implies that 
ideas on stakeholder management have been excluded in favor of user involvement 
concepts. Furthermore, the merger entails an abandonment of the user term, as 
presented in the user involvement literature, in favor of the term stakeholder. The result 
is a suggestion that further conceptual work is needed on formulating a conceptual 
framework on stakeholder involvement.  

The merger presented in this paper is not particularly advanced; the basic ideas are 
merely extracted and aligned. Still, this merger of ideas is substantial and important as 
it could function as the fundament for a more elaborate understanding of how to 
determine who should be involved in public e-service development. Involving the 
‘right’ actors is believed to lead to higher quality in public e-services; therefore, 
advancement in our knowledge on how to identify these actors and finding better ways 
of involving these actors is needed.  
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The ideas presented in this paper constitute an important knowledge contribution 
but need to be elaborated further. With further conceptual work on this topic, as well as 
empirical application of these ideas, the ideas presented here can turn into a useful 
framework for stakeholder involvement in e-government initiatives such as public e-
service development.   
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Abstract. This article presents a model to assess maturity and capabilities of 

public agencies (PAs) in pursuing the Open Government Data (OGD) principles 

and practices. The OGD maturity model, called OD-MM, was piloted in seven 

PAs from three Latin American countries (Chile, Colombia, and El Salvador), 

validating the web tool that operationalizes the model. The OD-MM is a valuable 

diagnosis tool for PAs, since it detects weaknesses and automatically generates a 

roadmap to evolve to higher maturity levels in the implementation of OGD. The 

automatic generation of optimal roadmap is detailed. 

Keywords: Roadmaps, Maturity Model, Open Data, Open Government Data 

Introduction  

The Open Government approach attemps to put data at the disposal of all citizens, 

which has proven to generate an important public value [[1]]. Lathrup and Rume in 

their Open Government book [[2]] bring up three fundamental concepts for a better 

understanding of the Open Data impact: 

• Public Service Information (PSI) is a kind of infrastructure, with the same 

importance level as other infrastructures (water, electricity, roads). 

• Public value must be maximized as of existing data held by government. 

• The open data magic is that it enables transparency and innovation. 

Several authors have presented different criteria to assess and diagnose the Open 

Government Data (OGD), such as the famous eight principles of OGD [3], the "five 

stars" test proposed by Berners-Lee [4], the Gartner Open Government Maturity Model 

[5], the Smart Government Maturity Model in Central and Eastern Europe [6] or the 

Open Data Readiness Assessment tool created by the World Bank [7], among others. 

Nevertheless, Kalampokis, Tambouris and Tarabanis in [8] admit that, despite the 

potential that the various models recently emergent in literature, as those previously 

presented, there is currently a lack of roadmaps, guidelines and benchmarking 

frameworks to drive and measure OGD progress. 
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Hence, there is a need to measure and assess the readiness of public agencies (PAs) 

to implement OGD and to automatically generate a roadmap. The Open Data Maturity 

Model (OD-MM) [9] was a result of a project carried out to satisfy this need. The 

project was developed by the Computer Engineering Department at Universidad 

Técnica Federico Santa María (Chile) with funding from the Canadian International 

Development Research Centre (IDRC, www.idrc.ca), and the support of CTIC 

Foundation (www.fundacionctic.org), the Organization of American States (OAS, 

www.oas.org), the Inter-American Organization for Higher Education (OUI-IOHE) and 

Red GEALC (www.redgealc.org). The advantage of the OD-MM is that, as from the 

diagnosis of a PA it automatically generates the roadmap with recommendations to 

evolve to higher levels of organizational maturity.  

Next section, in a brief summary, introduces the OD-MM maturity model. OD-

MM was evaluated and validated by expert public officials from three Latin American 

governments (Chile, Colombia, and El Salvador) through a pilot study and several 

workshops, and the model was finally applied to a selection of seven PAs, generating 

the first formal measurements of their readiness for OGD. Section 2 shows the region-

wide diagnosis. Section 3 presents a roadmap generated automatically with 

recommendations. Last section shows the conclusions. 

1. Maturity Model and OGD Capacities 

Reggy [10] defines a four levels model for the eight principles, and each of them has a 

score (0%, 33%, 66%, 100%) according to its level (see Table 1). An indicator assesses 

the global quality by averaging the score associated to the eight principles. Another 

model with five maturity levels, called “Methodology for releasing Open Data” 

(MELODA), covers three dimensions (Table 1). Morgan recommends in his blog 

developing a three dimensions maturity model and four maturity levels (emerging, 

practicing, enabling, and leading) [11]. Lee and Kwak in [12] recommend agencies to 

advance their open government initiatives incrementally in stages, moving from one 

stage to another as they mature their adoption of open government. The stages are: (1) 

increasing data transparency, (2) improving open participation, (3) enhancing open 

collaboration, and (4) realizing ubiquitous engagement. Kalampokis et al. in [8] 

proposed a stage model for OGD with two main dimensions as seen in Table 1. 

Important elements that can be identified in Table 1 and that should be considered 

when diagnosing the implementation of OGD at PA level are those that stand out in 

successful cases described in literature ([8], [9], [10], [12]). Among these dimensions 

the following are important to be considered: 

• The establishment of a PA, given that the importance of leadership and 

strategy in OGD initiatives is highlighted in literature. 

• The legal aspect, allows to having a legal frame when implementing OGD. 

• The technological perspective as for the accomplishment of OGD principles, 

such as access to data, data quality and its availability. 

• The citizen perspective as from participation and collaboration point of view. 

• And developers and entrepreneurs in the reuse of data. 
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Table 1. Summary of maturity models in OGD 
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All these elements are considered in the OD-MM developed to assess the 

capabilities and maturity of PAs in the OGD implementation. 

OD-MM is in three levels hierarchically structured: Domain (D
1
, D

2
, D

3
), 

Subdomain (S
ij
) and Variables (V

ijk
). The designed OD-MM incorporates three 

domains: D
1
 - Institutional and Legal; D

2
 - Technological domain; and D

3
 - Citizen’s & 

Entrepreneurial domain. Each domain has three subdomains (S
ij
 in Figure 1). The 

conceptualization of 33 variables (V
ijk

 in Figure 1) distributed in nine subdomains is 

described in [9]. Four capacity levels, from 1 to 4 (Inexistent, Emerging, Existent and 

Advanced), were established to assess the capacity in each of these variables. 

The OD-MM model was validated in conceptual terms by government 

representatives of Chile (Ministry of the Dept. of Presidency), Colombia (Ministry of 

Information Technologies and Communications), and El Salvador (Dept. of 

Technologic and Information Technologies Innovation), civil society and open data 

application developers (Foundation Intelligent Citizen). Next step was the 

implementation of the web tool for data survey that the model needs for its validation 

through a pilot [14]. The experience of applying a pilot to a small set of seven PAs in 

three Latin American countries, gave the base to assume the weaknesses detected in the 

diagnosis of these PAs, and propose the actions as a guide to reach level three of 

maturity, or very close to it [15]. 
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Figure 1. Hierarchical OGD: Domains, subdomains and weighted variables 

1.1. Capacity Level (CL) of Variables and Subdomains 

Weights (w
ijk

) of variables (V
ijk

) for OD-MM model, determined by means of a 

methodology detailed in [9], allowed to establish the weight for each subdomain. Thus, 

the capacity level (CL) of a subdomain S
ij
 turns out to be a weighted sum (w

ijk
) of their 

constituent CL variables (V
ijk

), according to Equation 1. 

CL(S
ij
)= CL(V

ijk
)×w

ijk

k=1

n

∑ /100

⎢

⎣

⎢

⎥

⎦

⎥

                                                                            (1)
  

Figure 1 shows the weight of every variable in each subdomain of the defined domains. 

In this way, 100% of a subdomain weight is distributed among the variables it is 

composed of, i.e., External Regulations (V
1,2,1

 with weight w
1,2,1

=20%), Internal 

Regulations (V
1,2,2

 with weight w
1,2,2

=40%), and Licensing (V
1,2,3

 with weight 

w
1,2,3

=40%). 
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1.2. Organizational Maturity Level (ML) 

For each subdomain an incremental measurement scale exists based on a score from 1 

to 4. This scale is associated with a generic qualitative capacity model described below. 

Level 1: Inexistent Capacities 

• Capabilities do not exist or the subdomain is approached in an ad-hoc and 

reactive manner, tends to be applied on an individual case by case way. 

• There is evidence that the subdomains are recognized and need to be 

approached. 

Level 2: Emerging Capacities (informal) 

• An intuitive regular pattern to approach the subdomains is followed. Different 

people follow similar procedures to approach the same task. 

• There is no formal training or divulgation of procedures, and responsibility to 

follow them up rests on each individual. 

Level 3: Existent Capacities (formal) 

• The procedures related to the subdomains are defined, documented and 

communicated.  

• There is a formal training to support specific initiatives related to subdomains. 

• Procedures are not sophisticated; they rather are the formalization of existing 

practices. 

• Monitoring and measuring of compliance with procedures is possible, as well 

as taking actions when the apparent subdomains do not effectively work. 

• Standards and guidelines established apply throughout the whole organization. 

Level 4: Advanced Capacities 

• Procedures have reached the level of best practices and continuous 

improvement is applied.  

• The use of standard or world-class tools helps to optimizing the subdomains. 

Table 2 shows the sets of priority subdomains used to obtain the organization 

maturity as from subdomains capacity level (CL). The advantage of this mechanism is 

its flexibility, since it only establishes a minimum group of subdomains, important in a 

given maturity level (ML). Country-wide, it allows regulating progresses according to 

an OGD national strategy, while the rest of subdomains are left to the discretion of the 

own organization. In this way, a PA will be in ML two if only if all the five subdomains 

(according to Table 2) are in CL two (i.e. S
1,3

 - Management; S
2,2

 - Access; S
31

 - Data 

Reuse; S
3,2

 - Developers; and S
3,3

 - Participation & Collaboration). It doesn’t matter in 

which CL are the other subdomains, this PA will be in ML two, but if any of these five 

subdomains is in CL one, then the ML of this PA goes immediately to one. 
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Table 2. Organizational maturity estimation based on a set of priority subdomains 

 

2. Pilot Study 

2.1. Pilot Sample 

Ten PAs participated in a sampling of the pilot validation of the proposed model, in 

three countries that attended and validated the OD-MM model design. From these ten 

PAs invited in Chile, Colombia, and El Salvador, seven responded to the pilot. 

2.2. Pilot Results 

Table 3 shows the results of a survey carried out between January and March 2012, in 

which attendees answered a web questionnaire, according to its role in each of the three 

domains. This table displays also the capacity levels by subdomain, in each of the PAs 

taking part in it. Applying Equation 1 in each PA made possible to obtain the CL value 

by subdomain. Six of the participant PAs responded three areas (PA6 was the 

exception, responding only one domain, the Technological one). The last column 

shows the CL average in the PAs by subdomain.  

Capacity values emphasized in grey color show they are higher than the average of 

the subdomain; this is a way to highlighting these extreme cases. On one side, the 

average of subdomain Developers is 1.7, and four PAs have a higher CL than that 

average. The case of PA2 stands out, since its assessment in this subdomain is the 

lowest as institution. Not a single PA is in level three or four of capacity, which 

coincides with present circumstances. 

At the other end are those subdomains (Management and Access) with only one PA 

above the average (PA2). All the others are below the average. In the case of 

Management, all PAs are in level one, with the exception of PA2 which is in level two; 

although its evaluation is the lowest, it is the highest one in the group. 

Subdomains Participation & Collaboration, and Access are the only subdomains 

with greater dispersion, with levels of assessment between 1 and 4. In the case of 

Participation & Collaboration, three PAs obtained level 1; one obtained level 2, and 

two obtained level 4. In the case of Access, one solely PA obtained level 1, four of 
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them obtained level 2, and only one got level 4. We believe that these subdomain 

variables (Participation & Collaboration Means; Participative Transparency; Active 

Listening; and Measurement of Data Use-applications) were misunderstood, since 

dispersion does not fit to the reality observed. 

Table 3. CL of subdomains for PAs participating in the pilot  

Domain Subdomain PA1 PA2 PA3 PA4 PA5 PA7 CL
SD

 

Institutional  Strategy, Leader & Inst. Framework 3 3 1 3 1 2 2.2 

& Laws & Regulations 2 3 1 2 1 1 1.7 

Legal Management 1 2 1 1 1 1 1.2 

  Domain Average 2.0 2.7 1.0 2.0 1.0 1.3  

         

Technological Safety & Availability 2 3 2 2 3 2 2.3 

 Access 2 4 1 2 2 2 2.2 

 Data Quality 2 3 2 3 2 1 2.2 

  Domain Average 2.0 3.3 1.7 2.3 2.3 1.7  

         

Citizen’s Data Reuse 2 3 1 2 1 1 1.7 

& Developers 1 2 2 2 1 2 1.7 

Entrepreneurial Participation & Collaboration 1 4 1 4 2 1 2.2 

 Domain Average 1.3 3.0 1.3 2.7 1.3 1.3  

 Average by PA 1.8 3.0 1.3 2.3 1.6 1.4 1.9 

 

Table 3 shows each domain simple average by PA. In all cases, this average is 

always above or equal to the respective CL domain in that PA. In case of PA2, was the 

only PA obtaining a level 2 of institutional maturity, observations point out that its 

domains averages 2.7 (Institutional & Legal), 3.3 (Technological), and 3.0 (Citizen’s & 

Entrepreneurial). These results provide a global average of 3.0; that is to say, with a 

100% compliance for level three of maturity, but when applying the pattern of the 

Table 2, the institution remains in ML two. 

Carrying out this same analysis for PA4, it is observed that all subdomains have a 

simple average above or equal to 2, namely 2.0 (Institutional & Legal), 2.3 

(Technological), and 2.7 (Citizen’s & Entrepreneurial), but when applying compliance 

pattern of Table 2, PA4 reaches a level one of maturity. However, to reach ML two 

(Table 2), it should only evolve one level in subdomain Management. 

Table 3 indicates the capacity average value in each subdomain for the PA 

representative portion that participated in the pilot of the model and the web tool. The 

most developed subdomain is Safety & Availability. This result matches with the 

emphasis made generally by governments, in having IT infrastructure available, since 

all subdomains of the Technological domain (Safety & Availability; Access; and Data 

Quality) are better-developed than other subdomains [14]. 

The less-developed subdomain is Management. This result allows suggesting the 

hypothesis that the efforts to introduce OGD in PA do not coincide with formalization 

of internal processes, development of human capital required and performance 

assessments. This usually results in inefficient uses of financial resources and 

additional effort of human capital. Another element to consider is that the average 

value of all subdomains does not reach level three (Existent). 
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3. Roadmap Generation 

OD-MM model application allows knowing the diagnosis of a PA, but it also proposes 

improvement instances on these matters (roadmaps). That is to say, it offers an 

orientation to objectively canalizing financial and human capital resources of an 

organization that needs to improve its capacities to carry out OGD initiatives. A 

roadmap should be optimal in relation to the effort required by a PA to achieve a higher 

ML, i.e. it should give a path that represents the lesser effort to the PA. The roadmap to 

be generated must meet the following requirements: 

• Comply with restrictions on the configuration of priority subdomains in Table 

2. 

• The smallest possible increase of variables to deliver an optimal solution with 

the least possible effort. 

For the latter condition is defined that the variable to be increased should be as 

important as possible, so that the choice of the candidate variable to improve is as 

follows: 

• A variable is chosen with the lowest CL. 

• A variable is chosen with the highest weight. 

The first constraint above ensures that the evaluated PA will improve its weakest 

points, in addition to the least possible effort. It is understood that to increase a CL of a 

variable from i to i+1 represents a less effort than increasing the CL of the same 

variable from i+1 to i+2, due to a higher ML demands a greater effort. The algorithm to 

generate the roadmap sorts the set of variables V
ij
 in ascending order according to their 

capacities. In this way, the operation Get a variable from that set, will return the 

variable with the lowest CL (Figure 2). 

The second constraint ensures that the most important variables are those that must 

be met first. Each variable has a weight representing its importance within the 

subdomain. Due the way in which the ML of a PA is calculated, increasing the CL of a 

variable with a weight of 40 % is the same as increasing the CL of two variables with a 

weight of 20 % each, but increases of one variable means less effort than increasing 

two variables for the PA. In this way, if there are two or more variables with equal CL, 

the algorithm in Figure 2 sorts these variables in descending order according to their 

weights. 

If you have two or more variables candidates to choose from, and as you want to 

increase the value of one of these, you can select one at random, as they have the same 

level and weight there is no way to know which of these is more important or 

represents a lower effort to PAs. 

Table 4 describes the variable Project Management to all capacity levels. The 

selection carried out by PA2 for variables Project Management (bolded in Table 4) and 

Performance Assessment was level 2, and level 3 for variable Training. When applying 

Equation 1, calculation of weighted sum of variables for subdomain S
1,3 

- Management, 

the result of Equation 2 shows that S
1,3

 is in a CL 2, but has a 30% capability from the 

third level, therefore, an optimum roadmap must increase the CL of the subdomain in a 

70% and not in a 100%. 
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m = ML according configuration of CL(Sij); m=(1,2,3,4)  
if (m == 4) 
then No Roadmap is required 
else 
 begin; generation of roadmap from ML m to ML m+1 
 repeat 
  Sij S / CL(Sij) less than required in ML m+1 (Table 2) 
  /* S: set of all subdomains Sij needing improve 
  Vijk Vij / CL(Vijk) less than required in ML m+1 (Eq. 2) 
  /* Vij: set of all variables Vijk Sij needing improve 
  Sort Vij in ascending order of CL(Vijk)  
  if (there are Vijk with the same CL) 
  then Sort Vij in descending order of wijk  
  repeat 
   Get a Sij S and remove it from S  
   repeat  
    Get a Vijk Vij and remove it from Vij  
    Increase CL of Vijk 
   until Vij==ф or CL(Sij) is achieved 
  until S==ф  
 until ML m+1 is achieved 
 Generate Roadmap with augmented variables 
 end  
end. 

Figure 2. Algorithm to generate an optimal roadmap 

If the institution has ML 2, then the roadmap generated points out to achieving 

capacities of ML 3, and from ML 3 is generated a roadmap to ML 4 that belongs to 

Advanced Capacities. From Table 2, PA2 postulates to institutional ML 2, since when 

Management subdomain is in CL 2, it does not reach institutional ML 3. Table 3 shows 

that subdomain Strategy, Leadership, & Institutional Framework has a CL 3, which 

exceeds the requirement in reference level for ML 3 in Table 2. Laws & Regulations 

meets with the CL required for ML 3, and Management must improve its CL from 2 to 

3, in order to reach ML 3 as institution. 

The generated roadmap is equivalent to the elements recommended to develop in 

the institution the capacities to reach ML 3. In this case, these recommendations are 

directly obtained from the descriptions of CL 3 of variable Project Management in 

Table 4. 
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Table 4. CL description of variable “Project Management” 

CL  Variable: Project Management (30%)  

Level 1  Although its importance is recognized, management of these projects is only according to specific skills 

of the Project Director on duty.  

Level 2  Only certain projects have been managed with established procedures. 

Level 3  A PMO (Project Management Office) exists that ensures the compliance of standard procedures when 

managing all OGD projects of an organization. Alignment of projects considers business targets.   

Level 4  Carry out systematically specific training in Project management.  The organization has a PMO using 

market standards such as those proposed by Project Management Body of Knowledge of PMI (Project 

Management Institute) or other equivalent. The organization has special care of cautioning that OGD 

principles do absorb other related projects.    

The roadmap generated to improve variable Project Management has the following 

recommendations:  

• Manage projects with established procedures. 

• Create a PMO to ensure compliance of standard procedures in all OGD 

projects management. 

• Align projects with business target. 

The experience of having a diagnosis and its respective roadmap in each PA, allow 

to propose an OGD implementation guide to assume weaknesses detected in the 

diagnosis of PAs [14]. Therefore, when following the actions proposed by the guide in 

[15], institutions will reach level 3 of maturity, or very close to it (from a maximum of 

4), for sure. 

4. Conclusions 

The OD-MM approach, model, and web tool grant several contributions to the adoption 

and improvement of OGD implementation in public agencies: 

• It is the first especially developed model used as a basis by developing 

countries. 

• It allows PAs to carry out a self-assessment through a web-based tool for 

simplicity and wider availability. None of the other models has this feature 

present. 

• Simple and fast to use, since self-assessment tool does not require special 

technology training, and is freely available. 

• Each application of the model automatically generates a roadmap with 

recommendations to evolve to higher maturity level. 
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Abstract. Interoperability of e-government systems is suggested to increase 
transparency, efficiency, effectiveness, and customer service in the public sector. 
Generic data models are often seen as a way for achieving especially semantic 
interoperability. To assess how the contemporary data models support semantic e-
government interoperability, we reviewed literature on data models suggested for 
the public sector in light of four features: standard modelling language, entity-
relationship modelling, vocabulary for data exchange and methodology.  The 
review contributes previous research by introducing a four-feature framework for 
assessing capability of e-government data models to enhance interoperability and 
by providing an up-to-date review of the generic data models for this purpose. 

Keywords. Data Model, Information Model, Interoperability, Public 
Administration 

Introduction 

E-government and electronic governmental services require good information system 
interoperability, which increases government transparency, efficiency, effectiveness, 
co-operation and information exchange among governmental organizations [8, 10]. 
Also, positive effects on service quality for citizens and other stakeholders are 
mentioned [29, 30]. European Interoperability Framework (EIF) defines the concept of 
interoperability as the ability of disparate and diverse organizations to interact towards 
mutually beneficial common goals, including the sharing of information and 
knowledge between the organizations, through the business processes they support, by 
exchanging data between their respective ICT systems [8]. 

Moreover, in the context of public administration, EIF describes four 
interoperability levels: legal interoperability, organizational interoperability, semantic 
interoperability and technical interoperability [8]. However, two recent studies [10, 30] 
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reviewed public administration interoperability initiatives and denoted the lack of 
common conceptual frameworks and interoperability success factors.  

In this paper, we aim for shedding more light on the issue of semantic 
interoperability. In semantic level, interoperability is pursued by the meaning of data 
elements and the relationships between them [8]. One way to ensure semantic 
interoperability is to create a common information model which defines the central 
concepts, their attributes and relations [15]. In this paper, information model is seen as 
a representation of entities, attributes and relationships among entities. It is independent 
from physical implementation, and it should be developed using a formal modelling 
language [18].  

When analyzing how data models can enhance semantic interoperability, it is 
important to further determine the types of data models. In [25], Peristeras et al. 
reviewed the model-driven initiatives for public administration interoperability. They 
have divided the model-driven initiatives into three categories: Data initiatives 
(focusing on object/entity modeling), process/service initiatives (focusing on process 
and service modeling) and organizational modelling (modeling organizational issues). 
However, we need to update this information in part of the data initiatives, searching 
for the latest generic data models and assessing how they support the semantic 
interoperability of public administration. 

In this paper, the focus is on generic data models, because of their wide utilization 
possibilities. According to Peristeras et al. [25], a generic data model is an abstract 
model that covers the overall public administration domain. They can also serve as a 
basis for conducting lower level or domain specific models, such as Geographic 
Information Systems (GIS) [1] in the technical domain and Health Level Seven (HL7) 
[6] in the health care domain. However, these domain specific models are not included 
in this review, because of their more limited generalization possibilities in 
organizational level. 

According to Peristeras et al. [25], data models can also be defined with regard to 
their application scopes, and can act as a the basis for either a single information 
system, a number of domain information systems, or as a basis for whole organizations’ 
information systems. Accordingly, the authors have defined three scopes for data 
model scalability: 1) Global, 2) National and 3) Sub-domain level (e.g. ministry or 
local authority). The global level means that data models can be applicable and 
reusable across different countries, the national level refers to applicability within one 
country. Sub-domain level means that a data model is applicable inside one 
organization.  

Based on the knowledge presented above, our review addresses the following 
research question: 

1. How do the generic data models found support the interoperability of public
administration in sub-domain, national and in global level?

The article is structured as follows. Review scope and process is presented in 
section  and section  establishes four success factors to analyze how existing generic 
data models can enhance semantic interoperability. The results of this review are 
presented in section  and finally, section  discusses the research contributions and 
outlines possible avenues for further research. 

1 2

3 4
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1. Review Scope and Process

This literature review focused on generic data models for public administration, 
encompassing both government and municipality organizations. These data models 
could be developed for the use of one organization or multiple organizations, nationally 
or globally. Actual use experiences were not required. We followed the review in 
following:  

Identifying the purpose of the literature review: The topic and the purpose of this 
review address the area of interoperability in public administration. The interest is 
especially in semantic interoperability – How the current generic data models are able 
to support this interoperability area. For evaluating this, we generated four-feature 
framework to assess the specific features which are assumed to have a positive effect 
on semantic interoperability.  

Forming clear research protocol: This phase documents the research stages in 
detailed level, and provides instructions for searching, screening, extraction and 
synthesis. As a part of this phase and also for identifying the data models which are 
genuinely applicable for more than one operational area in public sector organization, 
we formed content criteria for analyzing the content of the papers: 1) Data model is a 
generic data model, 2) Data model is developed for public administration, 3) Data 
model is developed to support either one organization or multiple organizations 
nationally or globally.  

We used the key concepts and their combinations as search terms.  Moreover, we 
limited our search to academically reported material and chose academic databases for 
literature searches based on the topic of the database (information technology) and also 
for the commonness of database. The chosen databases were IEEE Xplore, SCOPUS 
(Elsevier) and ACM Digital Library. In addition, Google Scholar was used for 
complementing the search results.  

Searching for the literature: The search terms used were “interoperability” AND 
(“information model” OR “data model”) AND (“public sector” or “government” or “e-
government” or “eGovernment” or “municipality” or “public administration”). The 
publication year range was limited to 1980-2013 and the searches were conducted for 
all contents, both metadata and content. Document type was restricted to peer-reviewed 
conference publications and journal articles, paper length at least 6 pages. Moreover, 
language of the papers was limited to English. Because of the large number of database 
hits in several search terms, we had to limit the practical screening to concern no more 
than hundred articles per search. Results of the queries are presented in Table 1. 
Table 1. Search Results Overview 

Academic databases and 
search engine 

Hits in total Relevant based on 
practical screening 

Relevant based 
on quality 
appraisal 

IEEE Xplore – IEEE/IEE 
Electronic Library 

1 1 0

Scopus (Elsevier) 208 16 4

ACM Digital Library 290 9 2

Google Scholar 42 8 1

Hits in total 541 34 7
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In Practical screening we reviewed the suitability of title and abstract against the 
content criteria. If the paper met each criterion, it was selected for quality appraisal. 
During this phase, the notable decrease in the number of papers was mainly due to first 
point of content criteria; the data model had to be general and thus not domain-specific. 
Consequently, data models generated for example for health care or geographic 
information purposes were not taken into a further observation. 

During the quality appraisal, we observed the quality of the articles which passed 
the previous phase. At first, we ensured that articles certainly met the content criteria. 
This was already observed in practical screening, but also verified here. Secondly, we 
ensured that the preconditions described in Searching for literature phase (e.g. 
requirement for paper peer-reviewing, minimum page amount) were met. Hence, 
separate scoring of the methodological quality was not conducted [22]. While 
examining the papers which passed the quality appraisal, we also discovered original 
sources and in this way enriched and complemented our selection of literature. 

Data extraction phase was conducted by analyzing each article. During the data 
extraction, we assessed how the data models found supported the interoperability aims 
of public administration organization. In the synthesis phase, we conducted the 
conclusions, assessed how the research question could be answered and finally deduced 
some possible implications for future research. The review was written in parallel with 
each of the previous stages. 

2. Four-feature Framework for Assessing Semantic Interoperability

Based on the literature review, we assessed the features of found data models, which 
are reported to have positive influence on interoperability, standardization and 
utilization of existing standards are highlighted in several studies [2, 3, 8, 11, 27, 29, 
30]. Furthermore, the importance of organizational issues over technical ones is 
proposed in [16, 29]. In opposite to these advancing factors, also some constraints for 
interoperability have been reported in research by Scholl & Klischewski [29]. 

Scholl & Klischewski [29] created a research framework for e-government 
integration and interoperation. In this framework, they stressed the importance of 
success factors in integration and interoperation, especially as implications for future 
research. In their later study [30], the authors utilized the framework by studying 
several interoperability initiatives in their research project. As a result, they discovered 
that the lack of interoperability success factors and metrics was still prominent. Also 
Flak & Solli-Saether stated in [10], that interoperability as a research area lacks a 
common conceptual framework and thus the understanding of the factors that constitute 
interoperability is still vague. Altogether, we seem to have a clear gap in current 
research concerning the interoperability success factors. In this review, we try to 
address this research gap especially in part of semantic interoperability. For this 
purpose, we analyzed the existing literature and conducted four features of generic data 
models, which are based on the literature stated to have positive effect on public 
administration interoperability, especially on semantic interoperability. These features 
are:
1. Using standard modeling language or notation, enhancing interoperability through

common understanding of processes and related information  [3, 8, 11,  17, 27, 30,
31]
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2. Modeling and describing relationships between entities, enhancing interoperability
by describing entities and their structures [8, 25]

3. A separate vocabulary to describe data exchanges, influencing interoperability by
ensuring agreed values or terms are used and they follow a specific format or
pattern [5, 8]

4. Agreed procedures and methodologies for developing generic data models or
other interoperability assets, influencing interoperability by ensuring the correct
understanding and utilization of data models through specific instructions [8].

In addition, the importance of organizational issues was brought up in several 
studies [10, 16, 30], but we did not found enough evidence or exact definitions from 
the literature for including this factor in our framework. In this review, we analyzed the 
generic data models found in light of the above criteria (four-feature framework). 

3. Results

The results of this review are divided into 1) an overview of the generic data models 
found, 2) analysis in light of the four features as defined above and 3) a summary of the 
findings. 

3.1. Generic Data Models 

To aid the examining of the data models found, we divided the models in to two main 
groups. First group is national and sub-domain data models, which are developed for 
the purposes of one country or one organization. Although they are often developed 
from the viewpoint of a single interest group, they are often based on some other 
general data or information model or an interoperability framework [8, 23]. Moreover, 
some of the models intended mainly national, are used as a backbone of some other 
national models. The second group is global data models, which are developed for the 
use of multiple governmental organizations world-wide.  

Under these two categories, we further divided the data models into three 
categories, based on their properties and representation style. First sub-category is ER-
based initiatives, which are often represented for example using UML notation. The 
second sub-category is metadata initiatives, which are mostly based on Dublin Core 
metadata model [25]. According to Shukair et al. [31], several countries have their own 
standard for metadata descriptions, often based on Dublin Core. The third identified 
group is ontologies which are intended to support interoperability aims by assuring 
semantic compatibility [26]. Ontologies are often represented in a standard machine 
understandable language, like OWL (Ontology Web Language) which is a standard and 
recommendable language developed by W3C [33]. OWL has also a set of sublanguages 
intended for other levels of complexity [27].  

The next table (Table 2) presents the found data models in general level, providing 
further references for more detailed information: 
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Table 2. Summary of the found data models

Data model Description 
ER-based initiatives: 

UK Government 
Common Information 
Model (GCIM) [21, 25] 

ER-based high level data model for all public administration’s activities. It is a 
part of the UK e-Service Development Framework. The model emphasizes the 
concept of interaction  [21, 25]. 

Federal Enterprise 
Architecture (FEA) [32] 

FEA is a framework for federal government, developed in United States by 
the Office of Management and Budget’s, Office of E-Government and 
Information Technology.  FEA is strongly a business-driven model [32]. 

The Governance 
Enterprise Architecture 
(GEA) [24] 

GEA is a technology neutral model which describes the business context and 
the business relationships of public administration domain. It is a top-down 
model consisting of two mega-processes: Public Policy Formulation and 
Service Provision [25]. 

Fidis [9] FIDIS (Future of Identity in an Information Society) is an excellence group 
funded by the European Union’s 6th framework programme. They concentrate 
mainly on identity management and from this point of view; they have also 
formed a development method and a framework for interoperability of 
information systems.  Among the other deliverables, FIDIS provides best 
practice guidelines to incorporate the development method and framework 
into practice. The method and its framework are divided into four domains, 
like the business modelling domain, described in ER modelling language  [9]. 

Metadata initiatives: 

Dublin Core metadata 
model  and Dublin Core-
based metadata models 
[5] 

Dublin Core is one of the most influential and domain independent metadata 
standard managed by the Dublin Core Metadata Initiative (DFMI) [3]. 
Dublin Core-based e-GMS standard for metadata management (e-Government 
Unit, 2006) and it is developed as a part of e-GIF Framework. E-GMS 
describe several metadata elements and their level of obligation, aiming to 
support information resource discovery, management and digital preservation 
[7]. 

ISO 11179-based 
metadata models [14] 

ISO 11179 is a standard for metadata registries. Metadata registries address 
the issues like the semantics of data, representations of data and the 
registrations of the data descriptions. According to Shukair et al. [31], two 
notable examples of ISO-based metadata models are DESIRE [12] and 
CORES [13]. 

Ontologies: 

Knowledge management 
system [28] 

A web-based knowledge management system which aids the service 
provision. The main component of their system is a knowledge portal, which 
consist of two components: public administration ontology and RDF metadata 
repository [28]. 

The Dip eGovernment 
Ontology [4] 

A domain ontology for public administration, using Operational Conceptual 
Modelling Language (OCML). The ontology models a wide range of 
information and services, although, its deficiency is that it is stated to be only 
a taxonomy, not a thoroughbred ontology [4, 25]. 

WebDG Ontologies [20, 
25] 

WebDG Ontologies have been developed in Computer Department of Virginia 
Tech, as part of Web Digital Government project. The ontology is centered on 
two main features: composing e-government services and ensuring privacy of 
the services [20, 25]. 

A semantic framework 
for Public 
Administration services 

In this framework, Life Event (LE) is a central concept, in orchestrating one-
stop government services [27].  

[27] 
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Public Service Ontology 
[19] 

Public Service Ontology was developed with the primary goal of providing a 
standardized, formal, unambiguous, reusable and extendable way of 
presenting public services [19].  

3.2. Data Model Support for Interoperability 

We analyzed the data models against the four features to see how each model supports 
semantic interoperability. In addition, we evaluated the differences between the 
national and global data models in supporting these interoperability features.  

Support for using standard modelling language or notation: To enable 
interoperability, use of standard language or notation is often seen important [3, 8, 11, 
27, 29, 30].  According to Benguria and Larrucea [2], the proliferation of different 
standards and formats is the main barrier for interoperability between organizations. 
When observing the found data models against this feature, only GCIM and GEA 
models have considered this aspect. Both of the models are ER-based, however 
GCIM’s ER orientation is much stronger. GCIM is an object based model, with the 
strong idea of reusing general elements and patters, avoiding reinventing the wheel [20]. 
GCIM provides a wide variety of ready-made diagrams to employ, like use cases, 
activity diagrams and class diagrams. The notations are explained in detailed level 
which aids the utilization of ready elements and patterns even more.  

The viewpoint in GEA is more on processes, and it doesn’t provide as wide 
support for modelling initiatives than GCIM. GEA also utilizes GCIM and broadens it 
by including the knowledge aspect into the public administration domain model. 
Authors have also made some adjustments to presented objects [24]. In ER-based 
models, FEA also includes a data model in UML notation, but it is considered more as 
an abstract data model, without any concrete examples of public administration domain. 
This is why FEA model is considered not to possess support for using standard 
modelling language or notation.  

Support for modelling and describing relationships between entities: All the 
observed data models described the relationships between different entities, although in 
different manners. ER-based models described the relationships by using both graphic 
and textual illustrations, whereas metadata models and ontologies described the 
relationships by textual means. In metadata models, relationships were often modelled 
also in related XML or RDF schemas [13].  In addition, the following two ontologies 
modelled the relationships with the help of the OWL (Ontology Web Language): 
Knowledge management system [28] and semantic framework for public 
administration services [27]. Although, this article criticized OWL for some 
shortcomings in modelling relations [27]. 

The DIP eGovernment Ontology presents the relationships by describing the 
classes, subclasses and inheritance of properties. Because The DIP eGovernment 
Ontology is mainly a taxonomy, the relationships are described only in a superficial 
manner. In this review, we do not evaluate which way of describing the relationships is 
the most descriptive and useful, they are considered as equal. 

Support for separate vocabulary to describe data exchanges: For supporting 
the semantic interoperability, the existence of separate vocabularies or data dictionaries 
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to describe data exchanges is seen as an important attribute [8]. GCIM includes a 
specific vocabulary in which the key terms of the model are described. Also in the 
viewpoint of technical implementation, GCIM has code sets and related vocabularies as 
reusable resources. GEA and FEA models recognize also a vocabulary and in GEA, the 
viewpoint is mostly technical implementation. In ER-based models, FIDIS is the only 
model which does not include a separate vocabulary.

In metadata models, vocabularies are usually expressed in vocabulary encoding 
schemes, where values for the data elements are from controlled vocabularies (e.g. 
ADLS, e-GMS, Desire, Cores, Canadian metadata model). A data element can be for 
example a class, a property, a vocabulary encoding scheme or a syntax encoding 
scheme [5]. In addition to permitted values, encoding schemes ensure that the values 
conform to a specific format or pattern. An RDF schema can be used to describe a 
vocabulary, using an RDF Vocabulary Description Language which is the case in 
DESIRE and CORES models.  Dublin Core metadata model has defined a DCMI Type 
Vocabulary to categorize the nature or genre of the resource. This is done with the help 
of the set of classes specified in the DCMI Type Vocabulary.  

Although both ER-based and metadata models are using vocabularies to obtain 
semantic interoperability, they are pursuing it by using different approaches. Whereas 
in ER-based models vocabularies are often in appendixes or in other list-based files 
describing the exact meaning of a specific term, metadata models are using 
vocabularies to ensure that the right values are given to the elements.   

Ontologies are considered essential in the area of e-government, as they state an 
agreement to adapt a specific vocabulary in a coherent and consistent manner. 
Ontology can also be understood as a vocabulary itself [4].  

Support for agreed procedures and methodologies: In this review, with support 
for agreed procedures and methodologies we mean that a data model includes some 
instructions to guide the utilization of the data model. Instructions can be either textual 
descriptions, a numerated list of development phases, or formal and reusable models, 
like various diagrams.  GCIM model aids the developers by providing a preferable 
order for GCIM classes and separate descriptions for each class. There are also a 
separate checklist to go through, ensuring that all development phases are taken into 
consideration. Furthermore, common frameworks for each service interaction are 
provided. Another ER-based data modeling initiative that takes the agreed procedures 
and methodologies into account is GEA. GEA guides the development of a description 
of the overall governance system, by introducing the GEA object model for overall 
governance system. Authors stated that this model covers a path which leads from the 
conceptualization of administrative action to the realization and process execution in 
the real world [24].

In ontology-based data models, we consider that WebDG Ontologies includes the 
issue of providing support for agreed procedures or methodologies. This is due to in-
depth descriptions of standards and technologies used in implementation, and a 
comprehensive WebDG architecture. Moreover, the issue of semantic composability is 
addressed. In addition to this ontology, Knowledge Management System [28] and 
Semantic Framework for Public Administration Services [27] also contains detailed 
implementation descriptions, so we consider also these data models as supportive for 
this interoperability feature. 
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Table 3. Generic data models, their sub-categories and support for interoperability 

Scope of the 
data model 

Sub-category
of the data 

model 

Using standard 
modeling 

language or 
notation 

Modeling
and

describing
relationships

between 
entities 

Separate
vocabulary
to describe 

data
exchanges

Agreed
procedures

and
methodologies 

National data models: 

GCIM ER-based 
initiatives x x x x

FEA ER-based 
initiatives x x

Dublin Core- 
based national 
metadata models 

metadata 
initiatives x x

Knowledge
management 
system [28] 

ontologies 
x x

Global data models:

GEA ER-based 
initiatives x x x x

FIDIS ER-based 
initiatives x

Dublin Core 
metadata model 

metadata 
initiatives x x

ISO 11179-based 
global metadata 
models 

metadata 
initiatives x x

The Dip 
eGovernment 
Ontology

ontologies 
x x

WebDG 
Ontologies 

ontologies 
x x

A semantic 
framework for 
Public
Administration 
services [27] 

ontologies 

x x

Public Service 
Ontology

ontologies 
x

3.3. Findings 

We aimed for discovering generic data models, which have a positive impact on public 
administration interoperability. Although we searched academic papers from three 
well-known databases and from one comprehensive search engine, among the 541 hits 
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we found only seven papers, which passed the quality appraisal phase (see Table 1). 
However, these papers led to the secondary sources in which additional generic data 
models were reported. The found data models are summarized in Table 2.   

During the analysis of data models, we observed a total lack of papers describing 
data models in sub-domain level. This may be caused by the lack of motivation for 
single organizations to report their internal models and standards in academic resources, 
even if the organization is global. When combining our presentation categorization and 
the scope categorization we noticed that the amount of national and global data models 
is quite similar in ER-based initiatives. Several countries have their own metadata 
initiatives and thus, these are more popular in national context, although they are often 
based on a global standard, mostly in Dublin Core. In ontologies instead, there are 
more global models in use than national ones. 

When analyzing the utilization of existing data models to create new ones, we 
noticed, that in addition to re-using existing models inside one sub-category (e.g. ER-
based initiatives), there exist also utilization across these sub-category borders. For 
example, the origins of the Public Service Ontology are on the GEA model. 
Interestingly, ER-based models are reused more often than metadata or ontology 
initiatives. This might be due to their holistic nature, which makes them easier to apply 
in different contexts. Also, commonness of Dublin Core model as a background for 
both national metadata models and ISO 11179-based models is notable.  

To support the analysis of the data models, this paper devised a four-feature 
framework for assessing capability of data models to enhance interoperability, based on 
synthesis of previous research. Table 3 summarizes the research results by mapping the 
individual data models (rows) against the supported interoperability feature (columns). 
Several observations can be made from this table. At first, ER-based models provide 
the highest level support for public administration interoperability. In line with the 
specific definition of information or data model [18], all the models support modeling 
and describing entities, while only ER models support standard modeling language or 
notation. GCIM and GEA models support each interoperability feature, while other 
data models support usually two of them. GCIM and GEA models are holistic models 
in their nature, and include several re-usable elements derived from business or process 
perspective. The GEA model is also partly based on GCIM, which explains their 
consistencies in some extent.  

From the Table 3 we can also observe that metadata initiatives and ontologies 
supported quite similar interoperability features. This similarity may be due to the 
diagrammatic nature of these models as well as use of formal and machine 
understandable language that is not oriented towards support for organizational issues 
and support for using standard modelling language or notation. Metadata initiatives 
tend to support separate vocabulary to describe data exchanges, as they often expressed 
the vocabularies by using vocabulary encoding schemes. Ontologies supported better 
the agreed procedures and methodologies, due to their more formal nature and support 
for implementation issues. Especially WebDG ontology addressed this feature by using 
in-depth descriptions of standards and technologies used in implementation.  

The technical orientation brings a significant advantage for ontologies, because 
they are often presented in machine-readable format and are therefore processable at 
runtime, reducing the chance to misuse or otherwise incorrectly interpret the data 
model.  

In general, the second most supported interoperability feature was a separate 
vocabulary to support data exchanges. We considered the data model to support this 
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feature, if it offered a separate vocabulary for describing the semantics of specific terms 
used in the data model supporting appropriate data exchanges. The third most 
supported feature is the support for agreed procedures and methodologies. In ER-based 
data models, the specific modelling guidelines were offered, whereas ontologies 
included more implementation oriented guidelines. Support for using standard 
modelling language was rare and mainly taken into account in ER-based data models. 

When comparing how the national and global data models support interoperability, 
we can perceive in Table 3, that there are no significant differences in ER-based 
models. A comprehensive ER-based model exists in both of these scopes, as GCIM is 
intended national and GEA as a global model. Also differences in metadata-based 
models and ontologies between the national and global scopes are minor leading to the 
conclusion, that there exist no significant differences in ways that national or global 
data models support interoperability in public administration. The research question is 
answered as follows: 

1. How do the generic data models found support the interoperability of public
administration in sub-domain, national and global level?

Unfortunately, not any sub-domain level data models were found in our literature 
review. Data models in national level supported the interoperability by modelling and 
describing the relationships between entities, either in UML-based notation (ER-based 
initiatives), RDF or XML schemas (metadata-initiatives), or in Ontology Web 
Language (ontologies). Several national data models also supported a separate 
vocabulary to describe data exchanges, either by textual descriptions or by using 
vocabulary encoding schemes, which was a common mean in metadata-initiatives. 
Support for other two features was pursued by the means of textual instructions and 
UML-diagrams, interrelated reference models and detailed descriptions about the 
implementation.  

In global level, interoperability is mainly supported through modelling 
relationships between entities and by separate vocabularies to support data exchanges. 
In this level, there are several ontologies, which contribution to interoperability of 
public administration is both in implementing semantics and assuring the accuracy of 
technical issues. Altogether, because of the early stated cross-utilization of the 
presented data models, the means for supporting interoperability initiatives are quite 
similar between national and global data models.  

In summary, there are no significant differences between national and global data 
models in the way they support interoperability. Therefore, this categorization of data 
model scalability [25] didn’t provide any additional value in this research context. 
However, it is noteworthy that there are notable divergences between the different sub-
categories of data models and how they support interoperability initiatives.  
Based on the results of this review, it can be noted that ER-based data models 
supported our four features of generic data models in  most comprehensive way, 
regardless of the their scope or application area. 

4. Discussion and Implications for Future Research

The purpose of this study was to complement the widely studied interoperability 
research area by evaluating, how generic data models in different scopes support 
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interoperability in public administration. In addition to generic data models found in 
[27], we complement this review by adding other data models introduced in the 
literature and further enriched the existing analysis by investigating how the evaluated 
models support interoperability objectives. The first contribution of this paper thus is 
the up-to-date review of the generic data models.  

In addition, we devised a four-feature framework for assessing the capability of 
data models to enhance interoperability, derived from current interoperability literature. 
This is a response to the lack of interoperability success factors stated by Scholl et al. in 
[30]. Moreover, Flak & Solli-Saether noted in their research [10], that the evaluation of 
interoperability has been given only a little emphasis in previous studies. According to 
them, this might be due to the complex nature of public administration, which causes 
difficulties in applying traditional performance metrics. They constructed a conceptual 
model for interoperability, which included also three evaluation categories for 
interoperability: Technical quality, organizational performance and regulatory 
compliance. Compared to our four-feature framework, the categories presented by Flak 
& Solli-Saether in [10] are applicable for interoperability on a general level. In turn, 
our features are limited to data models. Hence, our four-feature framework 
complements the research of Flak & Solli-Saether [10]. 

Our findings indicate, that there are no significant differences between national 
and global data models in way they support interoperability. More specifically, the 
results of this review indicate that ER-based data models support the interoperability in 
a most comprehensive manner, and in this way they should be widely utilized in 
interoperability initiatives. To diminish the risk for misusing or interpreting the human-
readable ER-based data models, ontologies can be used to complement ER models and 
aid the implementation stages. 

For future research, we propose to further develop the conceptual model of Flak & 
Solli-Saether [10], by defining the evaluation approach cover also the four 
interoperability levels stated by European Commission in EIF [10]. This would also 
enable this model to better consider semantic interoperability. Another interesting area 
of future work would be sub-domain data models: In which extent they exist, in what 
data model they are based on, and how they support the interoperability of public 
administration. 
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Abstract. Citizen-government interaction has been innovatively improved through 

the use of e-Government services. Such e-services provide governmental agencies 

with the opportunity to enhance their reputation and increase citizens’ engagement 

with them. However, accomplishing this transformation will not be achieved with-

out removing any impediments that affect citizens’ trust in the provided e-services. 

This paper aims to understand the way social individual differences (age, gender, 

education level, and Internet experience) affect citizens’ trust in e-Government 

services in developing countries. A survey, looking at people’s perception of trust 

in e-Government, of citizens drawn from different geographical areas in Saudi 

Arabia, was conducted. The findings of this research indicate that out of the four 

factors investigated, only education level has a significant impact on citizen’s trust 

in e-government services. Therefore, it appears that as educational level increases, 

so does citizen’s trust in e-government and so they are more likely to engage with 

these e-government services. 

Keywords. Trust, Saudi Arabia, individual differences, e-Government 

Introduction 

The contemporary evolution of public services has become a salient phenomenon glob-

ally, and can be clearly seen in most governments huge invest in providing modern 

online public services (e-services) [17]. The success of these will not be accomplished 

until the barriers of citizens’ trust, use, and adoption are demolished. Citizens’ trust can 

be considered as an essential requirement to understand and enhance citizens’ use  

and adoption of e-government services. Belanger and Carter [10] showed that  

e-government services will not be adopted unless citizens deem them trustworthy. The 

main reason behind the recognizable governmental effort is to increase citizens’ trust in 

their e-services and thus enhance citizens’ adoption of these e-services. 

Over the last few years, various studies have shifted their attention to focus on un-

derstanding and examining the relationship between citizens’ trust, confidence, use, 

and adoption of e-government services [3,7,9,16,22,30,39,45,46] . Most of these stud-

ies see e-government as a transformational technology that innovatively facilitates and 

enhances citizens’ interaction with government, and empowering citizens’ trust and 

satisfaction in government to avoid any long term decline.  
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From a recent review of e-government literature, this paper found that there is a 

significant gap in the literature for understanding the relationship between citizens’ 

trust and e-government; especially understanding the effects of demographics differ-

ences on trust in e-government [30]. In addition, a noticeable lack of either statistical or 

empirical evidence was found in the e-government literature [10,30,34]. 

Previous studies of technology adoption have found age, gender, education level, 

and Internet experience as constant significant predictors either directly or indirectly in 

information systems research [7,24,28,31,32,39,45]. Therefore, this paper reports on an 

empirical study which investigates and looks to understand the effects of demographic 

differences on citizen’s trust in e-government services. 

1. Individual Differences 

1.1. Age 

Several IS research have broadly studied the impact of age differences [7,31,39,45]. 

Age differences is considered as a vital barrier that significantly contributes directly or 

indirectly to users’ adoption of a new system or one of the e-Government services [4], 

[31,45]. Previous research has shown that older people, in general, are more likely to 

avoid unfamiliar tasks resist change in both social interactions and working environ-

ments [33,38]. Avgerou and Walsham [6] found that in developing countries younger 

people prefer to interact and use ICT more than older people. 

In ICT studies, it has been argued that older people do not prefer computer interac-

tion in general, thus it results in limited training and computer knowledge [25]. Moreo-

ver, Van Dijk and Hacker [42] argued that lack of interaction with computers forms a 

type of computer fear, especially in rural areas; they also found that older people are 

more likely to be affected by this computer fear. Correspondingly, Gilbert et. al. [22] 

used age differences to assess the mechanism for e-Government and found that younger 

people are more likely to adopt e-Government services than older people. Al-Ghaith  

et. al. [1], in a similar study in Saudi Arabia, found that the youngest group (15–25 

years old) was the most likely group to adopt e-Government services. This research 

suggests that age is an important predictor for understanding trust in e-Government 

services at the individual level (citizens). Therefore, hypothesis H1 is proposed: 

H1: Age group differences will significantly impact citizen’s trust in e-Government 

services. 

1.2. Gender  

Previous studies have revealed that gender has an extensive effect on use and technolo-

gy adoption [21,44,45]. Male users tended to be more likely to use and adopt ICTs than 

female users [31]. Gefen et. al., [21] showed that female users are often slower than 

male users in learning to use technology, which indicates that even the perceptions of 

technology differentiate based on gender differences. Moreover, in developing coun-

tries [6] it appears that male users tend to use ICTs more frequently than female users. 

A number of studies have investigated the impact of gender differences in adoption 

and attitudes towards e-Government services [3,9,15,16,39,43]. For example, a study 

by Choudrie and Papazafeiropoulou [15] the UK found that male users were more will-

ing than female users to use e-Government services. 
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From earlier studies, gender has been identified as an effective predictor of public 

e-services use. However, it is been suggested that although male and female attitudes 

differ towards technology, the increased number of females online users eliminate this 

argument [7,32]. Therefore, to explore the role of gender differences in trust in  

e-Government services, this paper will investigate the following hypothesis: 

H2: Gender differences will NOT significantly impact citizens’ trust in e-Govern-

ment services. 

1.3. Education Level 

Various IS scholars state education level as the most important driver. It has been em-

phasized that education level is consistently seen as one of the major challenges affect 

individual’s attitude towards technology [3,7,39,45]. Previous research suggests a 

strong relation between education level and usage, such that people with higher levels 

of education are more likely to use computers than people with lower education levels 

[12,31,42]. Similarly the adoption of new innovations has been found higher in people 

with higher educational levels [13,18,36]. Moreover, in the context of e-Government, 

education level has been demonstrated as a powerful predictor, such that the higher  

the education level the more positive the attitude and adoption rates [3,9,16,39,45]. 

Accordingly, education level appears as a vital predictor for the use and adoption  

of different technologies and particularly for e-Government services. Therefore, this 

study aims to understand the effect an individual’s education level has on trust in  

e-Government services. As a consequence, the proposition is: 

H3: Education level differences will significantly impact citizens’ trust in e-Gov-

ernment services. 

1.4. Internet Experience (Antecedent Experience) 

During the development of information systems, antecedent Internet experience has 

been suggested as being a significant predictor of the acceptance and adoption of new 

e-services [26,27,37].  

Karjaluoto et. al., and Trocchia and Janda [27,40] assumed that the Internet experi-

ence factor may divide users, as people with higher Internet experience may be more 

willing to trust and adopt e-services than people with lower Internet experience. Some 

may argue that positive Internet experiences with e-Government services or even with 

Internet merchants may increase individual trust in new e-Governmental services. 

However, negative perception or experience with e-Government services may decrease 

trust in their services and consequently affect adoption of any new e-Governmental 

services [29]. 

Van Dijk [41] mentioned that unpleasant initial experience might discourage indi-

vidual’s trust and use of computers, and the same concept can be used in the case of 

trusting a new e-Governmental services. The nature of e-Government services requires 

a boost of trust to increase citizen’s adoption of these services [5]. Therefore, Internet 

experience may play a critical role in empowering citizens’ trust in e-Government ser-

vices. With this in mind, the following is proposed: 

H4: Internet experience differences will significantly impact citizens’ trust in  

e-Government services. 
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2. Research Methodology 

A quantitative survey approach was adopted for this study, since the empirical research 

required information on large numbers of the population [18–20]. The survey was con-

ducted among different citizens in Saudi Arabia. This technique was selected because 

of the acknowledgment in similar research that it is the most appropriate and realistic 

technique in such cases [3,7]. 

A pilot test was conducted with 40 participants, randomly selected, to avoid un-

clear wording in the instrument and revisions made accordingly. Although, the content 

of the questionnaire validated by the majority of the respondents, minor changes took a 

place on the final questionnaire design based upon the received feedback. Once the 

survey was refined, it was distributed randomly in July 2013 for two months, among 

Saudi Arabian citizens in a number of cities. Various methods were used to disseminate 

the questionnaire (such as by hand in public places, social networks, emails). The ran-

dom sampling approach was adopted in order to collect unbiased data from the targeted 

population. Of the 731 returned survey questionnaires 531 were completed and used in 

the analysis. 

3. Data Analysis 

Analysis of the survey data was carried out using the statistical software package SPSS 

20. The variables included in this study were nominal variables, accordingly the chi-

squares test (�
2

) was performed to determine statistical significance of the demograph-

ic differences of the citizens’ trust on e-government services as well as looking at dis-

trust [11,35]. The TOE construct (Trust on e-Government) consists of five scale items, 

which were taken from previously validated instruments [10,14]. The scale’s reliability 

is 0.888 which implies a high internal consistency [23], and when factor loadings are 

performed, using a confirmatory factor analysis, all items loaded together properly on 

the construct. 

3.1. Respondents’ Profile 

The respondents’ profile has been divided into four sections based on age, gender, edu-

cation level, and Internet experience. The majority of the respondents (40.3%) ranged 

from 30 to 44 years. Most of the respondents were male, about 72% of the sample. 58% 

of the sample reported that they hold a bachelor degree. Furthermore, about 60% of the 

respondents reported that they have over 4 years Internet experience. Table 1 summa-

rizes the demographics information. 

4. Results 

H1: Age group differences will significantly impact citizen’s trust in e-Government 

services. 

Table 2 show that the majority of the respondent were neutral towards trusting in 

e-Government services, with the highest percentage (53.8%) for age group +55 years, 

followed by 41.5% for age group 45–54 years, then 36.9% and 35.8% for age groups 
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18–24 years and 25–29 years, respectively. Nevertheless, most of the respondents (214) 

within the age group 30–44 years were found to be trusting of e-Government services. 

Moreover, neutral and more distrustful respondents were found about equal within the 

age group <18 years. The Pearson chi-square for the sample shows no significant  

differences between age groups and citizens’ trust in e-Government services (�
2

 (320, 

n = 531) = 311.420, p = .624). 

H2: Gender differences will NOT significantly impact citizens’ trust in e-Govern-

ment services. 

Table 3 shows that most of the respondents (182) were neutral towards trust in  

e-Government services, 34.2%. It also reveals that 31.7% of male respondents were 

trusting in e-Government services, compared with 28% of the female respondents. Re-

markably, only 5.64% of the sample were found to strongly distrust e-Government ser-

vices. Overall, the Pearson chi-square for the sample shows no significant differences 

Table 1. Respondents’ profile 

Demographic Category Frequency % 

Age <18 years 

18–24 years 

25–29 years 

30–44 years 

45–54 years 

+55 years 

12 

119 

120 

214 

53 

13 

2.3 

22.4 

22.6 

40.3 

10.0 

2.4 

Gender Male 

Female 

391 

160 

71.8 

28.2 

Education Less than high school 

High school 

Diploma 

Bachelor 

Postgraduate 

7 

58 

31 

308 

127 

1.3 

10.9 

5.8 

58.0 

23.9 

Internet  

Experience 

1–6 months 

7–11 months 

1–2 years 

3–4 years 

+4 years 

2 

34 

61 

144 

329 

0.4 

4.5 

9.6 

25.3 

60.2 

Table 2. Crosstabulation analysis between Age and Trust in e-Government services 

Age * TOE Crosstabulation 

    

Strongly 

distrust 

Distrust Neutral Trust Strongly 

trust 

Total 

Age <18 years     0 

    0% 

    5 

    41.6% 

    5 

    41.6% 

    2 

    16.6% 

    0 

    0% 

    12 

    100% 

18–24 years     7 

    5.8% 

    23 

    19.3% 

    44 

    36.9% 

    32 

    26.8% 

    13 

    10.9% 

    119 

    100% 

25–29 years     5 

    4.1% 

    17 

    14.1% 

    43 

    35.8% 

    40 

    33.3% 

    15 

    12.5% 

    120 

    100% 

30–44 years     14 

    6.5% 

    38 

    17.7% 

    61 

    28.5% 

    66 

    30.8% 

    35 

    16.3% 

    214 

    100% 

45–54 years     4 

    7.5% 

    6 

    11.3% 

    22 

    41.5% 

    18 

    33.9% 

    3 

    5.6% 

    53 

    100% 

+55 years     0 

    0% 

    0 

    0% 

    7 

    53.8% 

    5 

    38.4% 

    1 

    7.6% 

    13 

    100% 

Total     30 

    5.6% 

    89 

    16.7% 

    182 

    34.2% 

    163 

    30.6% 

    67 

    12.6% 

    531 

    100% 
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between gender and citizens’ trust in e-Government services (�
2

 (64, n = 531) = 

71.222, p = .250). 

H3: Education level differences will significantly impact citizens’ trust in e-Gov-

ernment services. 

The Pearson chi-square result shows that there was significant differences between 

education level and citizens’ trust in e-Government services (�
2

 (256, n = 531) = 

431.870, p = .000). Table 4 show that most of the respondents (308) hold a bachelors’ 

degree and 34.4% of them were neutral towards trusting e-government services fol-

lowed by 30.1% who said they are more trusting of e-Government services. 35.4% and 

32.7% of respondents holding a diploma and high school certificates respectively, re-

ported as trusting of e-Government services. In contrast, a minority of respondents that 

hold a lower qualification (ie. less than high school (4)) were found more distrusting of 

e-Government services. 

H4: Internet experience differences will significantly impact citizens’ trust in  

e-Government services. 

The majority of the sample (320) have more than 4 years Internet experience and 

were neutral (33.7%) towards trust in e-Government services (Table 5). The results also 

show that 37.5% of the respondents with 7–11 months Internet experience were more 

trusting of e-Government services. The Pearson chi-square test shows that there was no 

significant differences between Internet experience and citizens’ trust in e-Government 

services (�
2

 (256, n = 531) = 258.078, p = .452). Table 6 summarizes the results of the 

hypotheses testing. 

 

Table 3. Crosstabulation analysis between Gender and Trust in e-Government services 

   Gender * TOE Crosstabulation   

  Strongly 

distrust 

Distrust Neutral Trust Strongly trust Total 

Gender Male      22 

     5.77% 

    55 

    14.4% 

    128 

    33.5% 

     121 

     31.7% 

     55 

     14.4% 

     381 

     100% 

 Female      8 

     5.33% 

    34 

    22.6% 

    54 

    36% 

     42 

     28% 

     12 

     8% 

     150 

     100% 

Total 

 

     30 

     5.64% 

    89 

    16.7% 

    182 

    34.2% 

     163 

     30.6% 

     67 

     12.6% 

     531 

     100% 

Table 4. Crosstabulation analysis between Education level and Trust in e-Government services 

  Education level * TOE Crosstabulation  

  

 Strongly 

distrust 

Distrust Neutral Trust Strongly trust Total 

E
d

u
c
a
t
i
o

n
 
l
e
v

e
l
 

Less than high school      1 

     14.2% 

    4 

    57.1% 

    1 

    14.2% 

     1 

     14.2% 

     0 

     0% 

     7 

     100% 

High school      8 

     13.7% 

    10 

    17.2% 

    18 

    31.0% 

     19 

     32.7% 

     3 

     5.17% 

     58 

     100% 

Diploma      2 

     6.4% 

    4 

    12.9% 

    7 

    22.5% 

     11 

     35.4% 

     7 

     22.5% 

     31 

     100% 

Bachelor      14 

     4.5% 

    57 

    18.5% 

    106 

    34.4% 

     93 

     30.1% 

     38 

     12.3% 

     308 

     100% 

Postgraduate      5 

     3.93% 

    14 

    11.0% 

    50 

    39.3% 

     39 

     30.7% 

     19 

     14.9% 

     127 

     100% 

Total      30 

     5.64% 

    89 

    16.7% 

    182 

    34.2% 

     163 

     30.6% 

     67 

     12.6% 

     531 

     100% 
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5. Discussion  

This research explored the effects of demographics differences on citizens’ trust in  

e-Government services. These demographic variables were derived from previous re-

search presented in the e-Government and ICT literature as major predictors in the 

adoption, trust, and use of e-Government [2,7,39,45]. Analysis of the survey data 

shows that differences among age groups do not significantly predict citizen’s trust in 

e-Government services. This result supports the findings of Venkatesh et. al. [45] about 

e-Government portal use, and contradicts the findings of Al-Shafi and Veerakkody [3] 

who tested the effect of age differences on the adoption of e-Government in Qatar. Cor-

responding to prior studies [7,18] on gender, the proposed hypothesis has been sup-

ported and this study found no significant differences between gender and citizens’ 

trust in e-Government services. In contrast, Venkatesh et. al. [45] found gender as a 

predictor for e-Government portal use. In terms of education level the findings here 

show that there was a disparity in citizens’ trust in e-Government services based on 

their education level and this emphasizes previous findings [3,7,45], which indicate the 

importance of education level in trust, use, and adoption of new e-Government services. 

Furthermore, Table 4 shows that trust in e-Government services increased within citi-

zens with higher education levels. This could be overcome by increasing the effort to 

access citizens with lower education [32]. In previous research [5], Internet experience 

was found to have an effect on e-Government adoption, however this study did not find 

Table 5. Crosstabulation analysis between Internet experience and Trust in e-Government services 

   Internet Experience * TOE Crosstabulation  

  Strongly 

distrust 

Distrust Neutral Trust Strongly 

trust 

Total 

Internet  

Experience 

1–6 months      0 

     0% 

    0 

    0% 

    1 

    50% 

     1 

     50% 

     0 

     0% 

     2 

     100% 

7–11 months      1 

     4.16% 

    4 

    16.6% 

    8 

    33.3% 

     9 

     37.5% 

     2 

     8.33% 

     24 

     100% 

1–2 years      2 

     3.92% 

    14 

    27.4% 

    21 

    41.1% 

     11 

     21.5% 

     3 

     5.88% 

     51 

     100% 

3–4 years      6 

     4.47% 

    27 

    20.1% 

    44 

    32.8% 

     38 

     28.3% 

     19 

     14.1% 

     134 

     100% 

+4 years      21 

     6.56% 

    44 

    13.7% 

    108 

    33.7% 

     104 

     32.5% 

     43 

     13.4% 

     320 

     100% 

Total      30 

     5.64% 

    89 

    16.7% 

    182 

    34.2% 

     163 

     30.6% 

     67 

     12.6% 

     531 

     100% 

Table 6. Summarised hypothesis testing using chi-square (�
2

) 

Hypothesis Statistics/degree 

of freedom 

P-value Supported 

Age [H1] 311.420  

(320 df) 

.624 NO 

Gender [H2] 71.222 

(64 df) 

.250 YES 

Education level [H3] 431.870 

(256 df) 

.000 YES 

Internet experience [H4] 258.078 

(256 df) 

.452 NO 
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a significant interaction between Internet experience and citizen’s trust in  

e-Government services.�This could be as a result of a set of completely different expe-

riences (like e-shopping) than transacting with the government. This requires further 

investigation. 

6. Conclusion 

This paper explored the effect of citizens’ trust in e-Government services in Saudi Ara-

bia, given that a number of e-Government studies have shifted their focus towards de-

veloping countries in order to understand the differences that arise from context [8,45]. 

The idea that citizens who trust in e-Government services are more likely to use and 

adopt e-government services as the preferred interaction method, were emphasized by 

the e-Government literature. Empirically, the sample used in this study was gathered 

from different geographical areas of Saudi Arabia. Two of the proposed hypotheses 

were shown to have a statistical effect on citizen’s trust in new e-Government services. 

This sort of finding provides a great opportunity for government agencies to realize the 

importance of the demographic differences and to try to diminish any social individual 

barriers. In addition, it provides good insight into the demographic groups, especially 

those requiring more of a focus on their beliefs about e-Government services. Conse-

quently it will allow different groups in the population to maximize their benefits and 

commitments toward these new e-Government services. Moreover, from a different 

perspective, e-Government could contribute to the individual differences since it repre-

sents an innovative technology that certain members of society are excluded from. 

Therefore, we encourage future research to examine the role of more demographic and 

digital divisions related to trust in e-Government services. 

References 

[1] Al-Ghaith, W.A., Sanzogni, L., & Sandhu, K.: Factors Influencing the Adoption and Usage of Online 

Services in Saudi Arabia. The Electronic Journal of Information Systems in Developing Countries, 40 

(2010).  

[2] Alkhunaizan, A., & Love, S.: Effect of Demography on Mobile Commerce Frequency of Actual Use in 

Saudi Arabia. In: Anonymous Advances in Information Systems and Technologies, pp. 125–131. 

Springer (2013).  

[3] Al-Shafi, S., & Weerakkody, V.: Factors Affecting e-Government Adoption in the State of Qatar. 

(2010).  

[4] Al-Sobhi, F.: The Roles of Intermediaries in the Adoption of e-Government Services in Saudi Arabia. 

School of Information Systems, Computing and Mathematics, (2011).  

[5] Al-Sobhi, F.: The Roles of Intermediaries in the Adoption of e-Government Services in Saudi Arabia. 

School of Information Systems, Computing and Mathematics, (2011).  

[6] Avgerou, C., & Walsham, G.: Information technology in context: Studies from the perspective of devel-

oping countries. Ashgate Publishing Company (2001).  

[7] Belanger, F., & Carter, L.: The Effects of the Digital Divide on E-Government: An Emperical Evalua-

tion. 4 (2006) 81c–81c.  

[8] Bélanger, F., & Carter, L.: Digitizing Government Interactions with Constituents: An Historical Review 

of E-Government Research in Information Systems. Journal of the Association for Information Systems, 

13 (2012).  

[9] Bélanger, F., & Carter, L.: The Impact of the Digital Divide on e-Government use. Commun ACM, 52 

(2009) 132–135.  

A. Albesher and L. Brooks / The Effects of Individual Differences on Trust in e-Government Services 127



[10] Bélanger, F., & Carter, L.: Trust and Risk in e-Government Adoption. The Journal of Strategic Infor-

mation Systems, 17 (2008) 165–176.  

[11] Brace, N., Kemp, R., & Snelgar, R.: SPSS for psychologists: A guide to data analysis using SPSS for 

windows, versions 12 and 13. L. Erlbaum Associates Inc. (2006).  

[12] Brown, S.A., & Venkatesh, V.: Model of Adoption of Technology in Households: A Baseline Model 

Test and Extension Incorporating Household Life Cycle. MIS quarterly, (2005) 399–426.  

[13] Burgess, R.G.: Key variables in social investigation. Routledge & Kegan Paul (1986).  

[14] Carter, L., & Bélanger, F.: The Utilization of e�government Services: Citizen Trust, Innovation and 

Acceptance Factors*. Information Systems Journal, 15 (2005) 5–25.  

[15] Choudrie, J., & Papazafeiropoulou, A.: Lessons Learnt from the Broadband Diffusion in South Korea 

and the UK: Implications for Future Government Intervention in Technology Diffusion. Electronic 

Government, an International Journal, 3 (2006) 373–385.  

[16] Colesca, S., & Dobrica, L.: Adoption and use of e-Government Services: The Case of Romania. Jour-

nal of Applied Research and Technology, 6 (2008).  

[17] Colesca, S., & Dobrica, L.: Adoption and use of e-Government Services: The Case of Romania. Jour-

nal of Applied Research and Technology, 6 (2008). 

[18] Dwivedi, Y.K., & Lal, B.: Socio-Economic Determinants of Broadband Adoption. Industrial Manage-

ment & Data Systems, 107 (2007) 654–671.  

[19] Dwivedi, Y.K., Choudrie, J., & Brinkman, W.: Development of a Survey Instrument to Examine Con-

sumer Adoption of Broadband. Industrial Management & Data Systems, 106 (2006) 700–718.  

[20] Flavián, C., & Guinalíu, M.: Consumer Trust, Perceived Security and Privacy Policy: Three Basic 

Elements of Loyalty to a Web Site. Industrial Management & Data Systems, 106 (2006) 601–620.  

[21] Gefen, D., & Straub, D.W.: Gender Differences in the Perception and use of E-Mail: An Extension to 

the Technology Acceptance Model. MIS quarterly, 21 (1997).  

[22] Gilbert, D., Balestrini, P., & Littleboy, D.: Barriers and Benefits in the Adoption of e-Government. 

International Journal of Public Sector Management, 17 (2004) 286–301.  

[23] Hinton, P., Brownlow, C., & McMurray, I.: SPSS explained. Routledge (2004).  

[24] Hoffman, D.L., Novak, T.P., & Schlosser, A.: The Evolution of the Digital Divide: How Gaps in Inter-

net Access may Impact Electronic Commerce. Journal of Computer�Mediated Communication, 5 

(2000). 

[25] Igbaria, M., & Parasuraman, S.: A Path Analytic Study of Individual Characteristics, Computer Anxiety 

and Attitudes Toward Microcomputers. Journal of Management, 15 (1989) 373–388.  

[26] Jaruwachirathanakul, B., & Fink, D.: Internet Banking Adoption Strategies for a Developing Country: 

The Case of Thailand. Internet Research, 15 (2005) 295–311.  

[27] Karjaluoto, H., Mattila, M., & Pento, T.: Factors Underlying Attitude Formation Towards Online Bank-

ing in Finland. International Journal of Bank Marketing, 20 (2002) 261–272.  

[28] Kelley, C.L., & Charness, N.: Issues in Training Older Adults to use Computers. Behaviour & Infor-

mation Technology, 14 (1995) 107–120.  

[29] Lee, J., Kim, H.J., & Ahn, M.J.: The Willingness of e-Government Service Adoption by Business Us-

ers: The Role of Offline Service Quality and Trust in Technology. Government Information Quarterly, 

28 (2011) 222–230.  

[30] Morgeson, F.V., VanAmburg, D., & Mithas, S.: Misplaced Trust? Exploring the Structure of the e-

Government-Citizen Trust Relationship. Journal of Public Administration Research and Theory, 21 

(2011) 257–283.  

[31] Morris, M.G., & Venkatesh, V.: Age Differences in Technology Adoption Decisions: Implications for a 

Changing Work Force. Person. Psychol., 53 (2000) 375–403. 

[32] Mossberger, K., Tolbert, C.J., & Stansbury, M.: Virtual inequality: Beyond the digital divide. 

Georgetown University Press (2003).  

[33] Myers, C., & Conner, M.: Age Differences in Skill Acquisition and Transfer in an Implicit Learning 

Paradigm. Applied Cognitive Psychology, 6 (1992) 429–442.  

[34] Norris, D.F., & Lloyd, B.A.: The Scholarly Literature on e-Government: Characterizing a Nascent 

Field. International Journal of Electronic Government Research (IJEGR), 2 (2006) 40–56.  

[35] Pallant, J.: SPSS survival manual: A step by step guide to data analysis using SPSS. McGraw-Hill 

International (2010).  

[36] Rogers Everett, M.: Diffusion of Innovations. New York, (1995).  

[37] Schumacher, P., & Morahan-Martin, J.: Gender, Internet and Computer Attitudes and Experiences. 

Comput. Hum. Behav., 17 (2001) 95–110.  

[38] Sharit, J., & Czaja, S.J.: Ageing, Computer-Based Task Performance, and Stress: Issues and Challenges. 

Ergonomics, 37 (1994) 559–577.  

[39] Taipale, S.: The use of e-Government Services and the Internet: The Role of Socio-Demographic, Eco-

nomic and Geographical Predictors. Telecommun. Policy, 37 (2013) 413–422.  

A. Albesher and L. Brooks / The Effects of Individual Differences on Trust in e-Government Services128



[40] Trocchia, P.J., & Janda, S.: A Phenomenological Investigation of Internet Usage among Older Individ-

uals. Journal of consumer marketing, 17 (2000) 605–616. 

[41] Van Dijk, J.: The One-Dimensional Network Society of Manuel Castells. New media & society, 1 

(1999) 127–138. 

[42] Van Dijk, J., & Hacker, K.: The Digital Divide as a Complex and Dynamic Phenomenon. The infor-

mation society, 19 (2003) 315–326.  

[43] Van Dijk, J., Pieterson, W., van Deuren, A. et. al.: E-services for citizens: the Dutch usage case. In: 

Anonymous Electronic government, pp. 155–166. Springer (2007).  

[44] Venkatesh, V., Morris, M.G., Davis, G.B. et. al.: User Acceptance of Information Technology: Toward 

a Unified View. MIS quarterly, 27 (2003).  

[45] Venkatesh, V., Sykes, T.A., & Venkatraman, S.: Understanding e�Government Portal use in Rural 

India: Role of Demographic and Personality Characteristics. Information Systems Journal, (2013).  

[46] Welch, E.W., Hinnant, C.C., & Moon, M.J.: Linking Citizen Satisfaction with e-Government and Trust 

in Government. Journal of Public Administration Research and Theory, 15 (2005) 371–391.  

A. Albesher and L. Brooks / The Effects of Individual Differences on Trust in e-Government Services 129



How Can ICTs Support Rural Development 
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University of Oslo, Norway 

Abstract. The development of Internet and small scale computing created the be-

lief that ICTs would help the development of rural areas. In retrospect, these vi-

sions turned out to be too optimistic. Today, we experience rather dramatic cen-

tralisation trends. This is not because of ICTs alone, but we have seen that ICTs 

often support centralizing forces, rather than help local development. However, the 

academic discourse on these issues suffers from the lack of clarity and precise un-

derstanding of the ICT artefact. We have therefor developed an analytical frame-

work by conceptualizing ICTs along three dimensions; how it is viewed, its use 

and how it impacts development. Our main message is that ICTs have to be used 

locally to foster horizontal collaboration, innovation and knowledge creation activ-

ities. 

Keywords. Conceptualizations of ICTs artefact, rural development, ICT impact 

Introduction 

The visions for the implications of ICTs diffusion in society have been from the begin-

ning of the computer area overall optimistic, if not prophetic. The computerized future 

of these predictions was marked by democratization and decentralization: computing 

power in the hands of everyone, “telecommuting” and work at home. Writers like Tof-

fler (1980), Naisbitt (1982) expressed similar predictions, leading to the hope that ICT 

development could support local development.  

Based on such visions, ICTs were seen as important means for strengthening re-

gional development and help local communities. Various projects were initiated to 

stimulate economic growth at regional and local levels. However, most of these pro-

jects did not succeed in creating sustainable local enterprises. Since then, we have ex-

periences massive diffusion and adoption of ICTs in all part of the economy. But at the 

same time, we have seen strong centralisation trends, both at macro level and in the 

different business sectors. There is thus a need to explore the role that ICTs may have 

in rural development and to offer a framework that can help such analysis. 

Research Methodology 

This study departs from two scientific discourses in the past; i) ICT and decentralisa-

tion and ii) ICT for rural development. The theoretical part is based on a limited litera-

ture review and document studies, including some recent literature on ICT for devel-

opment, which then constitutes the basis when developing our analytical framework. 

This framework is applied in analysing the role of ICTs in rural policies. The empirical 

part is collected by analysing policy documents.  
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1. Theoretical Perspectives  

1.1. Revisiting the ICT, Centralisation and Decentralisation Debate  

Of all issues raised in the debates of ICT and its impact on society, few have been more 

contested than those of computers and (de)centralisation. George and King, in their 

seminal paper from 1991, addressed the general question of computerization’s effect on 

organizational decision authority structures – the factor generally regarded among 

organizational sociologists as the underlying issue in organizational centralization. The 

question was whether computerization would result in a greater concentration of deci-

sion authority at the top of the organization (centralization), or disperse decision au-

thority down and outward in the organization (decentralization). Below, we will briefly 

review some of the arguments.  

The first position, that computerization causes centralization or decentralization, 

originated by Leavitt and Whistler (1958), in predicting that the introduction of com-

puterized IS would lead to the centralization of organizational decision authorities. 

Other studies supported this claim. They were shortly opposed by other researchers, e.g. 

Burlingame (1961) arguing that IS use was more likely to lead to decentralization of 

decision authority.  

Both of these positions can be seen as a variant of a more basic assumption: that 

computerization causes changes in organizational decision authority structures. This 

view, which has been called the technological imperative, “… views technology as an 

exogenous force which determines or strongly constrains the behaviour of individuals and 

organizations” (Whistler, 1970 p. 585). But causal statements like the technological 

imperative imply a reliable pattern of cause and effect, so the unresolved question of 

which effect occurs plagues any articulation of the technological imperative. Thus, both 

logical arguments and empirical evidence that supported two contradictory positions, 

made it easy to argue that there was no inherent causal relationship between computeri-

zation and decision authority structure: there is no such imperative.  

The “no-inherent-relationship” position was not the only way to account for the 

contradictory evidence. Instead of assuming that computerization caused particular 

decision authority structures to emerge, it made more sense to some researchers to 

assume that computerization activities would reflect the prevailing centralized or de-

centralized persuasions of the organizations in which they occurred. This view became 

formalized as the reinforcement politics argument, in which computing is viewed as a 

malleable technology controlled by the dominant coalition in an organization and used 

by that group to serve the interests of the status quo (George and King, 1991). Such 

view has been called the organizational imperative which “… assumes almost unlimited 

choice over technological options and almost unlimited control over consequences [..] 

information technology is the dependent variable in the organizational imperative, caused 

by the organization’s information processing needs and manager’s choices about how to 

satisfy them” (Markus and Robey, 1988 p. 587). 

These perspectives, with its primary focus on the use of ICT in organization, are 

no less relevant when analyzing the role of ICTS for rural development at a macro level. 

However, in much of this research, ICTs is primarily regarded as simple artefacts, more 

or less seen as black boxes. That may be one explanation why there are so many appar-

ently contradicting findings as we have seen above. Furthermore, our experiences dur-

ing the last 25 years, not least due to the availability of Internet, are that ICTs very well 

can support all types of organizational structures. It the same time, these ICTs has been 
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decisive factors for a large number of innovations, both at micro and macro level sup-

porting a “no-inherent-relationship” position.  

2. ICT Seen as Instrument for Regional Development  

The development of telecommunications and democratisation of computing through the 

development and small scale computers paved the road for technological optimism 

during the 1980s. Toffler (1980) hold that industrial-style, centralized; top-down plan-

ning would be replaced by a more open, democratic, decentralized style which he 

called “anticipatory democracy”. Nora and Minc (1981) predicted that “a massive 

social computerization will take place in the future, flowing through society like elec-

tricity providing access to computer power for everyone regardless of space and time.” 

In a post-industrial society, people could live and work everywhere, regardless of space 

and time, and still be connected to a global economy.  

These arguments possessed a sort of technological imperative, viewing ICTs as 

exogenous forces that would lead persons or organisations to act in ways that could 

help rural economies. However, others refused these rather optimistic visions, claiming 

that the implications for rural development are open: Hepworth (1989) provided a at 

that time good survey of the research field, and concluded that the use of ICTs could 

lead to i) increased vulnerability for changes outside the sphere of influence for the 

local community, ii) increased centralisation, and division of knowledge in the popula-

tion, and iii) reduced local democracy and autonomy.  

Gillespie and Goddard (1990) argued similarly that adequate telecommunications 

are a necessary, but far from sufficient mechanism for regional development. They go 

further in saying that “improved communication and better trade relation with fewer 

barriers provide a better competitive climate for stronger rather than weaker econo-

mies”. These arguments may be closer to an organisational imperative, or may be pow-

er reinforcement’s arguments. A number of later studies provide arguments along the 

same lines (e.g. Rogers, 1995; Qvortrup, 1997; OECD, 1997). Jansen (1998) concluded, 

in his study of ICT diffusion in rural areas, that ICT networks may very well support 

centralisation of information handling through vertical integration of local businesses 

into national and international corporations. He identified alternative trajectories, char-

acterised by building horizontal networks allowing for development of local knowledge 

and competence that are necessary for maintaining, even extending local industries.  

2.1. The “End of Geography” Version of the “New Economy” 

Without a doubt, the strongest thesis that has been advanced with respect to the impact 

of the “new economy” on the balance between centripetal and centrifugal forces is that 

the latter will come to predominate, once the major reason for agglomerated spatial 

forms is rendered obsolete through distance-shrinking technologies. In the 1990s, the 

advent of the Internet excited commentators to speculate upon spatial outcomes, with, 

inter alia, Negroponte (1995), stating that “the post-information age will remove the 

limitations of geography”. Others asserted that “cities are leftover baggage from the 

industrial era”, and the “death of distance. More recently, scholars as e.g. Gillespie, 

Richardson and Cornford (2001) arrive at different conclusions in claiming that there 

are, however, a number of inter-related reasons that help to explain why ICT appear not 

to inevitably undermine existing urban agglomerations. These include the metropolitan 
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bias in telecommunications infrastructure provision; the role of ICT in contributing to 

the strengthening of “global cities”; and the persistence, despite electronic networks, of 

what has been termed “the compulsion of proximity”. Gillespie et al (2001) suggest 

that ICT-based innovations in the organisation and delivery of service activities could 

have potentially radical implications for the locational dynamics of services. These 

innovations, notably the tele-mediation of service delivery through telephone call cen-

tres and the Internet – are making possible the “industrialisation” of services produc-

tion and, at the same time, are making many routine services locational “footloose”. 

However, such use of ICT implies while the jobs are located locally, the strategic con-

trol reside in the corporate headquarters, strongly supporting a centralistic power struc-

ture.  

2.2. ICT in the Developing Countries 

The literature on ICT for Development field (short ICT4D), which discusses the diffu-

sion and adoption of ICT in developing countries, resemble must of the former debate 

on ICT and rural development in general. According to Rickard Heeks (2008) “The 

Internet sparked a generalized upsurge of interest in ICTs, including a reinvigorated inter-

est in how ICT might be applied in developing world. Similar to the model that had been 

rolled out in the European and North American periphery during the 1980s, was the rural 

“telecottage” or “telecenter”. This model could be installed fairly quickly; provide tangi-

ble evidence of achievement; deliver information, communication, and services to poor 

communities; and no least provide sales for the ICT companies in wealthy countries”. The 

next step for ICT4D was to look at service delivery for the poor. Today, a priority for 

ICT4D “2.0” will be conceiving new applications and new business models that can 

use the growing ICT base of mobiles, telecenters etc., to create employment. However, 

the technical, organizational and competence infrastructure is itself major factors for 

creating large gaps between centre and periphery (Heeks, 2008). Thus, the ICTs both 

resemble and extend the divides that existed when this was mainly a digital divide 

challenge in the western world.  

2.3. A Need for More Precise Concepts  

A major problem with this discourse is the lack of precision. E.g. decentralisation is 

fuzzy concept. Firstly, it can mean administrative decentralisation, meaning that opera-

tions within an organisation are transferred to a lower level in an organisation, while 

the decision making power is kept centrally. Secondly, one can emphasise the political 

dimension of decentralisation, which implies that the authority to define goals is moved 

from higher to lower levels of authority. Thirdly, it may mean deconcentration of re-

sources, such as businesses and departments, from centres to the periphery.  

It is obvious that ICTs can easily support all types of organisational patterns. Thus 

it is a strong need to open the “black box” and to be more specific about what type 

technology that is in question. Sein and Harindranath (2003) suggest three different set 

of conceptualizations of ICT: how it are viewed, its use and how it impacts develop-

ment. Their ICT use categories are: “as a commodity, as support for general develop-

ment activities, as an economic driver and for specific development”, whiles their ICT 

impact is conceptualized into first, secondary and tertiary effects.  

Their ICT views are broadly based on the classification proposed by Orlikowski 

and Iacono (2001); the tool, computational, ensemble and proxy views, but not the 
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nominal view. However, we do not necessarily subscribe to all Orlikowski and 

Iacono’s specific view categories, which have been extracted from how researchers 

have conceptualised ICT in their own research. While we find that the tool, ensemble 

and partly the computational views as fruitful, the nominal and proxy views provide 

little insight into the multidimensional character of ICTs. Rather, we build on an analy-

sis of actual functions that ICTs have in organisations Jansen (2012). Our “view” cate-

gories are thus: tool, information infrastructure, service and expertise. 

Our “tool” view is similar to that of Orlikowski and Iacono in understanding ICT 

as an engineering artefact as value-neutral artefacts, expected to do what its designers 

intended them to do. A tool is a substitute for labour; it has no value beyond its capabil-

ity to support the necessary production or administrative processes. Our second view, 

as information infrastructure, is to be understood as the basic technical and organiza-

tion capabilities, including information resources that are necessary for supporting 

various application systems and solutions across organisations and society at large, 

partly corresponding to an Orlikowski and Iacono’s ensemble view. Further, our ser-

vice view implies to see ICTs as more autonomous, being able to carry out independent 

task or functions, borrowing from both the computational and ensemble views, in that it 

may include organisational and social aspects. Finally, our expertise view assumes that 

ICTs can support various knowledge creation activities, e.g. to collect, process and 

mediate information and knowledge. “Big data” is one illustration of this view. In that 

respect, it comprises a number of aspects that are included in the proxy view. We will, 

however emphasize that our four views are not exhaustive in that they embrace all 

possible view ICTs, being generic and enabling. 

Our framework builds on Sein and Harindranath (2003); we include both the view, 

use and the impacts dimensions. However, as our perspective is somewhat different: to 

analyse the role of ICT for development in marginal areas inside countries, we also 

need to modify their other dimensions. Our “use” conceptualizations, being production, 

management and control, innovation and knowledge creation activities; do only partly 

correspond to Sein and Harindranath’ suggestions. Production implies operational 

activities, both related to physical and administrative activities, including their com-

modity use, while management and control may belong to development activities, and 

innovation and knowledge creation can been seen as an economic driver. Along the 

“impact” dimensions, our three categories efficiency, effectiveness and transformation 

roughly correspond to their first, secondary and tertiary impacts, but provide more 

specific meanings.  

Our framework is illustrated in Fig. 1. 

 

Figure 1. Framework for analysing ICT-policies in rural areas. 
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In their analysis, Sein and Harindranath (2004) claim that that a national ICT poli-

cy must address the need to make move from the lower to the higher rated categories, 

which in our terminology imply to shift focus from production and management to 

innovation and knowledge activities, which then aim at increasing the impact from 

efficiency to effectiveness and transformation. The proposed relationships between 

these conceptualizations are illustrated in Table 1.  

Departing from a tool view, ICTs is seen as substitute for previous manual activi-

ties, thus the impact on production is mainly to increase speed or capacity, which im-

plies improved efficiency. Similar effects will be found in management and control 

actions, while the tool perspective is less relevant in innovation activities. An infor-

mation infrastructure view can support both efficiency and effectiveness effects in that 

large ensembles of ICT-based resources and information in particular are made gener-

ally available, which also can help transformation. The service view can also increase 

effectiveness both in operation and in management, and help more innovative activi-

ties; in that ICT-based services can support cooperation and knowledge sharing in 

various ways. Lastly, an expertise view clearly supports both effectiveness and trans-

formation.  

This framework has thus to be validated through further empirical testing. 

3. Discussing the Framework  

3.1. The Role of ICTs in Past Rural Policies  

The previous optimistic visions lead to a rather strong belief that ICT would help to 

resist the negative trends in regional development that had been observed for a number 

of years, both in many European countries and elsewhere. In Scandinavia, it was much 

focus on maintaining vital rural areas, and a number of initiatives were launched, e.g. 

building telematics infrastructure, to support local ICT-based centres and distant teach-

ing, telemedicine etc.  

Evaluations of these programs (Qvortrup, 1997; Jansen, 1998) showed that the ef-

fects of the program were limited, not least in a long term perspective. The strategic 

orientation of the efforts was in general weak, in that competence development and 

capabilities to accomplish organisational changes had been lacking. The impact on the 

local economies was very limited. The main exception was the telemedicine projects, 

which stimulated collaboration and competence building between the involved parties 

and in this way caused organisational changes (Jansen, 1995). 

These efforts did not counteract the general trajectory of change in the economy, 

dominated by vertical integration into centrally controlled organisations. We have wit-

Table 1. The expected relationship between conceptualization of ICT view, ICT use and ICT impact  

ICT View  ICT USE 

Production 

 

Management and control Innovation & knowledge 

creation activities 

Tool Efficiency Efficiency Less relevant 

Infrastructure Efficiency and effectiveness Efficiency, some effectiveness Support innovation 

Service Efficiency and effectiveness Efficiency and effectiveness Help transformation 

Expertise Effectiveness  Effectiveness  Transformation 
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nessed rather a massive diffusion and adoption of ICTs in all parts the economy; new 

technologies have been implemented successfully in most branches of local economies, 

in spite of often weak local infrastructures and support functions. However, various 

studies also showed that a large majority of local enterprises became strongly integrated 

into national networks and organisational structures. Small efforts have been done to 

stimulate the development of horizontal networks between small and medium-sized 

enterprises in the region Thus, the local synergy effects and knowledge development 

that could stimulate innovations were limited (Qvortrup, 1997; Jansen, 1998; Gillespie 

et al, 2001). 

3.2. The Current Role of ICTs in Rural Economies 

Today, it seems to be a general trend that rural areas experience in general stagnation. 

A statistical analysis from EU DG Regional Policy Unit (EU 2010) shows that it has 

been stronger population decline in rural areas than in average. In Norway, in spite of a 

significant general population growth during the last 15 years, 2/3 of the municipalities 

have seen a population decline.
2

 An even stronger trend is observed in Sweden.
3

 

We do not at all claim that diffusion and use of ICTs are the cause of these devel-

opment trajectories; we clearly see that penetration of ICTs is a prerequisite for devel-

opment in all parts of our societies. Some would argue stronger, that without the mas-

sive adoption of ICTs in rural area, we would have witnesses even more dramatic mi-

gration patterns. We do however claim that the way ICTs are deployed are strengthen-

ing stagnation in rural areas, illustrated by some recent observations. Below we are 

revisiting some of the type of means and measures that were initiated 15–20 years ago 

and discuss whether such efforts are still relevant. 

Building ICT infrastructure is seen as very important for regional development, 

and governments are still providing support to efforts aiming at building sufficient 

broadband capacity in most rural areas. Distant work gained significant ground among 

information workers in the 1990s. What remains however, are mainly “call-centres” 

and similar low-skilled work-places. Otherwise, it has rather become a type of flexible 

work organisation where employers are offered the flexibility to work from home one 

or more days during the week, while still commuting to the main office the other days. 

Consequently, the strategy for small, rural communities has changed from offering 

local work places based on telework to support sufficient broadband capabilities and 

other facilities that may it feasible to work from their home or cottage. This will, how-

ever, in general have limited impact on the local economy. Furthermore, distant teach-

ing was one of slogan in the past, but has been replaced by flexible learning, which is 

not seen as a specific mean for promoting rural development.
4

 Telemedicine was rather 

successful in the earlier pilot projects in the past, and is today an important part of 

health service provision as ICT is becoming integrated in all parts of the health sector. 

However, seen from rural development perspective, it seems that telemedicine no long-

er do constitute an effective mean in itself.  

An analysis of these initiatives using our framework shows: 

  

                                                           

2

 http://www.regjeringen.no/upload/KRD/Rapporter/Rapporter2013/Engelsk_analysekap_meld_2.pdf. 

3

 See http://www.dn.se/nyheter/sverige/glesbygden-toms-pa-folk-i-allt-snabbare-takt/ Published 01-18-2012, 

In English: Rural areas are drained of people. 

4

 See R:1/2011: http://norgesuniversitetet.no/om/skrift/12011-digital-tilstand-i-hoyere-utdanning-2011. 
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3.3. Rural Economies in the Network Society: Growth or Absorption? 

Recognising the general centralisation trends in many societies, how can the use of 

ICTs help develop more vigorous rural communities? A recent EU-report (Karlsson 

et al, 2010) point out that ICT will have profound impact on regional development, but 

however in various ways. The adoption of ICTs allows the reduction of transaction 

costs and leads possibly to more efficient markets. In addition, the spread of ICTs is 

changing the labour market by generating new ICT occupations and at the same time 

changing the requirements for non-ICT jobs. Location choice is increasingly becoming 

governed by access to particular skills, technology, and knowledge as well as entrepre-

neurial talent and venture capital.  

From the experiences in the past, we have seen that most policy initiatives were 

focusing on ICTs as infrastructure or as tools for achieving efficiency or better quality 

of existing products and services. These are necessary, but not sufficient conditions in 

order to help rural communities. The strategic use of ICT that can stimulate innovations 

and thereby strengthen local economies is essential. A major element of innovation 

processes is the ability and skill to combine information and knowledge from various 

sources with previous experience. This underlines the complex and highly nonlinear set 

of relationships between the various implications of ICT diffusion and adoption, as 

planned and non-planned, desirable and undesirable. Furthermore, the many elements 

of the innovation system and the innovative capacity of a regional economy facing the 

competitive pressures of globalization, represents a major challenge for policy at the 

regional, national and European level (Karlsson et al, 2010). 

The European Network for rural development (ENRD) pays special attention to the 

ICTs by supports the development of ICT businesses, services, skills upgrading and 

broadband in rural areas in various ways as investments both in hardware and software 

are eligible in all programs. Such initiatives are of different types; i) basic services and 

infrastructure, ii) support the use of ICT in existing industries and iii) upgrading human 

capital and “e-skills”. This includes building broadband infrastructure and basic ser-

vices (ICT service centre, e-services, ICT-tools stimulating co-operation etc.) along 

with the diffusion of ICT-equipment, and furthermore business creation. This is neces-

sary, but not sufficient conditions for development of rural development. 

Heeks (2009), in his report to OECD, points to the development from “ICD4D 0.0 

to ICT4D 2.0”, characterized by a shift of focus from data processing to service and 

Table 2. The impact of some rural development initiatives 

Initiatives (ICT view) ICT USE 

Production 

 

Management and control Innovation & knowledge 

creation activities 

Distant work etc.  

(Tool view ) 

Some efficiency Some efficiency No impact 

Video-conferences,  

IT-investment  

(Infrastructure view) 

Efficiency Efficiency and some  

effectiveness 

Negligible impact 

IT-services  

(service view) 

Some efficiency, minor 

effectiveness impact 

Efficiency, minor 

effectiveness impact 

Some support to innovation 

Telemedicine  

(expertise) 

Efficiency and  

effectiveness impact 

Some efficiency, minor 

effectiveness impact 

Help transformation 
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production. The goals have changed from efficiency to growth and development, and 

correspondingly to move from focus on the potential of technology to how we can 

apply ICTs to make it useful with greatest development impact. By mapping these 

different policies onto our framework as outlined below, we may better understand the 

possible impacts of these different policy initiatives.  

We may conclude from the table that the ICT policy measures most often will im-

ply efficiency impact, but few, if any of the policy initiatives will contribute to innova-

tive activities on its own. Thus, an ICT strategy must be an integral part of the overall 

policies, but in a way that also can favour rural economies, in terms of competence 

building, support to utilise own resources, and to define a framework that help devel-

opment of vital businesses (Barrios et al, 2008). Some suggestions can thus been made 

as premises for future rural technology policies. 

Our analysis indicate that diffusion of ICTs (as tools) and the establishment of ICT in-

frastructure alone are more likely to entail centralised information handling than the devel-

opment of local systems and increased value-adding activities locally. ICTs should not be 

seen merely as a tool, infrastructure and services that can increase efficiency, but also as a 

mean for cooperation and knowledge creation as basis for innovation.  

There is thus evidence for that the diffusion of ICTs may follow different trajectories, 

both to exploit and impoverish rural areas, as well as to support competence build-up and 

knowledge creation activities. In general, we know that increased knowledge is the most 

important factor in order to benefit from the potential of new technologies. The vertical 

integration of local businesses into national structures may entail the local loss of essential 

knowledge about important processes in the value-addition chain. Information in itself is 

becoming the key strategic resource on which the production and delivery of goods and 

services in all sectors of the world economy will depend. A key strategy for a rural econo-

my is thus to get access to, and as far as possible, to control the information created in the 

utilisation of the resources in the region and by that to stimulate the development of 

knowledge and competence through various types of learning processes. It is then im-

portant to maintain and develop the organisational and cultural context which can act as a 

basis for local knowledge creation and innovations.  

Table 3. Illustration of the analytical framework applied on selected ICT-based rural policies  

ICT View  ICT USE 

Production: Operational Management and control Innovation, knowledge activities 

Tool Policy measure: No specific; 

marked-driven ICT diffusion 

Impact efficiency 

Policy measure: No specific; 

marked-driven diffusion 

Impact efficiency 

Policy measure: Upgrade  

e-skills, training, etc. 

Impact: no specific  

Information 

Infrastructure 

Policy measure: Support 

broadband building, etc.  

Impact Efficiency and  

effectiveness 

Policy measure: Secure 

availability and stability 

Impact Efficiency and 

effectiveness 

Policy measure: Support  

development of new services 

Impact: Facilitate transformation 

Services  Policy measure: Support use 

of new services 

Impact: Effectiveness 

Policy measure: Spur  

development of new  

services 

Impact efficiency and 

effectiveness)  

Policy measure: Support  

innovative use of ICT  

Impact: Stimulate  

transformation 

Expertise Policy measure: Support 

access to information  

resources 

Impact: Effectiveness 

Policy measure:  

Development of knowledge 

network  

Impact: Effectiveness 

Policy measure: Support  

innovative projects  

Impact: Spur transformation  
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These arguments do not imply that the ICT tools and infrastructures, supporting 

vertical connections to centrally controlled networks will have negative implications 

only for rural economies. As has been illustrated in this paper, such relationships are 

clearly a necessity for rural development, but such adoption patterns must not be the 

dominant types of ICTs use. A variety of trajectories for the diffusion of ICTs to rural 

areas may be supported and vertical governance structures have to be complemented by 

horizontal network between enterprises and individuals that can communicate and 

collaborate on equal premises, and in that way benefit all parties.   

4. Conclusions 

Our discussions have illustrated a rather evident fact; ICTs on its own do not favour 

rural areas. Geography does matter, and in spite of that ICTs ability to span distances, 

new technologies cannot compensate for the disadvantages that rural areas do possess 

in terms of lack of relevant knowledge and competence resources, etc. George and 

King (1991) conclusions “that context and power structure dominates and takes form 

through management action in a manner best accounted for by reinforcement politics 

perspective” seem to be still valid. In order to understand the impact of ICT, we need to 

understand the many dimensions of the ICT artefact as well as how it is used, which 

also imply to address mechanisms at different levels.  

At a macro level: to explore how and to what extent ICT-based infrastructures can 

support growth in local economies. So far, ICTs seem to have contributed less to the 

creation of businesses and value creation locally etc. How to reverse such trends? Bar-

rios et al (2008) states that “… certainly, infrastructure remains a key point, specifically, 

telecommunication infrastructure, for promoting regional development of innovative 

ICT activities. At the same time as policy efforts support infrastructure building, they 

should also promote ICT labour skills and the use of advanced ICT as these factors can 

improve the attractiveness of regions. However, policies promoting ICT diffusion must 

be part of broader industrial policies.  

At an organizational level: A major trend in private businesses as well as in public 

agencies has been centralization, where ICT has been an excellent mean. Few public 

agencies have “outsourced departments or tasks to rural areas. Can such policies be 

changed? A major challenge is thus to implement means and measures that stimulate 

the establishment of horizontal networks.  

At an individual level, to make life sufficient attractive in rural areas, were ICT to 

a large extent will help, when other premises are acceptable. Easy access to various 

networks through social media is expected to be an important factor, as its use is inde-

pendent of space and time. It may have significant impact on people social and cultural 

identity. But they may not help people living remote if no other conditions are accepta-

ble or viewed as favourable for other reasons. 
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Design and Adoption of Standard 
Specifications using the V-Model 
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Abstract. A key benefit of standards and commonly shared technical specifications 
in ICT is their role in facilitating interoperability. However, standards need to 
achieve market acceptance to create real impact. Underlying interoperability 
architectures need to be further developed, improved and maintained. The aim of 
this paper is to analyze, which dependencies exist between the conceptual design of 
standards on the one hand and their adoption on the other hand. Research has shown 
that dependencies between standard settings and adoption are not clearly described 
yet. Accordingly, this paper aims to investigate how standard-based interoperability 
architectures can encounter feedback of various implementations. The 
customization of V-Model as a development methodology shown in this paper aims 
to highlight lifecycle aspects between design and adoption phases. The concept of 
Business Interoperability Interface is integrated into the V-Model approach to 
demonstrate architecture demands during the architecture development. The case of 
E-Procurement in Europe is used to proof the concept of the proposed architecture 
and development methodology. 

Keywords. Interoperability Architecture, Software Development Methodology, 
Business Interoperability Interface, V-model, E-Procurement 

Introduction 

Interoperability of pan-European e-government services is a complex challenge due to 
heterogeneities of systems, organizations, cultures, politics and laws in each Member 
State. The European Commission (EC) defined interoperability as “the means by which 
the interlinking of systems, information and ways of working, whether within or between 
administrations, nationally or across Europe, or with the enterprise sector, occurs” [1, 
p. 6]. According to the European Interoperability Framework 2.0, interoperability 
addresses the need of public administrations to cooperate with each other in order to 
establish public services and thereby to exchange information to fulfil political 
commitments or legal requirements [2].  

To implement trans-European services and solutions, the public sector must address 
several challenges. The European Union Member States have defined interoperability as 
a political priority as it has the potential to have a high impact on businesses and citizens. 
Interoperability on legal, organizational, semantic and technical level is seen as a key 
factor in overcoming these challenges. In theory the following two basic strategies have 
been identified to enable interlinking of systems [3,4]: 
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� Centralization of tasks (Integration): Centralization of tasks means that 
formerly separate organizations integrate their data and processing functions 
through physical merging. Centralization requires a strong political will and 
pressure and implicates changes of authority and jurisdiction. As a result it turns 
out in many domains that centralization is politically not feasible or legally not 
possible due to many risks. 

� Standardization of processes (Interoperability): The standardization strategy 
describes data interchange on the basis of similar procedures and data formats. 
Standardization not necessarily implies a change of internal back office 
processes and data formats, but a standardization of interfaces which can be 
used to enable electronic data exchange. When following the standardization 
strategy centralization of supportive functions (e.g. directory services) still 
might be required but primary tasks and responsibilities remain untouched. 

Standardization is put into focus when centralization of tasks is politically or legally 
not possible. The European Interoperability Framework rather emphasizes on the need 
to standardize processes and data interchange in order to achieve interoperability. A 
necessary prerequisite to establish standards is their acceptance within domains. The EIF 
2.0 highlights the need to involve public administrations actively into the standardization 
process in domains where no suitable formalized specifications are available. Even in 
cases where formalized specifications are available, they have to evolve over time. This 
results in a long time frame of standards development. Active government participation 
in standardization processes reduces concerns, improves alignment of local requirements 
and can help governments to catch up with technological impact and innovation [2]. 

The remainder of the paper is as follows: Section 1 investigates development 
methodologies introduced and discussed in literature to build architectures. In section 2, 
we chose the V-model and customize it to build an interoperability architecture. We 
propose a revised V-model based on three key phases: design, enablement and adoption. 
The revised V-model to design and adopt standards is exemplified for e-procurement in 
section 3. Finally, section 4 concludes with reflections and an outlook to further research. 

1. Use of development methodologies to build architectures  

Standards can be used to build an architecture foundation of interoperability initiatives. 
Architectures are a means to develop, structure and govern assets and building blocks. 
As there are different types of architectures (e.g. interoperability, governmental, 
enterprise), the concept of architecture lacks a common agreed upon definition [5]. 
Smolander [6] argues that it is difficult to conceptualize and define architecture because 
the meaning of architecture changes due to different types of stakeholders, the domains 
of interest and phases of projects. Janssen et al. [7] analyzed different government 
architectures in Norway and the Netherlands and conceptualized the impact and use of 
these architectures. Their key findings show that Governmental Architectures are usually 
built on four elements: common frameworks, architecture principles, architecture 
guidelines and standards. Zachman [8] introduced the concept of architecture 
frameworks which structures and interrelates architecture elements in order to allow 
design of elements ensuring coherence among elements. Architecture Principles are 
normative and directive statements guiding stakeholders in the design of complex 
information systems [9]. Architecture guidelines determine recommended practice 
allowing some degree of interpretation. Standards refer to a set of well-defined 
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specifications (or policies) which are used as rules to define common practices across 
projects and organizations [7].  

The EPAN (European Public Administration Network) framework created by the e-
government working group in 2004 defines governance of interoperability as being 
“concerned with the ownership, definition, development, maintenance, monitoring and 
promotion of standards, protocols, policies and technologies that make up the various 
elements of an interoperability architecture” 2. Interoperability Architectures are agreed 
approaches for common solutions. They specify sets of elements based on a holistic 
consideration. Building interoperability architecture includes understanding enablers and 
barriers for interoperability, working in collaboration with the different stakeholders. The 
European interoperability framework (EIF) highlights the importance of the standard 
setting process to reach interoperability architecture [1, 2]. The EIF recommends that 
when developing interoperable services with a pan-European dimension thorough 
analysis of the related business processes and actors, and agreement on architectural 
elements such as Business Interoperability Interfaces (BII) are necessary. Ziemann and 
Loos (2009) further concretize the BII concept by distinguishing between organization 
specific viewpoints (private view) which are out of the BII scope and globally defined 
actors, processes, documents and services (public view) which are assembled to a BII 
[10]. This paper uses the concept of BII including differentiation between private and 
public views in order to contribute to the research question how baseline interoperability 
architectures could be conceptualized and composed.  

The Open Group Architecture Framework (TOGAF) is one of the most popular 
frameworks used for enterprise architecture management. Development methodologies 
thereby support conceptualization and composition of elements. Development 
methodologies in software engineering are frameworks used to structure, plan, and 
control the process of developing information system. Some well-known methodologies 
in this context are the waterfall model, spiral development, iterative and incremental 
development, prototyping and extreme programming [11]. TOGAF suggests the 
Architecture Development Method (ADM), a generic method which can be applied in 
different contexts and architectures [12]. By executing ADM, an architect can develop 
context-specific architecture as well as populating this architecture with architectural 
assets. Architecture development is an iterative process. By using ADM continuously 
the architect populates the architecture with relevant re-usable building blocks. The first 
execution of ADM is often time consuming since the architecture assets available for re-
use are relatively few and not structured. Subsequent executions are easier because more 
architecture assets are available. Through development methodologies like ADM, 
architectures are moved from business oriented or abstract viewpoints towards 
implementation specific or concrete viewpoints [12].  

Implementation viewpoints play an underlying role during the development of 
standards. They reflect organization-specific implementation needs while the standard 
itself reflects the public view. As a consequence other development methodologies than 
ADM were analyzed with regard to their suitability to distinguish between design and 
implementation viewpoints. An outcome of this analysis was that the V-model, 
introduced by Paul Rook [13] in the late 1980s, focuses on relationships between design 
tasks and associated phases of testing. The V-model is still in use today having several 

                                                           
2 EPAN (2004), European Public Administration Network, e-government Working Group: Key Princi-

ples of an Interoperability Architecture. Brussels. http://www.epractice.eu/files/media/media_553.pdf, p. 7 
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customizations (e.g. V-model XT in Germany for the public administration3). The V-
model uses a well-structured method where each phase builds upon the results and 
documentation of the previous phase. By reflecting relationships between design and test 
activities the V-model aims to improve efficiency and effectiveness [14]. In the context 
of interoperability architectures testing is of importance as adopters have to test their 
implementation against the underlying standards. Implementation and test results can 
generate feedback to interoperability architects involved in the standards setting process. 
Figure 1 shows dependencies between standard setting and adoption by distinguishing 
between public and private views. 

 
Figure 1. Dependencies between standards setting and adoption 

 
A major challenge during the adoption of standards is to validate that different 
implementations work together. Testing can ensure that systems are implemented in 
conformity with underlying standards. Results of testing should be returned into the 
standardization process to get feedback from implementers. Therewith quality and 
usefulness of standard specification can be increased. Interoperability testing can be 
already considered and planned during the standard setting phase. Commonly defined 
testing methods increase the coherence, consistency and quality of standards and provide 
active support to their implementation. This may reduce the risk of fragmentation, 
duplication and conflicting testing efforts. In this way implementations are supported 
better and feedback on standards usage can be collected [15]. 4  

2. Customized V-model to build Interoperability Architectures 

A well-defined interplay between a standardization and implementation leads to an 
increase of maturity of the overall interoperability architecture. Standards describe public 
viewpoints thus they can be seen as interfaces of a business process. According to the 
EIF, Business Interoperability Interfaces (BIIs) can be described along the different 
levels of interoperability. The environmental scope and goals of a BII are described on 
the legal level. On the organizational level business processes and choreography of 
transactions is specified while the semantics of a BII describe the details of transactions 
through correlating information models and business rules. On the technical level 
information models need to be bound to appropriate syntaxes which fulfill the identified 
requirements and serve as a domain standard. Figure 2 shows a customized version of 
the V-Modell reflecting the different interoperability levels. 

                                                           
3 http://v-modell.iabg.de/  
4  CEN Workshop Agreement (CWA 16408): Testing Framework for Global E-Business In-

teroperability Test Beds (GITB). European Committee for Standardization, Brussels (2012) 
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Figure 2. Design and Adoption of standards according to the V-model 

 
For each interoperability layer of a BII, requirements play an important role. Business 
requirements are derived from the overall environmental scope and help to 
systematically detail and justify requirements on business process and information model 
level. They guide the design of the BII itself and they provide means during the adoption 
phase to validate and verify whether implementations fulfill the intended capability. 
Figure 2 shows interdependencies between the conceptual design of standards and 
adoption processes. The left side describes the specification of architecture elements 
ending with the start of the implementation phase. The implementation phase is followed 
up with different phases of adoption which are assigned to each step in the design phase 
as they provide feedback to them. 

2.1. The design phase: Defining the Business Interoperability Interface 

Scoping the business environment aims to understand the specific part of the business 
process (or business interoperability interface) that should be described and standardized. 
The most important reference for scoping the business process is the underlying (legal) 
framework of a specific domain. Identifying and describing the business goals of each 
interface according to the underlying (legal) framework are a precondition for defining 
correlating business requirements. The BII itself is answering the question how goals of 
a process (part) can be achieved.  
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The business process describes a sequence of activities identifying interfaces apart 
from private viewpoints. The choreography of the business process describes sequence 
of activities as well as transactions carried out throughout the process. The participating 
actors and their roles within the process are described from a business perspective. These 
partners want to achieve mutually agreed goals when implementing the interface. Process 
requirements are used define and understand the goals of the interfaces and its 
transactions. Use cases and process models help to determine dependencies with 
precedent and subsequent activities.  

Information models aim to describe transactions by interrelate information 
requirements defining cardinalities and relationships between information elements. 
Information requirements can be used to systematically describe the core information 
entities and their meaning within the transactions. They help to determine the rules 
governing the data (e.g. use of business terms, facts relating to each other, constraints or 
derivations). While information elements relate to the precise definition of semantics, 
business rules emphasize on the use of data within the organizational context.  

Information models and requirements may be detailed using core vocabulary such 
as the Asset Description Metadata Schema (ADMS)5. Information requirements can be 
mapped to different syntax messages or standards as long as the chosen standard or 
vocabulary contains the necessary data elements. Information elements which are not 
part of the standard may be added and/or submitted to the standardization organization. 
Standards often provide customization guidelines to allow user communities to address 
requirements which are not met by the off-the-shelf solution. Most standards make use 
of XML syntax but there are ambitions to also standardize the semantics or meaning 
behind the syntax through languages like Resource Description Framework (RDF) or 
Web Ontology Language (OWL). Validation rules formalize the defined business rules 
using rule-based validation languages like Schematron.  

2.2. ICT enablement: Implementing the Business Interoperability Interface  

In terms of standardization, implementation can be viewed as a private task of adopters. 
Organizations that wish to implement a solution need to adapt the behavior defined by 
one or more BIIs. Standardization not necessarily implies a change of private processes 
and data formats (e.g. used in the back office), but an implementation interfaces which 
can be used to enable electronic data exchange. Standards may not be precise enough to 
enable a full implementation. User communities may detail certain elements through 
implementation guidelines (e.g. use of code lists and identifiers), they may create user 
agreements (e.g. to govern infrastructure elements) or they provide reference 
implementations to ease adoption processes.  

2.3. The adoption phase: Testing the Business Interoperability Interface 

The aim of testing is to proof if solutions are able to behave as defined by a BII. 
Conformance testing thereby helps to test whether software components are able to 
generate and understand correct document instances. Conformance testing ensures that 
outputs adhere to a syntax message and validation aspects such as document structure, 

                                                           
5  ADMS provides core vocabularies for elements such as Person, Service, Business and Location. 

Core Vocabularies are extensible data models that capture fundamental characteristics of an information 
element http://joinup.ec.europa.eu/asset/adms/home  
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cardinalities, data types, value ranges, code lists, references or value patterns. 
Conformance testing can be executed automatically on any document instance using 
conformance test systems that aggregate all test assertions 

Compliance testing is a less structured challenge. It helps to check whether 
components comply with the agreed specified semantics of an information model. It can 
help to identify whether semantic requirements, rules and logic are clearly expressed by 
the specification. Compliance testing outcomes help to define appropriate and suitable 
conditions for piloting. Solutions may depend and rely upon processes which are not yet 
standardized or implemented. Test cases and document instances may help to identify 
gaps and issues. They also help to improve data quality providing feedback on the 
information model.  

Outcomes of conformance and compliance testing help to determine appropriate and 
suitable conditions for piloting. Pilot solutions may be conveyed gradually from proof of 
concept pilot (narrow set up) and test pilot (real data/artificial process) into productive 
pilot environment (real data/real process). Different pilot types help to determine 
stepwise how systems behave in the overall environment.  

End-to-end scenario testing emphasizes on the integration among legacy systems, 
applications and pilots to test system dependencies. Different elements may be combined 
to build a scenario for end-to-end testing. Systems should ideally behave as they were 
integrated. Testing scenarios may point to gaps of the underlying architecture (or 
environment) which leads to new or amended BIIs (or recommendation for legislative 
changes).  

3. Interoperability Architecture for Public Procurement 

This section aims to reflect the proposed architecture and development methodology. A 
key question in this context is how the implementation of interoperability architecture 
has been realized in practice? Standardization of electronic data exchange in the public 
procurement domain will be used to proof the concept. The case will help to demonstrate, 
reflect and analyze the approach taken.  

In e-procurement several initiatives including harmonization of legal frameworks, 
standardization and piloting were launched during the last decade. This has resulted in 
great interoperability achievements and increased overall maturity of the underlying 
interoperability architecture. In 2004 the directives on public procurement (2004/17/EC 
and 2004/18/EC) introduced a common ground for national and European 
standardization initiatives. In public procurement, interoperability emphasizes on the 
interfaces related to pan-European electronic transactions. The different procurement 
phases can be distinguished into pre-award, award and post-award processes.  

The CEN Workshop on Business Interoperability Interfaces in Europe (CEN 
WS/BII) aims “to provide a basic framework for technical interoperability in pan-
European electronic transactions, expressed as a set of technical specifications that 
cross-refer to relevant activities, and in particular are compatible with UN/CEFACT in 
order to ensure global interoperability”6. The business interoperability interfaces (BII) 
are published as a set of technical specifications called WS/BII Profiles. WS/BII Profiles 
should facilitate the use of E-Procurement standards by suppliers and buyers, including 

                                                           
6  http://www.cenbii.eu/  
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public administrations. WS/BII Profiles describe specific parts of a process, where 
bilateral (or multilateral) communications are executed. Together they form the 
interfaces of the procurement process apart from private viewpoints. A WS/BII Profile 
is referencing its business transactions to information requirements and models, which 
describe the core information elements and entities on a semantic level. WS/BII Profiles 
are requirement driven and syntax neutral descriptions which focus on the 
standardization of legal, organizational and semantics aspects. On the technical level, 
information models are bound to XML documents and syntaxes from international 
standardization organizations such as UN/CEFACT e-Tendering ebXML Standards7 and 
OASIS Universal Business Language (UBL) 2.08.  

BII profiles can be seen as an aggregation of legal, organizational and semantic 
interoperability requirements in public procurement. It defines core elements that are 
required for understanding and implementing pan-European procurement transactions. 
Pan-European solutions developed in projects like PEPPOL (Pan-European Public 
Procurement Online)9 or ePrior10 implemented and piloted various WS/BII Profiles in 
pre- and post-award procurement. These pilot projects added implementation 
perspectives but the underlying WS/BII profiles remained the core concept of the 
interoperability architecture. Conformance test systems were created as part of the pilot 
projects in order to ensure adherence to syntax messages and validation rules. 
Compliance testing artefacts such as test cases and document instances helped to test and 
proof certain aspects of the intended pilot. In PEPPOL pilots were gradually raised from 
proof of concept to production status. The pilot projects provided valuable feedback to 
the further evolution of WS/BII profiles. This was mostly done through public 
conferences and active CEN BII workshop involvement. Beyond that results of piloting 
lead to recommendations which affected collection of best practices (e.g. Golden Book 
of e-procurement practices) 11 , new regulations (e.g. proposal for a directive on e-
invoicing in public procurement) 12  and revision of existing directives on public 
procurement (e.g. Directive 2014/24/EU replacing directive 2004/18/EC)13. 

4. Conclusions 

A key benefit of standards and architectures in ICT is their role in facilitating 
interoperability but it has to be ensured that both achieve market-place acceptance. 
Standards and architectures can be improved by integrating requirements and collecting 
feedback from implementers such as pilot projects. In this way standards and 
interoperability architectures can be improved, extended and maintained. The number of 
implementations may help to measure to which extent a standard has been implemented 
in the market or whether it is suitable to fulfill market requirements.  

                                                           
7  http://www1.unece.org/cefact/platform/display/TBG/TBG6  
8  https://www.oasis-open.org/committees/ubl/  
9  www.peppol.eu  
10  https://joinup.ec.europa.eu/software/openeprior/description  
11  http://ec.europa.eu/internal_market/publicprocurement/e-procurement/golden-book/  
12  http://ec.europa.eu/internal_market/publicprocurement/e-procurement/e-invoicing 
13  http://ec.europa.eu/internal_market/publicprocurement/modernising_rules/reform_proposals 
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The customized version of the V-Model shown in this paper is an approach which 
shows how design and adoption of standards interrelate and complement each other. 
Interdependencies between the conceptual design of standards and their adoption are 
summarized using the V-model development methodology. The V-model approach was 
chosen as it emphasizes on design and testing rather than on the implementation aspects. 
The proposed V-model customization provides a well-structured method based on the 
different interoperability layers of the EIF. Thereby each phase builds upon the results 
and documentation of the previous phase. The design phase described by the proposed 
V-model model has been combined with the architectural concept of a BII. 
Implementations may start once a BII has been defined. Implementations are supported 
with different phases of testing that correlate with the EIF layers that constitute a BII. 
Testing, piloting and scenario building provides feedback to the BII design, contributes 
to an increase of quality and helps to identify gaps within the overall interoperability 
architecture.  

The paper does not explicitly specify how communication between designers and 
adopters should be carried out. The concept has been proven using the case of public 
procurement where feedback cycles where established through the interlinking of 
initiatives. Further proofs of the proposed concept might be needed for other cases and 
domains in order to conclude on its generality and validity. The paper focusses on the 
methodology to specify standardized BIIs to enable electronic data exchange and to test 
implementations accordingly. Aspects such as infrastructure components for document 
transport and signing are not part of the concept and point to possible future research 
work.  
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Abstract. An OECD study of 2009 argues that open and inclusive policy making 
helps to improve policy performance and to meet citizens rising expectations. An 
important aspect shaping the success of policy making is the use of appropriate 
tools and instruments to model (public) policy, i.e. to use theories, methods and 
tools that support the process of transforming data and information inputs into 
conceptual and formal models, which contribute to transparency, a better 
understanding of policy options (the causes and effects), and better informed 
decision-making to improve public performance. Accordingly, policy modelling 
has recently emerged as a multi-disciplinary research domain advancing distinct 
approaches to policy development and governance through the use of innovative 
information and communication technologies (ICT). The complexity encompassed 
with modelling public policies demands for different - often distinct - political, 
economic, social and technical disciplines to work together to leverage the benefits 
of different approaches of understanding policy and designing innovative policy. 
This paper presents an approach to scientific collaboration in advancing the 
research field and in collaborating across distinct disciplines, while performing 
comparative analyses in the area of policy modelling. The comparative analyses 
are organised in the context of an international network of policy modelling called 
eGovPoliNet, whose aim is to overcoming the existing research fragmentation 
between disciplines, thereby driving evolution in the field.  

Keywords. Collaborative research, comparative analysis, policy modelling, multi-
disciplinary research 

Introduction 

Policy modelling has a great potential to provide an effective environment for the 
development and implementation of good governance and improved public 
performance [1]. Public policy is defined as “courses of action, regulatory measures, 
laws, and funding priorities concerning a given topic promulgated by a governmental 
entity or its representatives” [2]. Cochran et al refer to decisions of governments and to 
governmental actions and intentions when describing public policies [3]. Policy making 
is argued as a “work that is supported by the use of different theories as well as 
quantitative or qualitative models and techniques to analytically evaluate the past 
(causes) and future (effects) of any policy on society, anywhere and anytime” [4]. The 
complexity encompassed with modelling public policies demands for different - often 
distinct - political, economic, social and technical disciplines to work together to 
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leverage the benefits of different approaches of understanding policy and designing 
innovative policy. This reflects a multidisciplinary nature of the field. However, 
traditional fragmentation between disciplines keeps researchers within their own 
disciplines that develop almost independently from each other. In order to fully address 
policy modelling challenges, researchers need to bring together their knowledge and 
share their expertise within a multidisciplinary collaboration.  

Katz and Martin argue research collaboration as “working together of researchers 
to achieve the common goal of producing new scientific knowledge” [5]. While, 
traditionally, this assumed face-to-face meetings, new channels of academic 
collaboration became available with the rise of ICT solutions, among them web-based 
collaborative workspaces, internet discussion lists/newsgroups/real-time chat, screen- 
and application-sharing, web-based and conferencing, online web-page mark-up, etc. 
[6]. This enables researchers to organise in teams based solely on their interests and 
motivation without geographical restrictions. In this way, collaboration in teams 
becomes the main driving force of knowledge development [7].  

eGovPoliNet is a research network to investigate the use of innovative ICT 
solutions for policy modelling and public governance.2 It strives for overcoming the 
existing fragmentation of research of distinct disciplines and aims at improving the 
knowledge and innovation when it comes to providing a wide and successful 
deployment of ICT support in policy modelling. Thereby, a number of challenges has 
to be addressed; for example, appropriate support for non-experts in visualising and 
simulating policy models, wide adoption of online 
participation means for strategic decision making and 
open collaboration, enabling open collaboration and 
transparency in identifying the crucial features of complex 
social environments to feed policy models, etc. These 
challenges provide an opportunity for eGovPoliNet whose 
members have defined the network’s mission as to 
bringing researchers from distinct disciplines and 
communities together in sharing research ideas, discussing 
knowledge assets and developing joint knowledge with a 
goal of overcoming the existing research fragmentation 
within the field of policy analysis, modelling and 
governance. Figure 1 demonstrates the respective 
community values and benefits defined by the project members for the network 
participants. Accordingly, eGovPoliNet enables the community members from distinct 
disciplines to meet and discuss the different approaches to policy modelling and 
governance supported by ICT, to share new insights and learn from each other, and to 
collaborate in advancing and innovating the field. 

A successful multidisciplinary collaboration requires finding common ground and 
goals for people and disciplines involved in a collaboration process [8]. For example, a 
pre-condition for a successful collaboration is a common understanding of key terms, 
concepts and solutions in a domain [9]. To facilitate the common understanding in 
policy modelling, eGovPoliNet started developing a Glossary3 of policy modelling 

                                                           
2 eGovPoliNet is a coordination and support action co-founded under Framework Programme 7, Theme 

5.6: ICT solutions for governance and policy modelling, http://www.policy-community.eu/
3 The glossary is available at http://www.policy-community.eu/knowledge-portal

Figure 1. Community value 
and benefits
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terms (on-going work), which served also to initiate the collaboration among 
researchers from distinct disciplines. Subsequently, comparative analyses of important 
concepts shaping policy modelling have been initiated. The collaboration thereof is 
subject of study in this paper. The research questions driving this work are: What are 
the lessons learned so far from the comparative analyses, especially in regards to cross-
disciplinary collaborations? What are the main characteristics of the collaborative 
approach to comparative analysis in policy modelling? What are the advantages and 
disadvantages of a multidisciplinary and collaborative approach to comparative 
analysis? Accordingly, we first outline the project’s approach to comparative analysis 
in section 1. Subsequently, the collaboration of the network is analysed by assessing 
qualitative and quantitative indicators. The first indicators are elaborated by 
summarising the comparative analyses performed in Section 2, while the latter refer to 
the number of co-authors, institutions, countries, disciplines and professions 
collaborating within the comparative analysis as analysed in Section 3. Section 4 
concludes the paper with a reflection and some outlook of future works of the policy 
community.  

1. eGovPoliNet’s Approach to Comparative Analysis 

The process of collaboration as presented in Figure 2 shaped the multidisciplinary 
collaboration in comparative analyses within eGovPoliNet. First, the members 
representing distinct research disciplines were asked to propose themes that were, in 
their opinion, relevant to the policy modelling domain. Subsequently, relevant areas for 
the comparison were discussed among the members, which has led to the following 
nine topics (pool of themes) for the first round of comparative analyses (cf. Figure 2):  

1. Theories of policy modelling 
2. Modelling frameworks  
3. Comparing simulation models of distinct modelling methods 
4. Conceptual and domain models 
5. Emerging tools and technologies  
6. Technical frameworks and tools 
7. Policies and programs framing policy making 
8. Comparing projects / cases implementing policy 
9. Stakeholder engagement in policy development 
The topics were selected to cover different aspects of research and development of 

the ICT support in the area of public policy modelling and governance. The list of 
themes, rather than being exhaustive, represented a choice of important areas in the 
field of governance, participation and policy modelling, which mapped to the partners’ 
competencies and profiles, and was pertinent to the field of study of eGovPoliNet. The 
comparison included existing approaches, reflected lessons learned and basic principles 
and recommendations for policy modelling. The teams exchanged their findings in a 
workshop as well as along regular monthly meetings (cf. Figure 2). As the outcome of 
the collaboration, papers have been produced that can be shared across the domains.  

eGovPoliNet followed a multi-criteria approach [10] in performing the 
comparative analysis. A set of criteria was established for evaluating and comparing 
knowledge assets in the relevant themes of the ICT support for governance and policy 
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modelling by the respective 
work leader 4 . The criteria 
included different aspects 
ranging from general metadata 
to particular conceptual aspects. 
Also, a guideline for the 
comparative analysis was 
provided. The sets of criteria and 
the guidelines established for 
different topics served as a 
framework for the comparative 
analyses of different teams. A 
thorough literature review in the 
theme provided the foundation 
for adapting the evaluation 
criteria and methods for the 
respective comparative analyses.

2. Comparative Analyses Performed – Qualitative Indications 

Among the main objectives of the performed comparative analysis were structuring, 
integration, comparison and formalisation of the existing approaches in the field of 
policy modelling with a goal of increasing transparency and accessibility of ICT 
solutions for governance and policy modelling as well as advancing on efficiency and 
effectiveness of future initiatives in the field. Table 1 presents a brief summary of the 
comparative analyses performed with extracted key points and lessons learned5.
Table 1. Brief summary of comparative analyses performed within the eGovPoliNet collaboration network

No. 1: How theories support policy modelling 
Key points Lessons learned 
Compared game theory, agenda-setting theory 
and institutional choice theory with respect to 
their roles and contributions in policy 
modelling 

Combination of theories can contribute the most 
benefits for the research and provide a compensation 
for the shortcomings of individual theories alone. 

No. 2: Frameworks in policy making 
Key points Lessons learned
Identified and compared the main frameworks 
that are used in analysing policy-making 
processes
Introduced a general classification of 
frameworks with regard to different degree of 
depth in the analysis 

Frameworks are disseminated across distinct fields, 
such as public policy, political science, computer 
science and social sciences. With the growing 
development in the governance and technology, there 
is a rising need to develop categorisation criteria to be 
able to classify frameworks for policy analysis. 

No. 3: Simulation models based on distinct modelling approaches 
Key points Lessons learned
Examined different modelling approaches, 
each suitable for representing different aspects 
of socio-economic phenomena, such as 

Using computer simulations in examining, explaining 
and predicting social processes and relationships as 
well as measuring possible impacts of policies should 

                                                           
4 Cf. Annex I to technical report D 4.2 available under http://www.policy-community.eu/results/public-

deliverables/
5 Cf. Technical report D 4.2 available under http://www.policy-community.eu/results/public-

deliverables/ with the white paper contributions attached in Annex II

Figure 2. The eGovPoliNet collaborative approach to 
comparative analysis
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economic, demographic and nature processes. 
Compared simulation models based on 
different modelling approaches  
Examined advantages and disadvantages of the 
different modelling approaches 

become an important part of policy making processes. 
Combination of different simulation modelling 
theories is not only beneficial for the policy making 
process but also a necessary as a next step in the 
evolution of simulation modelling. Such can be 
achieved by using a “clever” junction of a collection of 
self-contained mo-dels, each dedicated to a 
phenomenon to be modelled. 

No. 4: Conceptual and domain models 
Key points Lessons learned
Reviewed the field of conceptual and domain 
modelling and delineated research gaps and 
opportunities following a systematic literature 
review. 

Currently developed models incorporate incomplete 
domain knowledge and do not include guidelines for a 
practical use of the models. Research on domain and 
conceptual models is immature and requires further 
investigation as only preliminary results are published. 

No. 5: Emerging tools and technologies supporting policy modelling 
Key points Lessons learned
Identified different categories of tools that 
have a potential of enhancing policy modelling 
processes, such as visualisation tools, 
argumentation tools, e-participation tools, 
opinion mining tools, serious games, 
persuasive technology, big data analytics, and 
semantics and linked data. 
Discussed their potentials and restrictions in 
policy modelling.  
Identified different stakeholder groups. 
Extracted recommendations for how particular 
ICT tools can be used in policy modelling and 
in which stage of the process.   

Advancements in ICT offer great opportunities for 
modernising policy making process, where each tool or 
technology presents a different way for enhancing 
policy making processes. 
Policy making processes composed of distinct stages, 
which can be facilitated by tools and technologies. 
Necessary to analyse how specific stakeholder groups 
could use particular tools, and in what ways, to 
promote understanding of how these tools and 
technologies can be adopted in policy making 
processes.
Most benefit generated by use of a mixture of suitable 
ICT tools, based on the stakeholder groups, targeted 
activity and the policy making stage to be supported. 

No. 6: Technical frameworks and tools supporting decision making 
Key points Lessons learned
Provided an overview of technical frameworks 
involving particular tools and technologies 
used for implementing simulation models. The 
analysis did not claim to be exhaustive in 
identifying all technological frameworks or 
tools and technologies, but rather served as a 
basis for the policy makers in identifying the 
potentials of technology frameworks, tools and 
technologies in decision making processes.

Identifying / selecting the methodology to develop 
simulation models is crucial. 
Comparisons between technologies or tools need to be 
conducted prior to choosing supporting technologies 
and tools. 
Specific situations require specific technologies hence 
the adoption of a particular modelling tool should not 
be considered to be set by default.  
Different existing frameworks should be examined to 
decide upon the one that will support the model. 

No. 7: Framework of comparing policies, strategies and programs in e-government 
Key points Lessons learned 
Offered insights into the way trends in 
technological and societal development 
influen-ce the process of designing and 
implementing policies, strategies and 
programs. 
Proposed a framework for comparative 
analysis of policies, strategies and programmes 
in e-gov. 
Examined the case of the European Union to 
evaluate the validity of the framework. 

Different policies, strategies and programs were 
designed to improve the interactions in e-government 
and provide transparency. The proposed framework 
can be used to assess these policies, strategies and 
programs.��

No. 8: Analysing projects / cases implementing policy in the field of sustainable / renewable energy  
Key points Lessons learned 
Examined theories and methods for policy 
implementations. 
Investigated the implementation of policies 

A slow progress in switching from fossil fuels and 
nuclear power to renewable energy sources based on 
solar radiation, wind or water.  
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connected to the sustainable energy 
management and renewable energy sources 
through different projects and cases.  

Necessary to carry out the dialogue across the world 
about the climate change and different possibilities to 
accelerate the adoption of renewable energy sources 
with the special accent on the financial issues. 
The use of renewable energy sources is expensive and 
funded by taxpayers and consumers, which is another 
reason for the slow progress. 
Necessary to raise awareness of the benefits of renew-
able energy sources, by including stakeholders and 
esp. citizens in the respective policy making processes.  

No. 9: Stakeholder engagement in policy development 
Key points Lessons learned 
Compared examples of policies, where 
stakeholders were included in the policy 
modelling process. 
Discussed the strengths and weaknesses of 
stakeholder engagement during the phases of 
problem definition and the policy formulation.  
Contributes to a better understanding of how 
different approaches, tools, and technologies 
can support effective stakeholder participation 
toward better policy choices and outcomes. 

Necessary to match selection of stakeholders and 
engagement methods to the goals of a policy process. 
Active involvement of stakeholders in policy 
modelling processes is an important factor for 
producing usable, transparent policies; useful for both 
groups, stakeholders as well as policy makers. 
Stakeholders and policy makers can collaborate in the 
wide variety of policy domains as well as various 
economic and social development. 
Engaging stakeholders helps establishing or 
reinforcing trust of citizens toward government. 

3. Analysis of the eGovPoliNet Collaboration – Quantitative Indications 

This section aims at describing and characterising the eGovPoliNet collaboration 
network, showing that researchers from different disciplines were engaged in the 
comparative analyses described in Section 2. This analysis is important with regard to 
the aims and objectives of eGovPoliNet presented in the introductory section.  

For assessing a research collaboration, different authors suggested the assessment 
of the following aspects: co-authored papers [11], professions of the team members [9], 
disciplinary focus of the collaborators [12], geographical position of their institutions 
[12] and the organisational level of the collaboration [9]. We embark on these 
quantitative indicators for analysing the collaboration of the eGovPoliNet network.  

Co-authored papers. A set of articles published as a result of the work of a 
collaboration network is the most common measure of successful research 
collaboration [13]. eGovPoliNet collaborations so far resulted in nine comparative 
analysis papers prepared by 27 authors. The mean number of authors per comparative 
analysis work (the so-called collaborative index of the network CI [14]) is 3.9. The 
degree of collaboration6 DC [15] representing a proportion of multi-authored papers 
compared to single-author papers is 0.78. For the eGovPoliNet network, the DC is 
high, which means that the vast majority of papers was produced in a scientific 
collaboration and not by single authors. However, CI and DC do not differentiate 
among varying numbers of authors in co-authored papers. For this reason, the 
collaboration coefficient CC7 [16] and its slightly modified version MCC8 [13] are 

                                                           
6 DC is in range between 0 and 1, being 0 for a collection where all papers are single-authored and 1 

where all papers are co-authored by all authors from a collaboration network. 
7 CC is in range between 0 and 1, being 0 for a collection where all papers are single-authored. 

However, it becomes 1 only for the infinite number of authors in the set. Because of this reason, MCC is used. 
8 MCC is in the same range as DC. 
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used. For eGovPoliNet, the CC is 0.58 and the MCC is 0.6, which again evidence a 
high level of collaboration.  

Profession of the team members. eGovPoliNet’s comparative analyses were 
mostly performed by three types of professionals relevant to academic collaboration: 
researchers (23 out of 27 authors), students (3) and policy modelling practitioners (1). 
Since the focus of eGovPoliNet is a research community, it comes naturally that most 
of the team members are researchers, including a smaller number of PhD and graduate 
students and practitioners. Participation in multidisciplinary comparative analysis 
teams has proven to be an important environment for students to learn about the 
approaches of different disciplines and to obtain practical experiences in a scientific 
collaboration.   

Disciplinary focus. eGovPoliNet objectives include a collaboration across 
disciplines. Table 2 gives an overview of the disciplinary backgrounds authors come 
from in the nine comparative analyses performed. Only two papers (no. 1 and no. 7) 
did not involve distinct disciplines as these papers were single-authored. 

Table 2. Research collaboration of authors across disciplines in the performed 
comparative analysis 

Research disciplines involved 
Comparative analyses performed 

1 2 3 4 5 6 7 8 9 
Information Systems    
Computer science      
Social sciences         
Sociology          
E-government & e-participation  
Public administration sciences         
Economics        
Organisational and management science      

In working together in comparative analysis, the experts from distinct disciplines 
provided a unique view for the development and the usage of ICT solutions for policy 
modelling and governance. Briefly, the field of information systems is mainly dealing 
with a development of information and knowledge systems and tools that can be used 
in policy modelling, while computer science is concerned with the implementations of 
the presented solutions [17]. Social sciences and sociology focus their research on a 
variety of stakeholders and the interactions among them, for example, how to establish 
a trustworthy atmosphere in policy modelling process [17]. E-government researches 
complex digital interactions between a government and its citizens [17], while e-
participation describes possible ways of participation and engagement of citizens in 
policy decision-making [18]. Finally, organisational and economic sciences develop 
interaction concepts based on effectiveness, productivity, transparency and a quality of 
services [17], [19].  

Another important aspect is the internationalisation of the collaboration network, 
since the aim of eGovPoliNet is to engage researchers from different institutions from 
all over the world. Table 3 shows that the teams are internationally spread with the 
researchers coming from different institutions, ranging from information systems and 
technology institutes to social science centres and economic departments. 
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Organisational level of collaboration. The collaboration network of eGovPoliNet 
is organised at three levels as also indicated in Figure 2 above. First, members within 
comparative analysis teams established their own organisation. Through the regular 
monthly meetings and workshops, the teams exchanged and discussed their findings 
with other teams. Finally, a work package leader monitored the work of all teams. 

The indicators presented in this section show that the eGovPoliNet collaboration is 
by all parameters a good practice example and analysing it can give hints for finding 
the (possibly hidden) variables supporting collaboration in policy modelling domains 
and hence enabling the transfer of best practices to other collaborations across 
disciplines. 
Table 3. Disciplinary focus of institutions and countries the authors come from. 

Country Discipline 
Performed comparative analysis 

1 2 3 4 5 6 7 8 9 
Germany E-Government Research Group in a Faculty 

of Computer Science 
    

Technology Assessment Institute           

Slovakia Economics Faculty        

The  
Netherlands

Technology and Policy Management Faculty         

Greece Technology Management Group         

United
Kingdom 

Information Systems School         

ICT industry (SME)          

Belgium Public Policy Institute      

Ireland Data Analytics Group           

Canada Information Systems Institute          

USA Technology in Government Centre         

New Zealand Social Sciences and Sociology Centre         

China Information Systems and E-Government  
Institute

        

4. Conclusion 

To overcome the existing research fragmentation between disciplines within policy 
modelling, researchers from distinct disciplines need to work together in 
multidisciplinary collaboration teams, and their research findings need to be integrated 
to contribute to better understanding in the area of policy modelling. The paper 
described and evaluated the approach to scientific collaboration among different 
disciplines, which was applied to comparative analysis in policy modelling of 
eGovPoliNet. The goals of the comparative analysis were to structure, integrate and 
compare existing approaches and solutions in the field of ICT support for policy 
modelling with the aim of increasing transparency and accessibility to best practices, 
thereby driving evolution in the field. The eGovPoliNet collaboration scheme is 
multidisciplinary since it involves researchers from a number of different disciplines 
developing a common understanding out of single disciplinary fields. Researchers 
interact, discuss and bring conclusions together - a process that is evolution-driven, 

D. Majstorovic and M.A. Wimmer / Study Policy Modelling Research and Practice160



since it fosters distinct related areas to draw lessons and conclusions from combining 
approaches which shall contribute to further evolution.  

Two types of research and practice insights can be extracted from the performed 
comparative analyses: First, lessons and implications derived from the content of the 
distinct studies on policy modelling as summarised in section 2. Second, implications 
regarding multi-disciplinary collaboration as shown in the analysis in section 3, which 
has encountered a number of positive implications of the multi-disciplinary 
collaboration, such as: 

� Experienced researchers share their knowledge with younger researchers. 
� Researchers from distinct disciplines get a fast insight into the research of 

other communities and learn what is important from their point of view. 
� Easier and faster contact with the top researchers and a literature insight from 

distinct fields. 
� Better understanding of social and societal behaviour on the global level. 
� Increased awareness among researchers that an interdisciplinary approach is 

necessary to bring the evolution in the field into motion and fill in current 
research gaps in the field of policy modelling. 

However, negative implications were also encountered, such as:  
� Collaboration teams from around the globe may find it difficult to meet due to 

different time zones and distinct scheduling of conferences across 
communities. 

� Differences in understanding key terms and concepts as well as in cultural 
approaches to research and development are difficult to handle. The glossary 
of modelling terms helped to facilitate a common understanding across 
disciplines. 

� Difficulties in establishing common research objectives and research questions 
due to varying viewpoints and expectations of rigor in distinct disciplines.   

� Collaboration dependent on the willingness and readiness of individuals to 
accept a distinct approach and understanding from another discipline. If this 
precondition was not there, there would be no way of building up new 
knowledge for complex multi-disciplinary challenges. 
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Abstract. Policy formulation is now increasingly dynamic where policy has to be 

agile to reflect the changing behaviour in an increasingly complex world. An in-

creasing requirement is for policy formulation is to become more adaptive and in-

creasingly include design as part of vision and strategy setting. This is particularly 

important in the emerging complex environments where changing values need 

quick response. Thus as community values evolve ways to satisfy them are con-

tinually identified to ensure that change can be easily accommodated. The focus is 

on developing policy in solution neutral but meaningful terms while providing 

ways to respond quickly to policy changes through evolving projects. This paper 

proposes business building blocks combined with design thinking as a way to sup-

port such flexibility. Building blocks are now increasingly accepted as a way to 

build businesses whereas design thinking is finding increasing importance as a de-

sign approach that emphasizes innovation. It requires visualizations to help de-

signers and policy makers to make sense of the complex relationships that exist in 

complex environments. The paper proposes a set of building blocks for policy 

formulation and illustrates how they can be organized for policy formulation. 

Keywords. Policy, wicked problems, design thinking, building blocks 

1. Introduction 

The increasingly complex environment is calling for policy developments that support 

continuous innovation in an increasingly complex world (Merali, 2006). As a result 

policy can no longer be seen as predefined strategies with fixed goals but needs to 

continually innovate to cater for emerging society needs (Hobday, 2012). The envi-

ronment now is one where policy development increasingly takes place in ill-structured 

or wicked environments. This paper provides a framework for policy making with 

complex or wicked environments (Head, 2013) that integrates policy with design on a 

continuous evolving basis. In such environments: 

• There is no definite specific formulation or specification of the problem; there 

are just general goals such as increased sales in a new market, or increasing 

tourism in some region, or increased food security.  

• Solutions are not true or false, but better or worse, there is no test of whether a 

solution will work as any solution can result in unpredictable behaviours of 

users and stakeholders.  

• The environment here is one of increased social networking where many is-

sues are resolved by collaborative engagements between stakeholders where 

trade-offs are made in the light of deep engagements intended to arrive at mu-

tually acceptable solutions.  

Electronic Government and Electronic Participation
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• The solutions are made more difficult as they often lead to changes in behav-

iour, which requires further change to the solutions.  

The framework centers on complex meta organizations (Gulati, 2013) where an in-

creasing number of open systems are strongly interconnected in networks where out-

puts of one become inputs of another (Whelton, 2002). Such strong interconnections 

must be factored into policy in areas such as:  

• Smart cities (Macomber, 2013) including ways of living in increasingly larger 

and growing cities while conserving energy needs and providing services to 

citizens. These may include issues such as safety, energy use or increasing 

green areas, where all of these need to be put together to create a smart city. 

• Addressing current social issues such as obesity or unemployment in society. 

These typically cannot be solved using analytical or predefined solution and 

need increasing social solutions to change behaviour as for example improv-

ing health, or raising educational levels. Here continuous interaction between 

stakeholders is needed with changes gradually introduced with stakeholder 

agreement. 

• Global supply chains to arrange delivery of services that lead to improved 

health or education, including logistics systems in the delivery of materials in-

cluding food supply, especially in underdeveloped regions (Cozzolino, 2011). 

Here collaborative structures between firms in the supply chain must be im-

plemented to support smooth flow of materials. 

• Collaborative systems to provide access to energy, food and water (Tellis, 

2008) that is now emerging as an issue in emerging economies. Many systems 

here are driven through top level directives but involve local agencies in the 

planning cycle to ensure local needs are considered and are addressed through 

continuous evolution.  

The framework proposed in this paper focuses on the two major characteristics of 

these systems, namely greater focus on social interactions in creating solutions, and the 

ability to continually innovate. It then supplements it with building blocks to provide 

the ability to organize the large volumes of information in these environments. To do 

this it combines: 

• Design thinking to encourage innovation through collaboration, 

• The agility needed to learn and quickly respond in innovative ways to change, 

and 

• Building blocks to provide a way to experiment with alternatives in meaning-

ful terms. 

2. Design Thinking in Policy Development 

Design thinking (Martin, 2009) supports innovation within an environment of change. 

The main advantage of design thinking is that it is a socially oriented design method 

where decisions are made in a collaborative manner. The new systems place greater 

emphasis on values perceived by stakeholders with explicit measures taking secondary. 

This is consistent with policy formulation where ideas are sought from a variety of 

stakeholders, who often contribute collaboratively (Hung, 2013) to policy ideas and 
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must agree to any proposed solutions. Figure 1 illustrates the idea. Here what is needed 

in policy is seen as a mystery – what are values of society, how will behaviour change. 

We then look at heuristics, following a search from different points of view that lead to 

possible solutions. Design thinking addresses two important differences between 

wicked problems from traditional methods are: There is more emphasis on business 

model innovation rather than re-engineering. 

Design thinking supports an agile process that starts with developing a clear under-

standing of stakeholder points of view and then ideating using the heuristics as guide-

lines. It focuses on first analyzing existing systems into detailed stories and then put-

ting or converging these stories into new systems. This process is continuous and solu-

tions are released in steps following an agile development process. Design thinking 

thus places considerable importance on continually engaging people to work directly to 

resolve problems in their context. Its goal is to encourage research experimentation in 

business models. The emphasis in design thinking is on collaboration to develop solu-

tions through innovation as stakeholders add and change features and through learning 

and continuing collaboration continuously improve the systems. Design thinking is 

seen in this paper as an emergent method for business system design. The design think-

ing activities are also illustrated in Fig. 1. They begin by developing an understanding, 

then define solutions, prototype them and evaluate. It differs from traditional methods 

in that: 

• All stakeholders are involved at each stage, and 

• Design thinking is a continuous process, not just one off. Often a design pro-

cess is followed to release a new system we learn from it and then continue 

with the next release. 

An important part of designing thinking is the canvas and presentations or visuali-

zations on the canvas to foster experimentation and collaboration. All the information 

collected is presented on a canvas to raise awareness across all teams. The canvas is a 

 

Figure 1. Design Thinking. 
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presentation of the current state of thinking about the problem, people’s points of view, 

suggested solutions and comments on these. The important factor is that to reach a 

holistic solution requires collaboration and a continuous evolution on the canvas on the 

current state of thought. 

3. What Are Business Building Blocks? 

An approach increasingly used in design science is building blocks. In this paper they 

are seen as providing a solution to encourage communication and raise awareness. 

Building blocks support experimentation on business models. Stakeholders record their 

points of view and suggestions against the building block and then collaborate at exam-

ining the business possibilities provided by different combinations. We gather stories 

related to each building block and combine them into a proposal. In the example in 

Fig. 2 there are three building blocks – communities, partners and activities.  

Stories are placed into each building block. For example the stories for the com-

munity include seniors, younger generation, tourists and entrepreneurs. Stories are 

generally longer but are only single words here for illustration. Experiments or sug-

gested solutions are then proposed as combinations of stories from the building blocks. 

From a design viewpoint the building blocks can be seen as a conceptual model of a 

business or in the case of policy, a conceptual model of policy formation and imple-

mentation.  

4. Organizing Building Blocks into Levels 

Figure 3 shows a way to organize building blocks into levels that correspond to the 

political, administrative and project levels that characterize policy formation. The over-

riding theme is to keep the policy issues open while providing scope to respond to 

change in innovative ways. These are then used in the mission canvas to determine the 

key activities to meet the key requirements. It is also aligned to political, administrative 

and project levels of any policy framework. In summary: 

• The vision level defines how to realize stakeholder values in solution neutral 

terms. The focus on solution neutral is important as we want to start in an 

 

Figure 2. The idea behind building blocks. 
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open way to encourage innovative suggestions from stakeholders. In practice 

it is almost a political formulation of the goals and aspirations of the commu-

nities. Here policy makers or the enterprise decides on the key requirements to 

be met for the policy to be effective. The main dimensions here are the vision, 

the key requirements. The key requirements define what we would like to be 

happening in our system. For example “Customers are finding our designs at-

tractive and as a result sales are increasing”. It is the way we want our busi-

ness or society to operate.  

• The next level identifies the missions – or what must be done to realize the 

key requirements. It corresponds to the administrative processes that must be 

put in place to realize the vision. In the case of the apparel organization it is 

that it must develop the best designs – what we have to be good at. The mis-

sions identify the key activities at which we must be competitive and projects 

based on these activities. These are our key activities. For example “We must 

become competitive in identifying trends”, or “We must develop procedures 

to be able to quickly respond to design trend”. Thus Fig. 5 indicates what we 

must be good at – manufacturing, selling and identifying good areas in which 

to sell. A mission identifies the projects that lead to the development of our 

key activities.  

• The next level the project level defines the specific actions to be taken. 

The advantage of this approach is the double loop learning. 

5. Choosing the Building Blocks 

The paper now describes the building blocks (Sinfield, 2012) for each level.  

 

Figure 3. Integrating the levels. 
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5.1. The Vision Level – Identifying the Values and Setting Key Requirements 

At this level we focus on society values and how to realize them. In our proposal we 

first address questions in a solution neutral way. Osterwalder’s (2010) building blocks 

serve as a guideline for vision development. These have been mainly used in strategic 

planning in business and are summarized in Fig. 4.  

In this paper we apply this idea of general solution neutral terms to policy and pro-

pose the building blocks shown in Fig. 5. 

We now illustrate how these building blocks can be combined to create policies. 

These are illustrated by Tables 1 and 2. The table entries are limited in size due to 

space limitations; in practice these are often post-it notes with different colors often 

used to notes that correspond to different building blocks. These focus on policies used 

to attract tourists to a city. 

 

Figure 4. Osterwalder’s business model framework. 

 

Figure 5. Policy Vision Level. 
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Table 1. Setting Policy Parameters – Developing value prepositions and policy options 

City value 

Aspirations, 

Competiveness 

Social values Joint value Environment 

scanning 

Learning and 

analysis 

Options Decisions What are 

the success 

measures 

Improve connections 

between services **** 

Increase interest in 

tourism * 

 

Create business activities 

to provide work 

opportunities 

 

Improve safety 

 

Create greater community 

sense 

Maximize 

experiences in 

minimum time 

 

Easy access to 

entertainment 

 

Green spaces for 

enjoyment 

 

Better opportunities 

for business and 

innovation 

 

Provide a wider range 

of shopping services 

within easy reach of 

each other 

 

A place where citizens 

can easily access 

services in their 

everyday life 

 

Citizens and city work 

together to maintain 

safety 

 

Make it easier to move 

across the city 

 

Provide guides for 

tourists to quickly 

move through their 

preferred experiences 

There is increased 

travel by senior 

citizens 

 

Our city has a large 

number of 

entertainment groups 

 

There are many 

sporting activities in 

the city 

 

There is increasing 

use of sensor devices 

We provide a 

startup center for 

business 

innovators 

 

We provide a 

startup center for 

business 

innovators 

Working with 

local council to 

develop green 

areas 

 

Support start 

up companies 

that develop 

unique smart 

services for 

tourists 

Investigate 

ways to pro-

vide leading 

edge smart 

services to 

tourists. 

 

Develop bicy-

cle ways and 

rental facilities 

to facilitate fast 

travel. 

Increased 

revenue for 

city businesses

 

Increase in 

tourism 

 

Reduced crime

 

New 

businesses 

setting up in 

city 

Note: The stories marked ***** can be combined into a policy goal 
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Table 2. Identifying Key Activities and Missions 

Proposed 

missions and 

how they satisfy 

vision 

Key activities to address 

the key requirements 

Market needs 

addressed by the 

mission 

Key Requirements 

addressed by the 

mission 

Key 

resources 

required 

Systems and 

Partners 

Ways the 

missions address 

challenges 

Success parameters 

for missions 

Improve 

movement 

through the city 

 

Provide a range 

of activities to 

suit tourists 

 

Improve 

experiences in 

the city 

We will develop leading 

edge transportation for 

people to move around the 

center 

 

We will find entertainment 

for the elderly 

 

Use mobile technology to 

inform tourists of emerging 

activities 

 

Develop smarter products 

and services 

Elderly will find it 

easy to move 

through the city 

 

Families with 

children looking for 

playgrounds and 

shows 

 

Younger generation 

looking for exiting 

experiences 

There will be services 

that attract people to 

come and stay at the 

city for long periods 

 

There are a variety of 

activities to do in the 

city 

 

It will be easy for 

visitors to move 

through the city 

between tourist 

activities 

 Sporting 

associations 

 

A wide range of 

entertainers 

 

Tourist 

companies that can 

provide brochures 

as well as a 

reservation service 

for guides 

Finding space 

for new shops 

and entertain-

ment venues 

Widespread use of 

new services 
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Table 1 shows how the building blocks are used in vision setting level. Each col-

umn in Table 1 represents a building block with stories relevant to that building block 

listed in the column. 

Our ultimate goal may be to “Develop a reputation as a cutting edge technical city 

that provides unique experiences to tourists”.  

We then define projects to realize this mission. 

5.2. The Mission Level – Developing an Implementation Plan 

At this level we begin to look in more detail at the systems, persons involved and their 

interactions. Candidates for modeling include agent network theory as this focuses on 

social relationships. The context in such systems is continually evolving and as such 

can effect the behaviour of groups within the system. Our proposal here at best is to 

focus on agent network theory while including artifacts as agents within models. Such 

artifacts can for example include policies which are often outside the scope of a par-

ticular community but which effect community behaviour. In this sense although social 

networking provides a foundation it must nevertheless be moderated by social interac-

tions taking place within a business context. 

The top priority mission here may be to “Provide each tourist with a customized 

electronic service to guide them through their preferred experiences”. 

Once missions are defined modelling and visualizations can be used to describe 

policy designs. 

5.3. System of Systems – Defining the Role of the Main Players 

Figure 6 is a model that shows a number of systems and interactions between them. 

The system of systems method can be used to model complex organizations (Lane, 

 

Figure 6. System of Systems Model. 
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1993). Each of the ellipses in Fig. 6 is a business unit, roles are shown as black dots. 

This provides a framework where knowledge flows can be directed between systems. 

Collaboration between systems can be rearranged when needed by creating a new col-

laborative group as is now becoming important in complex systems. A collaborative 

group is assigned a role. This role is allocated to a role in the system in the collabora-

tion. This assignment is shown by the dotted line. For example, the planning group has 

the role planner. This role is taken by the CEO and the sales and manufacturing role to 

show that they jointly participate in making a plan. Here each system can organize 

itself as needed while knowledge flows are organized through boundary roles. A sys-

tem of systems model provides a better basis for modelling collaboration when com-

pared to traditional organizational models. Here the business enterprise is modelled as 

the “business Enterprise” and its units are also modelled as systems – in this case as 

organizations within the organization. The businesses with which the business enter-

prise trades are also modelled as systems. Collaboration is shown as systems, which are 

modelled as dotted lines to indicate they are virtual. Thus there is a planning group and 

two collaborations with the buyer businesses. Models like that shown in Fig. 4 are 

often useful in solution dialogs, especially when modelling relationships between dif-

ferent systems, as often needed in wicked environments. 

6. Supporting Software for Story Collection and Awareness 

What should design spaces look like? Literature suggests that design spaces be organ-

ized as a combination of models, questions and narratives, and visualizations where 

stakeholders can focus on a problem with a solution emerging as a model while bring-

ing their tacit knowledge to suggest innovative developments in the model.  

Figure 6 shows design space activities and the way of linking them in the design 

space network. Each design space: 

• Supports strong collaboration through narratives, 

• Experimentation and evaluation of any ideas. 

• Produces an outcome that suggests actions, possibly carried out in other de-

sign spaces. 

Linking between design spaces is through sharing of narratives as well as indi-

viduals who participate in more than one space. 

7. Summary and Future Work 

The paper addressed ways to facilitate policy formation in complex or wicked envi-

ronments. It proposed design thinking as meeting the need for greater social engage-

ment needed in policy development while at the same time providing a structure to 

organize such engagement. The structure was based on business building blocks that 

are organized into levels that begin with a vision stated in solution neutral terms fol-

lowed by its translation to possible designs. The paper defined a set for building blocks 

for policy making and illustrated their application using a simple example. 
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Figure 7. A CANVAS on a compute. 
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Abstract. This paper introduces a novel and innovative approach for more factual, 
evidence-based and accountable policy analysis and evaluation, based on the 
pillars of open public data, prosperity indicators, fuzzy cognitive maps, 
argumentation technology, deliberation platforms and social media. The approach 
assumes making better use of Europe’s open public data resources and aspires to 
enable both the lay public as well as domain experts to create, apply, annotate, 
share and discuss progress metrics and causal models of policies, with the view to 
support them in assessing the governments’ course of actions, and enhance thereby 
the transparency and effectiveness of the policy analysis and monitoring phases of 
the policy cycle. 

Keywords. Policy Making, e-Participation, Policy Analysis, Policy Monitoring, 
Open Public Data, Prosperity Indexes, Fuzzy Cognitive Maps, Argumentation 
Technology, Deliberation Platforms. 

1. Introduction 

1.1. Connecting people with policy making: the role of e-Participation 

Engaging and involving citizens in political life is a considerable challenge at both EU 
and international level [1], that is nowadays reinforced and magnified by the latest 
developments in Information and Communication Technologies (ICT) and the advent 
of the Web 2.0 paradigm (thematic blogs, wikis, online polls, discussion fora, online 
communities, etc.) that are currently transforming the way citizens and the civil society 
interact, debate and participate in public life. Today, ICT and the World Wide Web 
play in fact an essential role in making participation in policy making and political 
processes [2] possible at large, by fostering communication and interaction between 
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politicians and the civil society, simplifying decision making processes, demystifying 
legislative texts and allowing to effectively visualize arguments and impacts of 
proposed decisions, thereby enabling citizens to reach more informed opinions, on the 
political decisions being taken and the way in which the latter affect their lives. In this 
context, e-Participation, defined as the ICT-supported participation in governance 
procedures, is about connecting ordinary people with politics and policy making, and 
thereby rendering decision making processes easier to understand and follow [3]. 

1.2. Current challenges for effective policy evaluation 

Broadening and deepening political participation through the use of ICT is in fact quite 
essential, since in representative democracies, citizens elect candidates for public office 
on the basis of the values, goals and policies put forward by them during political 
campaigns. To hold elected officials accountable or effectively exercise their voting 
rights, citizens need to evaluate, based on empirical facts and evidence, whether 
government policies are working and elected representatives have promoted the values, 
achieved the goals and implemented the policies promised in their campaigns. 

The relationships though between policies, their theoretical foundations and their 
outcomes are often difficult for citizens to assess: Internet has made readily available a 
wealth of information, cultivating though in parallel misinformation and intentionally 
propagated falsehoods from questionable sources, making it increasingly difficult for 
citizens to come to a common understanding of facts. At the same time, the criticism 
received by existing metrics for measuring progress and prosperity have hindered the 
establishment of a suitable and comprehensive framework for that purpose. Finally, the 
difficulty of tracking political events, such as the election of government officials and 
representatives or the enactment of legislation to their practical effects has been a factor 
greatly preventing citizens from reaching well-informed opinions about the 
effectiveness of applied policies. 

In this context, and assuming that the policy cycle encompasses the phases of 
agenda setting, analysis, adoption, implementation and monitoring [4], better tools are 
required for critically assessing the causal models or theories underpinning policy 
proposals for achieving government goals in the policy analysis phase, so as to com-
pare alternative policy scenarios and approaches, as well for evaluating whether some 
implemented policy has in fact produced the promised benefits in the policy monitoring 
phase, so as to hold elected governments accountable and better inform voters during 
elections, but also in order to help policy makers to take corrective action. 

Based on this observation, the present paper aims at presenting a new and 
innovative approach for improving the quality and transparency of the policy analysis 
and evaluation phases of the policy cycle for both the lay public as well as for 
professional policy makers. This approach brings together open public data, prosperity 
indicators, fuzzy cognitive maps (FCMs) as a modeling technique for representing 
social scientific knowledge, and argumentation technology, and blends the latter with 
deliberation platforms and social media to provide better tools on the World Wide Web 
for constructing, sharing, visualizing and debating progress metrics and causal models 
of policies. The approach is twofold, i.e. it targets on the one hand to enable better use 
of open data sources and on the other it aspires to empower a variety of stakeholders 
with advanced modeling and visualization capabilities. 

The paper is structured as follows: Section 1 discusses the role of e-Participation in 
promoting citizens’ informed and democratic engagement and brings forward current 
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challenges for effective policy evaluation, setting up the objectives of the research 
approach presented in this paper. Section 2 introduces the proposed approach, 
identifying its main ingredients as well as the key capabilities offered. Section 3 
focuses on each individual pillar of the proposed approach, emphasizing on the most 
important developments in each domain as well as on the advancements brought by the 
envisaged policy evaluation framework, which actually come up as a result of the 
enhanced features provided by the combination of the aforementioned pillars. Then, 
Section 4 provides three representative application scenarios to illustrate the usefulness 
of the proposed scheme. Finally, Section 5 summarizes the ideas presented and 
discusses relevant implementation concerns and validation issues. 

2. Conceptual Framework 

Along the above lines, the proposed approach for more factual, evidence-based and 
accountable policy analysis and evaluation is grounded on the premise that ICT can 
actually help people make more informed decisions, rather than devolve into an 
instrument for misinformation and propaganda and aspires to take advantage of 
Europe’s increasing amount of open public data to allow citizens to learn from 
historical experience by looking at how prosperity metrics have developed over time 
and how they correlate with political events or other political changes, as well as to 
collaboratively model and discuss theories explaining these changes. To this end, as 
already stated in Section 1, it comes up with a mixture of open public data and 
prosperity indices, FCMs, and argumentation technology and integrates the former with 
deliberation platforms and social media, so as to develop a comprehensive 
methodological framework and the corresponding tools, empowering citizens, 
especially the younger generation, and policy makers to better assess government 
policies. 

In this respect, it envisages the construction of prosperity and other policy metrics 
through an easy to use language for defining variables and functions over open data 
sources, allowing citizens to define and implement their own metrics, based on their 
own sets of policy values, e.g. education, employment, environment, equality, freedom, 
health, justice, security, sustainability, etc. This fact implies the potential to search for 
relevant open data sources and allow existing metrics to be operationalized and 
implemented, to the extent that this is possible with the available open data sources, as 
well as the capability to define higher level metrics from lower level ones, using the 
visual language to compose and aggregate variables and functions.  

Additionally, it foresees the construction of graphs and charts for visualizing 
metrics for selected geographical regions (e.g. cities, counties, lands and countries) and 
time periods, as well as the annotation of the latter with political and policy events, 
such as the election of a new government or the reduction of the tax rate. In this respect, 
the framework supports the capability to search for events by querying public open data 
sources, as well their appropriate visualization onto graphs and charts, enabling the 
user to trace back and verify the data sources utilized. 

In parallel, it encompasses the construction of causal models through easy to use 
visual tools for designing FCMs and the simulation of their effects, but also the 
exploitation of argumentation technology for formulating pros and cons arguments in 
public debates about the relative merits of these causal models. In this sense, it involves 
apparently sharing and debating prosperity graphs and FCM causal models via widgets 
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for popular social media platforms (e.g. Facebook, Google+, Twitter, etc.) and 
visualizing debates in argument maps. Last but not least, it enables the conduction of 
structured surveys on policy issues, as well as the aggregation of opinions on related 
issues, so as to formulate a common position in a party or interest group. 

3. Heading Key Pillars of the Approach 

In the following sections, the main pillars of the proposed approach, namely prosperity 
indexes, open public data, fuzzy cognitive maps and argumentation technology are 
analyzed, focusing on the most important developments in each domain as well as on 
the advancements brought by the envisaged policy evaluation framework. Special 
mention is also made to deliberation platforms and social media, since they constitute a 
key factor for unfolding the full set of capabilities of the suggested approach. 

Following the analysis of each individual pillar, Figure 1 reveals in a condensed 
and comprehensive way how these five pillars are combined in a pairwise fashion so as 
to realize the capabilities foreseen. In the resulting matrix, each of the elements of the 
diagonal reflects the contribution brought by each individual pillar, while each pair 
wise combination corresponds to a basic feature or use case scenario of the proposed 
approach, allowing for more complex use case scenarios to be built around the 
combination of lower level features, and thereby through the involvement of more 
pillars. Attention is also drawn to the fact that symmetric elements actually reflect 
different aspects of the same combination of pillars depending on which of the former 
is mainly in focus and which has a more auxiliary role with regard to the feature 
prescribed.   

3.1.  Pillar I: Prosperity Indexes 

Prosperity metrics are used to capture the level of welfare and the quality of life in a 
given region or society [5], being thus suitable for the provision of advice to authorities 
regarding policies and projects, the specification of directives for industry and 
entrepreneurs, the use as input for assessing different aspects of economic activity by 
agencies and NGOs, as well as the provision of support for identifying the key factors 
that drive economic growth and development. Examples of prosperity metrics abound 
at city, regional or country levels, indicatively including the GDP2, GPI3, ISEW4, GINI5, 
HDI6 and Legatum Prosperity7 indices as well as a number of indicators’ concepts, 
related to positive externalities in ,bor force, the level of unemployment, the share of 
high-skilled labor force, infant mortality, the level of literacy, etc. 

The Gross Domestic Product (GDP) per capita corresponds to the market value of 
all officially recognized final goods and services produced within a country in a given 
period of time, but has been heavily criticized as being inadequate, since it fails to 
capture the costs of production, such as pollution or depletion of natural resources. The 
Genuine Progress Index (GPI) on the other hand, is an alternative metric system which 
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is an addition to the national system of accounts that has been suggested to replace, or 
supplement GDP as a metric of economic growth. GPI is used in green economics, 
sustainability and more inclusive types of economics. Another economic indicator, 
intended to replace GDP, is the Index of Sustainable Economic Welfare (ISEW), in the 
calculation of which consumer expenditure is balanced by such factors as income 
distribution and cost associated with pollution and other unsustainable costs. In a 
similar sense, the GINI Index is commonly used as a measure of inequality of income 
or wealth. The GINI coefficient by itself may lead to misconceptions regarding the 
actual differences of distribution of income if not analyzed in concordance with the 
underlying Lorenz Curves of cumulative income distribution.  

Broadening the indicators’ scope of application beyond the economic sector, 
alternative choices of prosperity metrics enumerate the Human Development Index 
(HDI), a composite statistic of life expectancy, education, and income indices to rank 
countries into four tiers of human development, as well as the Legatum Prosperity 
Index, an annual ranking of 142 countries, developed by the Legatum Institute, that is 
based on a variety of factors including wealth, economic growth, personal well-being, 
and quality of life. Another group of indicators of welfare are linked to subjective 
accounts of general level of wellbeing in a country mostly inspired by concepts such as 
health, and the rather non-mainstream field of happiness economics, captured in a 
number of already established indicators, such as the set of "Healthy life years 
statistics"8, produced by Eurostat for all the member states. Nevertheless, none of these 
alternative prosperity metrics has achieved wide acceptance, nor is there a case 
available, demonstrating that users are able to generate and calculate their own metrics 
in order to visualize the impact that certain policies could have on their own life. 

In this context, and since there is no consensus about how to objectively measure 
prosperity or progress, the proposed approach offers users the choice of several popular 
prosperity indices, along with the possibility to construct and share custom prosperity 
metrics. More specifically, the suggested approach allows identifying appropriate sets 
of prosperity indices, related to specific policy domains and proposes guidelines for the 
development and evaluation of new, possibly composite progress indices which can be 
operationalized using individually chosen open data sources. Additionally, with the 
help of appropriate causal policy models it allows users to develop their own theories 
and impact assessment hypotheses about prosperity trend lines, while leveraging 
feedback from relevant discussions it enables to come up with appropriately weighted 
prosperity metrics that better reflect the citizens’ sentiment. 

3.2. Pillar II: Open Public Data 

Calculation of the above-mentioned indices implies of course the examination of large 
data sets, ranging from census data to labor surveys. Large scale data sets nowadays 
tend to acquire their own self-contained existence rules, as they constitute independent 
sources of important technical, statistical or scientific information, definitely calling for 
further analysis and research. The importance of open, unrestricted access to huge data 
sets originating in research and the public sector has been advocated for more than a 
decade in both science and society [6]. 

In the context of the proposed framework, the need to define indicators of 
multifaceted nature and to produce new aspects of interest to citizens is to be addressed 
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by making use of micro data to construct new sets of indicators. In the EU context the 
most promising source of micro data to capture such aspects is the Eurobarometer9, a 
series of surveys conducted in the member states through approximately 1000 face-to-
face interviews per country. The Eurobarometer surveys may contribute in collecting 
information about which aspects of welfare are relevant to citizens and thereby in 
addressing these in policy actions. An additional source of information is Eurostat10, 
the statistical office of the EU and a leading provider of high quality statistics that 
enable comparisons between countries and regions. The most important and reliable 
open data sources in the indicator context provided by Eurostat are the European Union 
Statistics on Income and Living Conditions (EU-SILC)11 and the Urban Audit12, the 
European cities Eurostat. 

The envisaged approach will leverage the above mentioned as well as other 
sources of open public data and will make use of widely accepted metadata 
specifications and open data platform software to enable their harmonization and 
consistent exchange. As a result, beside the collection and storing of data from official 
sources, it will also give users the opportunity to collect, store or even publish 
themselves metadata for the open data sets of their choice, offering thereby a wide 
range of capabilities for creating own mash-ups and visualizations of metrics and 
historical events and validating policy causal models based on actual data sets, 
currently not possible in other deliberation or open data platforms. 

3.3. Pillar III: Fuzzy Cognitive Maps 

Policy impacts models are to be defined within the context of the proposed approach on 
the basis of fuzzy cognitive maps (FCMs). FCMs provide a well-founded, general-
purpose and intuitive method, based on fuzzy logic, for modeling and simulating 
relationships between variables and have been widely used to model and simulate 
policies and their effects.  

Cognitive maps (CMs) were first introduced by Axelrod [7] to represent social 
scientific knowledge. A CM is a network diagram depicting causes and effects and as 
such it is represented by a labeled, directed graph of nodes and edges [8]. Nodes 
represent domain concepts and edges causal relationships between nodes. The direction 
of an edge represents the direction of the causal relationship, which is also called a 
feedback. A feedback is positive (negative) if an increase in the first variable leads to 
an increase (decrease) in the second variable. In order to enlarge the scope of CM 
applications, several variations of CMs have been introduced in the literature. A 
fuzzified version of the CM was first introduced by Kosko [9]. The FCM incorporates 
fuzzy causality measures in the original cognitive maps, so as to provide a flexible and 
more realistic representation scheme for modeling theories. 

The proposed approach leverages the causal characteristics of FCMs to model the 
theoretical assumptions underlying public policy proposals, and thereby to enable 
through an easy to use, graphical user interface a broad range of stakeholders with 
limited technical expertise, to develop and apply their own causal policy models. 
Accordingly, it combines FCMs with flexible, mashable visualizations of prosperity 
indexes, so as to empower users with the capability to develop ideas about the causes 
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of correlations among historical events and prosperity fluctuations. Furthermore, it 
enables users to collectively define policy impact models and simulate the impacts of 
policy changes, as well as use them to get involved in fruitful debates, attaching a 
collaborative character to policy analysis and monitoring processes, but also filtering 
and validating the identified models, and thus the strength of the correlations involved. 

3.4. Pillar IV: Argumentation Technology 

Argumentation Technology, and thereby argumentation support systems are computer 
software for helping people participate in various kinds of goal-directed dialogues in 
which arguments are exchanged. Their potential relevance to e-Participation is readily 
apparent, since the former refers to the process of engaging citizens in dialogues with 
government about such matters as public policy, plans, or legislation, in which 
argumentation surely plays a central role. The idea of using argumentation support 
systems for e-Participation is not entirely new. Arguably it can be traced back at least 
to Horst Rittel’s pioneering work in the early 1970s on Issue-Based Information 
Systems [10], which are essentially visual maps of arguments, to help people 
collaborate and find solutions to what he called wicked problems, i.e. problems which 
have no algorithmic, scientific or objectively optimal solutions for a variety of reasons, 
including the lack of consensus among stakeholders about such things as utilities and 
values. 

Typically, e-Participation projects make use of generic groupware systems, such as 
discussion forums and online surveys, not providing however specific technical support 
for argumentation, and thereby for enabling citizens to obtain a quick overview of the 
issues which have been raised, to list ideas which may have been proposed for 
resolving such issues, to see in one place the arguments pro and con these proposals, or 
to get an idea about which positions currently have the best support, given the 
arguments put forward thus far in the dialogue. 

Argumentation contributes in making the decision and policy making process more 
efficient, transparent, open, fair and rational. Thereby, argumentation technology is 
employed within the context of the proposed approach for critically discussing 
prosperity indices and causal models underlying policies. Additionally, the use of 
argumentation is foreseen for summarizing and visualizing the debates in argument 
maps, polling public opinion on policy issues in the context of e-Participation platforms, 
and aggregating poll outcomes to formulate a common position in a party or interest 
group using delegated voting. 

3.5. Pillar V: Deliberation Platforms and Social Media 

Deliberation platforms incarnate the result of the effort taken by Government agencies, 
to increase citizens’ engagement in their decision and policy making processes. The 
first wave of deliberation platforms has witnessed extensive information on 
government activities, decisions, plans and policies, the proliferation of e-voting and e-
consultation spaces, along with various types of e-fora. Not surprisingly, the first 
generation of deliberation platforms did not meet the original expectations. The advent 
of Web 2.0 tools has created a more vivid environment and the popularity of the social 
media has set a new battlefield for the concept of e-Participation. Given that citizens’ 
engagement in policy making is an important facet of e-Participation, an outstanding 
feature of the envisaged approach is the integration of the proposed solution concept 
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into existing deliberation platforms and social networks. Such a perspective is 
anticipated to complement current e-Participation approaches with tools for simulating 
and evaluating policy theories or models, and assessing policies on the basis of 
progress indicators, as well as to enhance citizens’ participation as a result of the 
capability to collaboratively develop or share customized policy models and prosperity 
indices and thereby to obtain the citizens’ perspective on policy issues. 

 
Figure 1. Key connection points among the pillars of the proposed approach 

4. Application Scenarios 

This section presents a series of representative scenarios to illustrate the applicability of 
the proposed approach in the policy analysis and evaluation phases of the policy cycle. 
Apparently, the first scenario is mainly addressed to the general public, while the 
second one engages lay users and experts as well. The third scenario corresponds to a 
horizontal dimension of the proposed approach and complements the other two in a 
bidirectional way. 

Policy Monitoring and Evaluation Scenario: Motivated by their desire to check or 
verify whether a specific policy action, policy directive, law etc. has actually achieved 
or failed to meet the initially set goals, and thereby whether the relevant or 
accompanying KPIs have actually reached or not the target values promised, citizens 
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may leverage the proposed approach to confirm the understanding they have. Searching 
for and taking advantage of relevant metrics and open data sets is the first logical step, 
while exploiting existing causal policy models to verify their assumptions in a more 
documented way is an enhanced option. At the same time, drawing connections 
between metrics and specific policy actions and generating suitable visualizations, 
enhances the reasoning process and allows reaching more informed judgments on 
policy making. Finally, sharing the findings with a wider community is also supported. 

Policy Analysis Scenario: Relevant to the former scenario, a user that is more 
involved in the policy making process, i.e. an expert, a policy maker etc., may not be 
satisfied with simply utilizing existing casual policy models to verify or even analyze 
and predict policy outcomes. A user with the relevant background can thus build a new 
(or ameliorate an existing) casual model. Turning the former in a more user friendly 
and comprehendible form, i.e. a Fuzzy Cognitive Map, can act as a catalyst for 
understanding and evaluating the newly developed model. Running simulation through 
the aforementioned model, in order to predict future impacts, is an additional advanced 
option. Accordingly, sharing outputs with other users is foreseen as well. 

Online Deliberation and Argument Mapping Scenario: Online deliberation can act 
as a catalyst both a priori and a posteriori of the two previous scenarios: Online 
discussions can on the one side offer valuable input to anyone looking for data and 
information relevant to his/her interests, before actually taking advantage of the 
envisaged approach for policy analysis and evaluation in the ways described within the 
aforementioned scenarios, while on the other side, users can be engaged in multilateral 
meaningful discussions for reasoning on, criticizing and verifying policy analysis and 
evaluation results. Additionally, and since non-structured deliberation is not always of 
actual value, argument mapping offers an easy and effective way to quickly navigate 
through discussions and extract relevant conclusions that can provide input and 
feedback for the scenarios described above. 

5. Discussion and Conclusions 

This paper presented a framework for improving the quality and transparency of the 
policy making process, by complementing current e-participation practices with 
innovative tools for simulating and evaluating theories and models underlying policies. 
The proposed approach reflects the methodological framework, developed within the 
context of the Policy Compass FP7 project for making better use of Europe's open 
public data resources and empowering policy-makers and citizens (especially the 
younger generation) to better assess government policies in the policy analysis and 
monitoring phases of the policy cycle, and is intended to be realized as an online web 
platform, integrating a number of service components that will offer the capabilities 
and functionalities prescribed. Important success parameters in this respect include 
exogenous factors, such as the actuality, completeness and geographical coverage of 
the indicators to be made accessible through the platform, as well as implementation 
concerns, such as data consistency, harmonization and exchange issues, which impose 
the development and adoption of a comprehensive metadata management framework.  

The Policy Compass approach is anticipated to raise and objectify the public 
discourse on how to measure growth in the economy and society and accordingly 
facilitate the exploration of the opportunities and limits of growth, resource 
consumption and technological progress, to enable decision makers to make their 
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achievements more explicit to the public, and thus increase the former’s confidence in 
progress towards societal goals as well as its monitoring and controlling power over 
potential or applied policies, and to allow citizens to obtain a clearer view of the 
multiple dimensions that underlie policies, including their unintended side-effects, as 
well as to improve the objectivity and evidential basis of their arguments so as to 
enhance the quality of policy deliberations. 

The envisaged methodological framework is to be further detailed and refined 
along the course of the project. Assessment and validation of the latter is foreseen 
through the development and application of real case pilot scenarios for policy analysis 
and evaluation at both regional and local level. 
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Private Financing of Road Taxation 
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Abstract. In the past few decades several developments have lead to a new view 

on the division of roles between the public and the private sectors when perform-

ing public tasks. Developments like the application of information technology on a 

large scale combined with the notions of new public management increased the in-

volvement of the private sector in public service. Now it seems that the private 

sector is being granted a prominent role in one of the most public of public tasks, 

taxation, in particular free flow, GPS based, electronic road user tax. Next to 

various technical challenges this leads to new questions like how to get the levying 

of a tax financed by a private company. It appears that many factors play a role in 

the way the various actors, public authorities, toll charging companies and financ-

ers behave in this type of Public Private Partnership process. This particular type 

of charging, using an on-board-unit in the vehicle requires large investments in 

electronical equipment at the start of a project.  

In this paper the arguments and considerations of the parties involved are be-

ing analysed. The unorthodox approach is not a technical one, focussing on sys-

tems and public administrative processes, how interesting they may be, but one 

that looks at the entire phenomenon of outsourcing a task so public as taxation to 

the private sector. The question is whether public electronic road user charges, lev-

ied as a tax, can be ‘designed, build, financed, maintained and operated’ as a PPP. 

In particular the focus of the analysis will be on the financing of the electronic 

road user tax. What are the issues when privately financing public electronic road 

user tax? In this paper the issues are being inventoried from different angles. The 

conclusion on how to establish the private financing of a public electronic road 

user charge is still evolving and it is too early to draw final conclusions on this re-

search in this contribution. 

Keywords. E-government, good governance, road user charges, road taxation, 

tolling systems, public private partnership, public private financing 

Introduction 

Since the 1990’s two major developments have occurred within government and ad-

ministration. The first and mostly technological driven development was the emergence 

of the e-government. Especially for administrations processing large amounts of data 

like taxation and social security, and registration processes like the registration of cars 

and buildings, information technology became essential for public service delivery.  

Another development from that same period was the retreating government. The 

new public management idea was that the market was better equipped for delivering  
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service to the citizen, now called customer. More and more of the classic public tasks 

originally performed by the public bureaucracy were outsourced to private parties. And 

because the tasks themselves did not become private and the responsibility for the pub-

lic tasks was still a political one, new checks and balances had to be found. Outsourc-

ing of public tasks seemed to be a way of getting the best of both worlds in those cases 

where a full transfer of the service to the private sector was not desirable. 

This movement towards more private involvement in the public domain also threw 

a new light on a long existing phenomenon on the public/private interface: The Public 

Private Partnership (PPP). This type of cooperation between the public sector and pri-

vate companies was mainly known from large infrastructural projects like roads, 

bridges and tunnels. In those cases the infrastructure was designed, build, financed, 

maintained and operated (DBFMO) by the private (consortium of) company(ies) in-

volved. In return on there investment they gained the right to charge a toll for the use of 

that particular infrastructure. Many examples of tis type of PPP tolling are known all 

over the world. 

The three above mentioned phenomena nowadays seem to come together in a rela-

tively new public activity that requires high investments in a complex hi-tech infra-

structure accompanied by substantial risks and liabilities The Electronic Road User 

Kilometre Tax.  

Electronic Road User Kilometre Tax 

Since the turn of the century a few major influences have propelled the ideas on how to 

collect tax from vehicles. The classic car taxes, purchase tax, road tax and fuel excise 

were considered to be not specific enough for the desired subject of taxation, the use of 

the car. Except for the excise duty the taxation did and still does not seize to the actual 

use of the vehicle. Therefore these taxes were less suitable for contributing to the solu-

tion of two emerging political issues: road congestion and CO2 and particle matter 

emission. A good political selling point was that it would be fairer to charge people for 

the use of the car rather than for owning it.  

From the technical side the development of new information technology, in par-

ticular the breakthrough of GPS, enables a levying process based on kilometres driven, 

specified in place and time. Also the huge amount of data that needs handling in such a 

process has become more feasible in the past decade, due to technological develop-

ments and gained experience in handling these processes. Electronic road user kilome-

tre charge is an e-Government development that could change the collection of vehicle 

tax permanently and that could enable more refined charging from vehicle users in the 

future. In this respect the electronic (free flow) road user kilometre tax is to be distin-

guished from a conventional method like collecting toll on the road by a concessionaire 

toll charger. This modality will require a much lower investment in the tolling opera-

tionand will have a limited financial risk. A free flow electronic road user kilometre 

charge brings about a large investment. At a price of 125 euros per on-board-unit and a 

system requiring 0.4 to 1 million devices will cost 50 to over 100 million
2

 euros in 

advance. As we will stipulate later this investment in a political environment contains a 

high risk.  
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 Figures derived from the 2014 Belgian tender for an electronic road user kilometer tax for heavy goods 
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Private Financing of Electronic Road User Charge 

Private financing of public charging may seem not very disruptive, but it is by far not a 

standing practice. One of the main issues is that the two sectors, public and private, 

have a legal realm of their own. The private realm is being ruled by the civil law in-

cluding its fundament of equality of legal subjects. The public realm however is being 

ruled by public law where the inequality of both subjects, state and citizen, is funda-

mental. Combining the two becomes a true challenge when concerning a task so ulti-

mately public as taxation. 

In western European democracies it is generally accepted that public charges, must 

be based on a decision from the Parliament. That is the only way to get a majority basis 

for the acceptance necessary for actually collecting the money.  

Road user charges on conceded roads could be considered as a payment for a ser-

vice. In that case the money will go to the concessionaire company to finance their 

DBFMO activities. In return the company maintains and operates the road, and makes 

it available to the user. If road user charges are a tax however, there is no relation be-

tween the money paid for the use of the road and the destination of the revenues. This 

means that the tax revenues will be added to the treasury, and will also be available for 

other public spending. The decision on how to spend these revenues therefore is a po-

litical one.  

Running Electronic User Charge as a Tax 

On non-conceded roads the instrument of taxation is often used as the basis for the 

public levying, for multiple reasons. The first one is that the legal infrastructure for the 

levying of taxes in general is already in place. Usually there is a Tax Administration 

attributed with sufficient powers necessary to ensure a proper levying of taxes. Public 

toll chargers can also be enabled with at least some of these powers. Another reason is 

that a tax creates certainty for both state and citizen. A law has the proper status and is 

subject to democratic control, which means that for instance tarrifs cannot be raised 

overnight. Therefore when road user charges apply on public roads, the tax framework 

will often be the starting point.
3

  

It is however possible to levy an electronic road user charge on public roads with-

out shaping it as a tax. The German scheme
4

 as foreseen in 2003 had the shape of a 

kilometre charge ‘comme suis’. It was entirely managed by the German Ministry of 

Transport and Housing, while a private consortium
5

 provided the service. In this ap-

proach the Ministry of Finance (and taxation) was playing only a minor part, and the 

available tax framework was not used. It is possible that the lack of expertise in the 

field of collecting public revenues may have contributed to the problems that arose 

around the start of the operation.
6

 In most other countries however, certainly when the 

Ministry of Finance is involved in one way or the other, the road user charges is most 

likely to be shaped and conducted as a tax. 
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Next to the levying of taxes itself, financing of this operation traditionally is a pub-

lic -state- affair. Financing in it self has never been much of an issue since the state has 

all the means to collect the tax money and is capable of doing so in a very economical 

way. For instance in 1992 the costs for levying all taxes in the Netherlands were 2.7% 

of the acquired revenues. In 2012 the costs had run up to 3%, but that seemed to be 

more due to a lower income level than to higher perception
7

 costs. So the amount is 

relatively stable at a modest level.
8

 Looking at the electronic road user kilometre taxes 

that are on the road today a figure of 5% perception costs does seem too low. Even the 

10% that is being aimed at in the PPP based Belgian tender could appear to be a rather 

optimistic estimate.  

Public DBFMO for Public Road User Charges 

It is only fair to state that a Tax Administration will not easily take on electronic kilo-

metre charging as a viable way of collecting tax money. As shown it is a rather uneco-

nomical way to collect taxes. Kilometre charging however often carries more goals 

than only collecting revenues. Goals like covering the internal costs of road-use, charg-

ing for using the vehicle during rush hour in order to reduce congestion and the reduc-

tion of the emission of CO2 and particulate matter can be well served by the introduc-

tion of aan electronic road user kilometre charge. When the public authorities are not 

very eager to take on the execution of kilometre charging within their own realm, a step 

to a private service provider seems logical, even if it will jeopardize the 3% track re-

cord on perception costs.  

So what are the pros and cons for the public authorities to perform a road user 

charges as a tax their selves? 

 

Pro     Con 

Full control    Political risk 

Public financing, low interest rates Claim on budget 

Full use of the tax instruments  Pre financing on national debt 

Economies of scale   Perception costs not 100% transparent 

Financial risks limited 

 

The advantages of having the administration running the road user charges itself 

are mostly of a rational economical nature. Performing the road user charges gives the 

administration full control over all the aspects of the operation. On top the administra-

tion can use all the general instruments on collecting and enforcement of taxes, without 

having to connect these processes to an external party. Being part of a far larger tax 

collecting scheme and a large organisation also emerges economics of scale. Finan-

cially a ‘do it yourself ’ scenario will cost less due to lower interest rates and also the 

financial risks will be less complicating because the risk is born where it initially be-

longs; within the public domain.    

                                                           

7

 Perception costs are all costs that have to be spent to collect a tax in the public setting. In private terms: 

Design, Build, Finance, Maintain and Operate. 

8

 In 2002 at the end of the first Global Positioning System based KMH project in the Netherlands one of the 

opponents of KMH in Parliament made sure that a legal condition for introducing the km charge was set at a 

maximum cost of 5% of the revenue per annum. That was regardless of the fact if it was set up as a full 

public operation, or as a PPP. 
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The contra side of the sheet however shows clearly why politicians have a prefer-

ence for a PPP construction in case of an electronic road user charge, even on public 

roads. Financial risks may be lower within the public domain, but the political risks are 

high for a minister directly responsible for the levying administration. Furthermore 

public money may be cheaper, it also happens to be scarce and the inevitable invest-

ments in systems and on-board-units (OBU’s) will, in this case, be put on the public 

balance sheet.  

Private Partners in Public Tasks 

So the question is; can road user charges as a tax be carried out as a PPP? And if yes, in 

what way can a PPP be shaped financially in case of an electronic public road user 

charge? 

There are many ways to create a PPP. In fact even in a full public operation like 

levying tax by the Tax Administration private partners will play a certain -limited- role.  

The declaration form is delivered by mail and the money transfers are taken care of 

by the banks. Very loose partnerships with modest consequences for the financial posi-

tions of both sides, but nevertheless a role for the private sector in handling taxation. 

A bigger role is being played when the public service outsources its computer cen-

tre to a private party. A complex juridical relation between public and private is born. 

Risks remain mostly at the public side, although the public standard conditions for 

contracting try to limit public liability by transferring the risks to the private partner. 

The IT-company however will calculate these risks as costs and transfer them into 

financial claims as much as possible. 

Closer to our road user charges scheme is the situation where he public service 

outsources the building of a tunnel or a bridge to a private consortium. The private 

party is contractually coupled to the public domain and could for instance have obliga-

tions towards the public customer laid down in a contract. In this case risks seem to be 

manageable within the private sector and financing the project will be possible on the 

basis of building assets. While money is being spent from one side of the balance sheet, 

on the other side the assets -tunnel or bridge- grow more or less accordingly. In the 

latter two examples the financial risks are being directly transferred to the private (fi-

nancial) sector.  

Private Partners in Electronic Public Road User Charges 

So what then are the benefits of a DBFMO contract for electronic road user charges for 

private companies? From an economical point of view a good DBFMO contract for 

road user charges can provide profitable business. Moreover it can provide this busi-

ness for a long term (>10 years). For a road user charges company or consortium also 

the maintenance of skills and credibility are an important issue as they relate to the 

continuation of the company. Finally the public domain remains a creditworthy partner, 

even in -or maybe especially in- times of economic crisis.  
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Private Finance when Building Infrastructure in Two Phases 

Despite these benefits the financial risks for the private sector remain substantial. In 

order to manage them they should be split in two phases, each with a dynamic and a 

risk structure of its own.  

The first phase is the project phase. The project phase requires project financing. 

That means money will go in, but revenues will not come out yet. In this phase financ-

ers will require certainties for their investment. A mortgage right on the build assets, or 

a transfer of future revenues for instance. These measures make the risks much more 

calculable and assessable and, more or less, maximized to the investment itself. Both 

private equity and bank loans could provide for the necessary investments in this case. 

A very important issue in the investment decision will be the historical context. Bridges 

and tunnels have been built for a long time and the expertise on these activities is 

widely spread. Moreover a guarantee on the number of traffic that will eventually use 

the tunnel or bridge may help to close the business case. These measures will reduce 

risks and will make it easier for financers to step in.  

The second phase is the going concern phase. In this phase financing becomes less 

exciting. Revenues start coming in from users and the going concern financing can 

even be arranged for within the operating company itself. If that is not possible parties 

interested in long-term steady income, like institutional investors, may be interested. 

Private equity and banks
9

 usually have a more short-term horizon and are not likely to 

step or stay in at the going concern phase.  

Private Finance for Electronic Public Road User Charges 

How does private financing work out in case of electronic public road user charges? 

The first step to be taken by the public service is inviting the market to deliver a tax 

collection system on a DBFMO basis. This means the beginning of a complex juridical 

relation where risks, including the financing risk, tend to move from the public to the 

private sector. When proceeding on the path of PPP in taxation a few general issues can 

be distinguished for the public as well as for the private side, and in some cases for 

both sides.  

Starting with the latter, one of the issues that come up when private companies 

take on public tasks is the different social, economical and legal context that applies to 

public tasks compared to their private ones. Within their private paradigm, the impact 

of public tasks is not day-to-day business. The politically driven public domain has a 

different paradigm implicating a set of rules that substantially deviates from the market 

place, where a financial plus at the end of the day is the main driver. The public/private 

interface must be developed for and by both the private service provider and the public 

customer. Since both come from very different worlds in practice managing the inter-

face often appears not to be easy. Furthermore it is almost impossible for a private 

company or consortium to guarantee the loss of public revenue in case of system fail-

ure due to the unbalanced relation between the amounts of revenue and the financial 

basis of the company or the consortium. The German case shows that a situation like 

that can well end in a legal and financial deadlock.
10
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Let’s put the pros and cons in balance: 

Pro     Con 

High interest rate   No short term revenue 

Strategic considerations  High investment, dedicated system and on- 

Idealistic motives   board units 

     Subject to political turmoil 

      

So the Design and Build project seems to be not very attractive to potential private 

finance-partners. This means the profit must be in the Maintain and Operate part. The 

interest in the investment in the project should be coming from the expected -potential- 

remunerations in the operation phase. In fact this phase does not stand out that much 

from financing a private road user charges operation as described in the former para-

graph. 

Project Phase 

The first question on financing the project phase of a public road user charges could be: 

why would anyone invest in a road user charges project? Building up a GPS based road 

user charges system costs a lot; a back-office system with customer relations and finan-

cial handling, an enforcement system and last but not least OBU’s for all road users. As 

we saw the investment in on-board-units may well go up to 50 or even up to 100 mil-

lion euros. On the other side of the balance sheet however appear no revenues (yet) and 

also no real estate assets, like in the case of building roads, tunnels or bridges. The on-

board-units however must be depreciated immediately if for one reason or the other the 

project is being cancelled. Also the fact that the public customer will have no in depth 

expertise on road user charging at the first start will not help to achieve a business case 

for financing road user charging privately. A final blow for the financer’s appetite in 

the project phase could easily be the political uncertainty whether the system will come 

into operation at all, or whether it will be abolished after the next (advanced) elec-

tions.
11

 The interest rate and risk premiums must be very high to even consider financ-

ing such an operation. 

When the end of the project approaches another big issue for the private company 

will be the start up risk. This risk should be considered a project phase risk, since the 

operation can only be started after the customer has accepted the project results. The 

complexity of a road user charges scheme implicates that, even if all processes are 

generally well controlled, the chances of failure of (parts of) the system at the start up 

remain substantial.
12

 It is obvious that all the main issues mentioned above could have 

a serious impact on the extent to which the public road user charges can be financed. 

So far we have extensively looked at the financing of the electronic road user 

charges. The barriers that have to be overcome in this field can be considered an issue 

both for the private as for the public side. For private investors because of the high risk 
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 Most of the road user charging schemes have serious problems and loss of revenue during the first 6 

months of their operation. Eurovignette 1994, German Maut 2003, French Ecotaxe 2013, and the various 

schemes in the Mid European Countries that had to change their contracts and laws during the start up phase, 

sometimes even more than once.  
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of loosing money due to the absence of collateral, and for the public side because of the 

risk of not being able to find a consortium that is willing and able to meet the financial 

requirements.  

Going Concern Phase 

The various issues on private financing of the road user charges can be divided in pro-

ject financing issues and going concern-financing issues. The two stages of the 

DBFMO-agreement do not have the same financial dynamics. Obviously the project 

phase is by far the most complex one where the above-mentioned issues playing a large 

and sometimes even prohibitive role. It is the phase of investing and developing.  

All the factors will have to be compensated for in the remuneration for the investor 

in the going concern phase, either a bank providing a loan or an investor providing 

private equity. This can lead to substantial costs for the customer since the uncertainties 

will be calculated in the eventual service fee. This is the harvesting phase. The better 

the project phase was conducted and the smoother the system has been introduced, the 

lower the investment can have been. 

In the going concern phase itself financing becomes less of a problem. A regular 

income will be gained from the agreement with the customer for a long period of time, 

usually more than ten years. Although there is always a risk of system failure, that risk 

is hardly comparable with the risks in the project and start up phase. It should be possi-

ble to avoid, or at least minimize losses on revenues and fines, provided that the operat-

ing company meets the high standards that are imposed by the customer.  

Financing Public Electronic Road User Charges – A Stakeholder View 

Now summing up the arguments pro and contra a PPP in case of a public electronic 

road user charges one can clearly distinguish the three (groups of) players. The public 

authorities are operating within their own financial realm with its specific public fi-

nance rules and implications. The DBFMO contractor will be mainly interested in do-

ing the job. And the financial partners will be seeking return on their investment.  

Public Authority 

A major concern for the public authorities is to avoid investments in a road user 

charges system to appear on their balance sheet. In that case they will affect the state 

debt and that does not seem acceptable these days. This is an important incentive for 

leaving the investments to the private partners. Reduction of political risks is another 

important advantage of outsourcing, both operational and financial. In this way the 

political responsibility for a possible loss of tax revenue and the complex operation 

with a lot of potential pitfalls are being put at a distance from the authorities, thus pro-

viding a buffer to the direct political risks. 

The downside for the public authorities is probably more felt at the administration 

level than at political level. These include higher costs for financing the system, the 

risk of becoming too much dependant on a contracted service provider, and the fact that 

little road user charges skills will be built up within the Tax Administration itself. 
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DBFMO Contractor  

For the DBFMO contractor the advantages are more on the long run. The public au-

thorities will be a credit worthy customer in most countries. The contract that will be 

concluded will provide long term revenue and continuity (>10 years) and the operator 

holds and even increases its expertise, necessary for the continuity after the contract has 

ended.  

On the other hand the high financial risks are a serious downside to the public 

taxed road user charges as is the complexity of the system due to public rules and stan-

dards.  

Financer 

From the financer’ point of view a distinction should be made between the project 

phase and then going concern phase.  

In the project phase the financer will go for the high-risk premium and high rates. 

However this could appear not to be enough to attract private capital. In that case the 

public authority could consider granting a public guarantee for at least a part of the 

investment, in order to provide for a solid business case. For private equity particularly 

a profitable sale after surviving the start of the system will be preferred. For the banks 

high margins on loans during the project phase could be interesting.  

In the going concern phase the most apparent advantage is the long-term stable in-

come that will come out of the operation. For private equity the lack of expertise on the 

subject on their side and the political uncertainty could proof to be showstoppers. They 

will probably sell the project after start up. Also banks do not care too much for long 

time loans because of the internal consequences due to Basel 3 rules and the absence of 

collateral like real estate. More likely it seems that the operating company itself will do 

the financing. Also Institutional Investors
13

 could be interested, although to them next 

to the lack of expertise as well as the (relatively small) size of the company could ap-

pear problematic. 

Conclusion 

How to deal with the outsourcing of levying public electronic road user charges or 

taxes? In this paper we have put the issues in perspective for further study. From dif-

ferent angles we looked at the phenomenon, leaving the technical and the public admin-

istrative processes aside. We focussed on the legal and financial issues that evolve from 

this type of public private partnership. Under which circumstances can private 

DBFMO, and particularly private financing of a public electronic road user kilometre 

charge work?  

When it comes to private financing of public electronic kilometre charge it seems 

that a balance between risks and gain for the two parties cannot easily be found. More 

case studies and research may lead to better understanding of the way the political 

demands on the one side and the plain market mechanisms on the other sides should be 

matched.  

                                                           

13

 Like equity and pension funds.  
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Abstract. Information and Communication Technologies provide public 
administrations new ways to meet their users’ needs. At the same time, e-
Government practices support the public sector in improving the quality of service 
provision and of its internal operations. In this paper we discuss the impacts of 
digitization on the management of administrative procedures. The theoretical 
framework and the research model that we will use in this study help us tackle the 
question of how digitization transforms administrative procedures as, for example, 
in terms of time and roles. The multiplicity of institutions involved in issuing 
building permits led us to consider this administrative procedure as a very 
interesting case study. An online survey was first addressed to Swiss civil servants 
to explore the field, and here we present some of its results. We are currently 
undertaking an in-depth case study of the building permit procedures in three 
Swiss Cantons, which we will also present in this paper. We will conclude with a 
discussion and the future steps of this project.  

Keywords. Digitization, e-Government impact, administrative procedures, time, 
changing roles 

Introduction 

E-Government has become a key policy area that can improve competitiveness. Many 
public administrations, following trends from the private sector, are making efforts to 
benefit from the great potential of new technologies, providing a wide range of 
information and services. The main objective is for the government to be more efficient 
and effective in interacting with its users and in its internal operations as well. 
Electronically available public services, are considered essential [1] because they have 
better quality, are more responsive, are more efficient, and are more consistent with 
their users’ needs. 

Regarding the growth of e-Government projects, K. Layne and J. Lee developed a 
four-stage model [2]. We will focus on the two first stages, which are more in line with 
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the needs of our study. Indeed, the first stage includes the cataloguing of information 
online, and the second, the transactions being completed online. Stage one constitutes 
the early steps of administration, assuring an online presence by presenting its activities 
and the relevant information online. In stage two, administrations provide full access 
for electronic transactions and online databases for services, such as paying taxes, fees, 
etc.  

This second stage covers the idea of “one-stop service,” where the users contacting 
one domain of government can carry out any level of government transaction [3]. Users 
usually need to contact several different public departments to solve a single problem. 
The idea of “one-stop shopping,” based on the idea of the 1980s’ “one-stop service 
centre,” offers an integrated service of one provider, coordinating more departments 
with the help of information technologies [4]. 

The public sector, in order to satisfy its users, tries to face the complicated and 
time-consuming nature of administrative procedures by increasing their efficiency and 
by reducing the administrative burden and the delays in all administrative procedures. 
We have to underline that e-Government policies and projects may have an impact on 
the economy, on the society, and on the government. This impact is the result of a 
combination of several actions, the last step in a process that can have positive or 
negative effects [5]. 

Under a management perspective, it is very important to know if the methods used 
are appropriate and if it is necessary to control the results. According to R. Heeks, the 
measurement of outputs and impacts requires some form of investigation [6]. For this 
reason, several surveys have been conducted so far, concentrated mainly on the 
adoption and the use of e-Government, but less on its impacts. 

In our literature review, we could not find relevant and concrete examples of how 
the success of e-Government can be measured. R. M. Peters, M. Janssen, and T. M. 
Van Engers suggested that we should take into consideration that e-Government 
involves many aspects of public administration, making the issues more complicated 
[7]. Additionally, the Organisation for Economic Co-operation and Development 
(OECD) indicates that even if there are many international comparisons of the impacts 
of e-Government, there are few international standards or indicators that leaders can 
use to facilitate decision-making. Finally, this makes the effort to share the best policy 
practices between countries difficult and shows that certainly there is still plenty of 
room for improvement and examination. 

1. Research Methodology & Data Analysis 

Our research aims at deepening our understanding of the impacts of Information and 
Communication Technologies (ICT) in public administration. The principal actors in 
this study are public administrations themselves, as well as users of public services 
(i.e., citizens and businesses). The internal operations of public administrations are the 
focus of our study. 

In order to study these internal operations, we will investigate changes and 
transformations resulting from the implementation of e-Government practices. While 
the literature review brought us limited reference with regard to these issues, we 
selected what we found to be the most relevant dimensions and criteria for measuring 
the digitization of administrative services. These include administrative tasks, time, 
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roles, and services offered to the users. We will explore these four dimensions in 
different ways, as well as combining them together. 

Furthermore, the research detailed in this paper was driven by a set of key 
questions. The main research question is the following: 

 
� How does digitization transform administrative procedures? 
 
Additionally, we formulated the following three sub-questions: 
 
� What are the impacts of digitization on the time required to implement and 

provide an administrative service? 
� How does digitization modify roles and skills of civil servants’? 
� What are the impacts of digitization on the services provided to the users? 
 
With a view to investigating our main research objective and the set of the three 

secondary research questions, we proposed several specific theoretical assumptions, 
some of which we will discuss further on. Later in the paper, we will explain the tests 
conducted on these hypotheses. Additionally, on the basis of these theoretical concepts, 
we will explain the research methods we selected to collect relevant data. We also have 
to highlight that the theoretical assumptions made below are linked to the dimensions 
that we want to analyse. 

 
H1: Digitization in the public sector drastically alters administrative procedures. 
Digitization of administrative procedures affects, to an important extent, the 

execution of public services. Equally, we expect that the administrative activities will 
become simpler and that the complexity of transversal administrative procedures can be 
reduced. 

 
H2: Digitization in the public sector will accelerate administrative procedures. 
We assume that the digitization of public services can significantly reduce the time 

required to process and deliver a service (processing time). Therefore electronic data 
transmission and information sharing can also make the communication between users 
and administrators faster, as in most cases reporting to the administration office is no 
longer required. Time can be gained as well by providing information online, by the 
automation of the key steps of the decision-making process and the provision of 
services (potentially fully digital). 

 
H3: Digitization in the public sector changes employee skill requirements. 
Our hypothesis is that labour organisation is also affected by technological 

innovations. Changes are brought about in the management of human resources, too, as 
professional entities in an e-Government environment are redefined. We wish to 
examine whether the task automation and dematerialisation can eliminate some tasks 
traditionally performed by civil servants, allowing employees to focus on more 
rewarding and productive administrative tasks. However, at the same time, the 
simplification could lead to the elimination or reclassification of some positions and 
workplaces. 

All of the previous scenarios show significant relationships between the basic 
elements of our research, and they will help us make substantial judgments. 
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Within our study, in an attempt to answer the key questions, we combine research 
methods, and we integrate both distinctive research strategies, namely qualitative and 
quantitative methods. 

Regarding qualitative methodology, we aim to gather an in-depth understanding of 
behaviours of collecting relevant data. Similarly, these behaviours will help us 
investigate the causes and the means of digitizing administrative procedures. In order to 
gain an understanding of these reasons, we will rely on gathering information from 
field observations, document analysis, and review of records, and we will collect data 
from semi-structured interviews. As part of this, our study involves three research case 
studies, from which further analysis will follow. 

In addition, the quantitative methodology enriches our research through the 
collection of numerical data, exhibiting the theoretical concepts in combination with 
the reality. The empirical investigations via statistical or numerical data have as an 
objective to test our hypotheses. Through structured techniques such as an online 
questionnaire, we will measure the incidence of various views and opinions, and we 
make an attempt to quantify data and to generalise the results, as discussed in the 
following sections. 

2. Analysis model 

Regarding the investigation into digitization of administrative procedures, we created 
an analysis model by combining our research questions with the dimensions of interest 
previously described. This model will enable us to test our research hypotheses and to 
find any possible affiliation between the variables. 

More specifically, for each one of the dimensions that we want to explore, we have 
identified what we believe to be an adequate set of indicators based on our literature 
review. The observation of these indicators should lead us to measure more finely the 
impacts. Let us also mention that the model presented below includes a limited set of 
indicators, for the time being. 

Moreover, we will consistently apply the analysis model to data gathered through 
qualitative and quantitative methods. In the long run, these applications will also be 
used for exploratory identification of other impacts on the management of 
administrative procedures. 

 
Table 1. Analysis model 

DIMENSIONS INDICATORS 
Administrative Tasks Volume of services provided by electronic means 

Extent of the use of services offered by the traditional means (paper) 
Time Time required to request a service 

Time required to provide a service 
Roles Number of people involved in providing a service 

Need to recruit new specialized employees  
Need for trained staff to adapt to new tools of e-services 

Services offered to the users Number of activities involving several departments to provide a 
service 
Request of documents; Reduction of volume of document requests  
Existence of aid or technical support of a service (call centre, help 
desk, information desk, etc.) 
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We are aware that digitization of administrative procedures might have 

considerable economic impacts as well. However, these financial dimensions are 
difficult to define, e.g. civil servants in Switzerland are usually not dismissed, even if 
their jobs are replaced by information systems. It is very hard to quantify the return on 
investment of a digitized procedure. Moreover, access to public financial data can 
prove quite complicated. Therefore, we decided not to cover this area in the present 
study, rather to use proxy indicators to estimate the financial impacts, i.e. by combining 
time and skill indicators. 

As mentioned in the introduction, numerous studies exist on service provision 
from the demand side, and this is why we also left user satisfaction out of the scope of 
this research. 

3. Questionnaire Survey  

As mentioned above, analyses of the impact of digitization in the public sector are rare. 
The lack of corresponding data has led us to search for methods to produce the data 
needed to investigate this rather unexplored area. We thus chose to develop an online 
questionnaire to collect exploratory data on our topic of investigation. 

We chose the Swiss public administration as the main field of our research, and we 
created French and German versions of the questionnaire. This was a web-based 
survey, inviting prospective respondents to visit a website on which the questionnaire 
could be found and completed online. The questionnaire was sent to more than a 
thousand contacts throughout Switzerland, and civil servants of all levels of 
administration were asked to answer it. 

As the purpose of this survey was to explore the domain and to have the first 
records of the reality of Swiss administrative, we adapted the content of the 
questionnaire to the dimensions and the assumptions noted in the sections above. 
Through the framework of the questionnaire, the indicators were applied equally to the 
dimensions of interest, as we have already analysed in the model analysis. 

3.1.  Preliminary Results 

At this point, we have to underline that ours is an exploratory survey on a convenience 
sample and that its results can by no means be generalized. Indeed the collected 
answers just give us indications of the reality of Swiss public administrations. 
Furthermore, only 74 out of 177 respondents finished the whole questionnaire, which 
we assume is because the issues are rather complex and that this fact might have 
discouraged them. 

As indicated above, we created an identical online questionnaire, in French and in 
German, addressed to the appropriate French and German speaking parts of Swiss 
administrations. In order to facilitate the presentation and the analysis of the results, we 
merged the results of the two versions of the questionnaire. 

The preliminary results clearly show that information technology is used in the 
public sector more for information provision than for a fully online provision of 
services. In the Swiss public reality, a limited number of complex administrative 
procedures can be conducted fully through electronic service channels.1 
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Comparing the tendencies between the usage of the paper services and the new 
electronic versions, we found that the administration as well as its users mostly prefer 
using electronic means to access documents and information (Figure 1). 

 

 
Figure 1. Service Channel used for accessing documents/information 

 
The results indicate that the more complex a service, the less the electronic means 

are used. For a simple service (structured service2), the electronic service channel is 
preferred. However, for complex (semi-structured) services, users seem to prefer the 
traditional service channel1 (Figure 2). 

 

 

Figure 2. Service Channel used for accessing services 
 
Likewise, according to the respondents’ answers, only 10%3 of semi-structured 

services (complex services) are fully available online. Indeed, 43% of the participants 
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affirmed that “No or very little” semi-structured services are integrally delivered online 
(Figure 3). 

 

Figure 3. The percentage of the semi-structured services integrally delivered electronically 

4. Case Studies 

In an attempt to deepen our investigations, we decided to focus on just one 
administrative service. The service needed to have a reasonable degree of complexity 
to study, combining internal and external tasks to be fulfilled respectively by civil 
servants and users. We chose the building permit process as the most appropriate 
administrative procedure for our study. First, it fit our criteria in terms of complexity, 
number of stakeholders involved, time, etc. Second, it was convenient because several 
Swiss cantons are currently introducing such online procedures, making it possible for 
us to conduct a longitudinal survey. This allowed us to compare the two ways of 
delivering this administrative service. 

Indeed, as already described in the analysis model section, the traditional way of 
delivering administrative procedures is through paper versions, whereas the digital way 
involves using ICT means. In order to collect real data, which could describe the 
changes made, we plan to measure this procedure over time, i.e., before and after 
digitization. 

For various reasons (the processes of which would be too long to detail here), we 
selected three different case studies. Since there are no cantons that have completely 
digitised the procedure of the building permit (or long enough ago to provide us with 
reliable data), we believe that a comparison of the same or similar provisions of service 
through various cantons would be very helpful. These three cantons have different 
levels of maturity in terms of providing online building permit procedures, which 
allows us to make a lateral survey as well. 

The advantage of a case study is that it recognises the complex nature of the 
subject of concern in a coherent and integrated way. There are many factors and 
barriers that face the process of issuing building permits, as for example the legislation 
and the problems aligned with local administrations [8]. 
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Hence, taking into consideration all the elements mentioned above, we chose the 
cantons of Geneva, Neuchâtel, and Valais for the main field of our case studies. These 
three cantonal administrations agreed to be the objects of our survey. 

Initially, document analysis is taking place on relevant public administrative 
documents and laws supplied by the administrations. We are currently exploring the 
documentation that the cantons provided us regarding building permits. 

Second, we are conducting site visits to different areas of cantonal Swiss 
administrations. The core part of our study is to conduct a series of semi-structured 
interviews with the main key actors and stakeholders. These are planned with 
approximately ten people per canton, with interviews lasting around one hour. As semi-
structured interviews consist of general open-ended questions, which can vary and be 
adapted according to the characteristics and the answers of the interviewees [9], we 
developed an interview framework on the basis of our analysis model. 

Factors such as the size and type of government and the included professions will 
be taken into consideration for the selection of a representative sample of interviewees. 
In cooperation with relevant authorities, we want to collect information that would help 
us to approach certain topics in depth and to clarify ambiguities. 

In the case of Geneva’s canton, we will have the opportunity to study and analyse 
data before and after the digitization of the procedure, because a simplified online 
procedure for building permits was introduced in September 2013. It constitutes an 
innovative service, fully available online, which until now has been performed through 
the traditional paper channel. 

In Neuchâtel’s canton, the paper version has also mainly been used up to now. 
However, they do have a progress monitoring system for the building permit 
procedure, and starting in 2014, they will allow the usage of a paperless document 
system for several services or procedures. 

Finally, in Valais’s canton, the main parts of the administrative procedure of 
building permits are based on the traditional paper channel. However, some data on 
building permit procedures is available in their own internal management system, and 
applicants can be informed online about the progress of their building permit 
applications. 

So far, we have already interviewed some of the different parties, including 
external parties from the private sector who are involved in the process of issuing 
building permits in these three cantons. All interviews are scheduled to take place by 
the end of December 2014. 

5. Conclusion – Future Work 

This ongoing study focuses on exploring the impact that digitization has on the 
management of administrative procedures, and we hope to contribute to filling a gap 
regarding this research subject. 

In order to do so and to gain a deeper understanding of this research area, we used 
four core dimensions: administrative tasks, time, roles, and services offered to the users 
of public administration. Using these dimensions, we defined our research questions as 
well as an analysis model based on qualitative and quantitative methods. 

Moreover, with the aim of collecting relevant data, we are using a combination of 
research methods. First, an online questionnaire was designed to assess Swiss 
administration usage of e-Government, evaluating the main variables. Second, in 
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combination with the intention to measure the procedure over time, this research 
includes three comparative cantonal case studies on procedures of building permit 
application. Within the context of three cantons, we are organising a series of semi-
structured interviews with key stakeholders. 

The next steps in this research will be to finalize the semi-structured interviews, 
and to transcript and code them. After this is done, we will start our analysis by using 
qualitative data analysis software. This should help us identify and define composite 
indicators to measure complex situations. For instance, a combination of the number of 
people who are involved in providing a service. The number of administrative units and 
the number of transverse activities between administrative units can give us an 
approximation of the level of complexity. 

In the context of our future work, according to the model outlines described above 
and by combining the three cantonal cases, we hope to identify a number of similarities 
as well as differences that will help us clarify the real conditions of the current efforts 
of digitization of the Swiss public administration. 

Endnotes 

1. The term "Service Channel" defines the way in which a service is requested and delivered. 
We have distinguished two types of service channels: ‘Traditional Service Channel,’ which includes 
paper services, telephone and fax; ‘Electronic Service Channel,’ which includes services through e-mail, 
the Internet and social networks. 

2. Structured services have predefined rules and are characterized by low flexibility (potentially fully 
automated). An example of such is the request for a certificate of residence. Semi-structured services 
have also predefined rules, but they still require human intervention concerning a decision regarding 
providing the service, i.e. the allocation of a building permit. 

3. 10% = 6% “Most of the semi-structured services integrally delivered online” + 4% “All or Almost All of 
the semi-structured services integrally delivered online.” 
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Abstract. The scarcity of public funding collides, today, with a growing demand 
for social services by the citizens. In this context, the main challenges that 
governments face in the welfare service sector are the need to improve economic 
and social sustainability of the service and the creation of public value. This paper 
presents a new model of sustainability based on the concept of generative welfare. 
Through the cooperation of different public and private actors, citizens (Public-
Private-People Partnership - 4P) and the use of ICTs such as the Idea Management 
Systems and Gamification techniques, our methodological approach aims to 
analyze a service value network, model the key processes, identify structural holes 
and turn them into new public-private business opportunities. This approach, 
carried out within the Living Lab Puglia Smart Lab, was adopted for the service of 
collection and redistribution of excess food in the city of Lecce, called "Solidarietà 
in rete". The results achieved have allowed to identify significant solutions for the 
optimization of the value network and to support the development of an IT 
platform, able to manage this service. This platform enables gaming mechanisms 
that encourage citizens’ participation. 

Keywords. Welfare, Service Sustainability, Value network. 

Introduction 

Public administrations, due to the lack of public funds, are obliged to find new 
solutions for the development of the city, to allow the rationalization of resources and 
to make delivery services more efficient, according to the needs of citizens. Against 
this background, the concept of the ‘smart city’[1] has recently been introduced as a 
competitive model of a city, able to ensure a better quality of life, thanks to really 
useful, efficient and sustainable services, through the cooperation of different public 
and private actors, citizens (Public-Private-People Partnership - 4P) [2] and the use of 
Information and Communication Technologies (ICTs). 

It’s important to specify that the word "smart" does not imply exclusively the use 
of digital technologies, but considers the central role of citizens, the use of ICTs and 
new methodological approach, as tools able to support social innovation. In the “smart 
city” context, this paper proposes a methodology to analyze a service value network, 
identify structural holes and turn them into new public-private business opportunities 
for co-creating new innovative and sustainable services. 

                                                           
1 Corresponding Author. 

Electronic Government and Electronic Participation
M.F.W.H.A. Janssen et al. (Eds.)

© 2014 The Authors and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms

of the Creative Commons Attribution Non-Commercial License.
doi:10.3233/978-1-61499-429-9-206

206



The research and methodological challenges are related to a real life context and to 
real citizen’s needs. The practical problem related to the research questions is: How can 
public-private welfare services be sustainable? To answer this question we have 
developed a case study in a living lab context (Puglia Smart Lab2). The implementation 
and analysis of this case study allowed us to create the methodology proposed in this 
paper. This methodology has, as its main aim, the identification of the public-private 
business opportunity, able to optimized service value network analyzed with the case 
study. The case study is related to the service of collection and redistribution of excess 
food in the city of Lecce, called "Solidarietà in rete". 

1. Background 

As already indicated in the introduction, our research domain aims to provide a new 
approach to analyze and evaluate a public-private service value network. 

For this purpose, some important methodologies were used for the identification 
and visualization of actors and goods of the exchange network and for the acquisition 
and modeling of the workflow processes. 

1.1.  Value Network Analysis 

A value network is any network of relationships that generates tangible and 
intangible value through complex dynamic exchanges between two or more individuals, 
groups or organizations. Any organization or clusters of organizations, in private and 
public or governmental sector, committed in the business of tangible and intangible 
nature, can be seen as a value network. 

To better manage value creation in the knowledge economy it is necessary to have 
a clear vision of the role that intangible assets play in the corporate business model, as 
well as a depth understanding of the dynamics of the network of which the company 
belongs to [3]. 

The Value Network Analysis provides a methodology useful to model, analyze, 
evaluate, and improve the ability of a business to transform, both tangible and 
intangible assets, in other forms of negotiable value. Verna Alee [4] maps the value 
exchange as a flow diagram where arrows represent the tangible and intangible 
exchanges. 

This methodology has been successfully deployed in the European Commission to 
better understand the impact of research networks on Intellectual Capital formation and 
competitiveness in regions [5]. 

1.2. Stakeholders Management 

To have a complete view and understanding of the relation characterizing the parties 
involved in the tangible and intangible exchanges, it is essential to define importance, 
strengths and weaknesses of each actor. 

                                                           
2 The Living Lab is the first tangible result of Puglia@Service a project supervised by the technological 

district Dhitech scarl and co-funded by the Italian Ministry of Education, Universities and Research as a part 
of the Research & Development piano Operativo Nazionale 2007/2013. http://www.pugliasmartlab.it/  
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A very pragmatic and comprehensive approach of the Stakeholders Analysis, 
developed by Zimmerman and Maennling [6], is able to answer this question because it 
is a very flexible analysis and can be adapted to any context and characteristic of the 
stakeholders involved. 

The purpose of this analysis is to identify, in relation to the objective of the 
network analyzed, those stakeholders influencing the decision-making process through 
their ability, skills and relations with other actors. 

The previous empirical studies, focused on the acquisition of the potential of 
relevant stakeholder and the changing in perspective regarding the cooperation 
landscape, make important this analysis. 

1.3. Process modeling and management 

The technical literature is very rich in recommendations for the companies about the 
need to take actions to innovate their own business activities and operations [7]. All 
these indications have something in common: a strong emphasis on the need to 
understand the business processes with the aim of improving them. 

The processes are considered strategic assets that need to be analyzed, managed, 
and improved, to provide better products and value-added services for customers. 

The BPM uses a systematic approach that aims to design processes, deploy run-
time processes, monitor and manage those processes, and report and analyze the 
performance of those processes, in order to improve and modify them according to the 
business objectives [8]. 

In recent years, also, the government organizations have recognized the benefits of 
BPM, redefining, restructuring their processes and service delivery [9]. For government 
agencies, if properly implemented, BPM facilitates the processes of oversight, and 
makes easier the management of finances, finding bottlenecks in processes, and 
responding to new legislative and executive directives. It may mean saving money and 
improving services to citizens, by making easier the interaction within and among 
departments and agencies [10]. 

This work intends to highlight the usefulness of the BPM for the co-creation and 
sharing of goods and services in the public-private network for the development of a 
smart city. 

1.4. Structural holes 

Starting from information derived by the process modeled, in the value network there 
may be some "holes" where something is provided without receiving anything back. 

Ronald Burt [11] introduced the term "structural holes" referring to positional ad-
vantage/disadvantage of individuals resulting from the way in which they are 
positioned within a network and neighbors. A structural hole is a relation of non-
redundancy between two actors in a network. Redundant ties are those relations 
connecting the same people, providing the same benefits within the network. 

On the basis of this definition, one stream of literature, captained by Burt [11], 
tends to underline the importance of sparse networks for diversity of knowledge, 
information, resources, and perspectives. Conversely, another stream, captained by 
Coleman [12], stresses the importance of the creation of dense networks because these 
connections create a social structure that favors communication, coordination and trust 
among the people involved.  
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According to Coleman, we believe that closed networks facilitate the exchange of 
goods and services, in order to increase the public-private cooperation [13].

2. Research Methodology and case study 

The tools and methods underlined previously are the basis of methodology 
presented in this paper and they support the implementation of the case study analyzed. 

The innovation of our methodology consists in the integration of these methods 
widely known and applied in the literature, in order to provide a significant solutions 
for the optimization of the value network and to support the development of an IT 
platform, able to manage the public service. 

The methodology is characterized by a sequence of steps with continuous feedback. 
Each step has some input, output, activity and deliverables [14]. To facilitate the 
understanding and demonstrate the applicability of the methodology, for each step was 
presented the corresponding part of the case study.  

The choice of the steps presented below derives mainly from the analysis of the 
value network of the case study analyzed: this network involves different actors, with 
different positions and roles establishing relationships of a different nature.  

It is also important to consider that, this methodology applied in the service value 
network analyzed, can be continuously improved, thanks to interaction with all 
stakeholders and thanks to new context and needs analysis. 

The methodology considers five steps (fig. 1). 

 
Figure 1: The Research Methodology 

2.1. Step 1: Needs identification 

The first step consists of analysis of the real needs of citizens using the innovative 
approach of the Living Lab, a space where citizens, public administrations and 
enterprises can work together, on an equal basis, in order to identify and cover the 
urgent needs of the territory. 

The implementation of this methodology started within the Living Lab ‘Puglia 
Smart Lab’. In order to support the participation of citizen in the Living Lab it is 
realized an Idea management system3 (IMS). The IMS enables knowledge sharing and 

                                                           
3 http://www.ideeperlecce.it/  
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the opportunity to develop and design ideas in order to promote the emergence of new 
economic initiatives. 

In a perspective of co-experience that has seen the involvement of the City of 
Lecce4

 and the Caritas of Lecce5, the Living Lab ‘Puglia Smart Lab’, thanks to Idea 
Management System, aims to optimize the process of collection and redistribution of 
excess and unsold food to citizens in distress. 

In this step have been identified the citizens needs and the public utility areas. 

2.2. Step 2: Network, Stakeholders and Processes Analysis. 

From the data extracted in the first step, we define the network of collection and 
redistribution of excess and unsold food to citizens in distress as an AS-IS context, in 
which implement the process of innovation. 

To analyze this network will be used Value Network Analysis proposed by Verna 
Allee, Stakeholders Analysis proposed by Zimmerman & Maennling and the Business 
Process Management Notation (BPMN). Because the final focus of the proposed 
methodology is the optimization of the public-private service value network, in which 
the value is co-created with citizen, it’s important to analyze the network with different 
levels of detail, considering the relations among people, technology, knowledge and 
processes. The optimization of a public-private service value network requires the 
changing of the whole socio-technical service system. 

Were taken into account three levels of analysis. 
First Level. The representation of the value network with the formalism proposed 

by Verna Allee is provided in this level. The Exchange Analysis [3] of the service value 
network is also applied. A description of the value network, of actors involved, of the 
nature of the exchanges (tangible and intangible assets) among them and of the 
operational properties of each actor, is given as follows. 

To curb a situation of poverty that, in recent years, has become a real social 
emergency, the Caritas distributes hot meals at various soup kitchens located in 
different districts of the city. In addition to this, there is a project "Emporio della 
Solidarietà", a supermarket with automated teller machines, trolleys, shelves and signs, 
where to find free basic necessities. To deliver these services, both the Caritas and the 
Emporio della Solidarietà, can count on a series of contacts with various outlets, that 
offer their food to then be allocated to the soup kitchens. 

Other aids and food come from different Emporio’s partner companies, from 
various government agencies, such as the Civil Protection Department, from some 
charitable institutions such as the “Banco delle Opere di Carità” and from schools. The 
Italian Red Cross is also involved in the network, distributing food and hot drinks to 
homeless and families in difficulty. 

The institution CAF6 verifies and manages prerequisites of citizens requesting the 
service. Confindustria Puglia 7  supports the Emporio through management and 
communication of fundraising initiatives. 

                                                           
4 Department of Social Affairs and Equal Opportunities. 
5 Organization of the Diocese of Lecce for the promotion and coordination of charitable initiatives. 
6 Italia Fiscal Assistance Center   
7 Industry associations in the provinces of Puglia 
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Important contributions come from the public community, i.e. citizens, 
parishioners and volunteers through various offers, initiatives and volunteering 
activities. 

In addition, there are a lot of intangible flows among Caritas, Emporio, Public 
Administration and food providers. These flows are mainly information about 
assistance activities or services and gratification or social consensus for providers, 
volunteers and shops, who donate food or money. 

Through weekly meetings and interviews and using Value Network Analysis it 
was possible to map the network related to the flow of tangible and intangible value. 
As explanatory example of such work, the trade flows from intangible assets among the 
various actors of the network were provided in figure 2. 

 
Figure 2:Intangible assets in the AS-IS Service Value Network 

Second Level. In the second level of analysis was made the classification and 
actor’s network mapping to identify the primary, secondary and key actors.  

Through the Stakeholder Analysis, the actors involved were categorized in three 
classes: stakeholders with strong legitimacy (Confindustria Puglia, Caritas, the City of 
Lecce and the citizens), stakeholders with control over essential resources (citizens, 
Caritas and Emporio Solidale) and strongly networked stakeholders (partner companies 
and shops that donate food to Caritas and Emporio, Schools, Government Agencies and 
the Red Cross). 

The result is that actors as the City of Lecce, Caritas, ‘Emporio della Solidarietà’ 
and citizens are the key actors of the network; the various food providers, the 
Government Agencies and the Red Cross are primary actors, while the others are 
secondary actors (fig. 3). 
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Figure 3: AS-IS Stakeholder mapping 

 
Third Level. To identify the integration level of activities carried out by key 

actors of service value network, the key actors’ processes have been modeled using the 
BPM tools.  

The modeling of the processes related to the service of access request of the 
Caritas and “Emporio della Solidarietà” has allowed to understand that, these processes, 
not integrated and structured, causing waste of resources. 

2.3. Step 3: Structural Holes and new actors introduction. 

The analysis of the service value network allows identifying the main criticalities 
of the network, previously defined as structural holes. In this step it will be possible to 
identify: 

� The lack of co-operative relations among different actors that leads to the 
generation of the asymmetric information, no positive redundancy and 
absence of bridges among the various actors; 

� Actors and initiatives not horizontally integrated with absence of central 
coordination; 

� Ego-centered actors; 
� The lack of shared vision between the actors’ network and the lack of 

cooperation between the network nodes. 
 

By using this information, new solutions (new actors, new processes, new 
deliverables, new technologies, etc.) can be proposed, able to optimize the service 
value network and generate new business opportunity. 
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In the case study analyzed, the main structural holes found through the use of the 
previous three levels of analysis and through the interview to Key actors are: 

� The absence of cooperative relations among the core activities, causing 
useless flows and replication of initiatives, 

� The prevalence of intangible flows than tangible flows and low efficiency and 
effectiveness, due to a misalignment between times and objectives, and 

� The inadequacy of network's size, i.e. long times to supply the food and main 
services and a higher demand for services. 

The TO-BE network, an ideal network, was created to bridge structural holes 
identified. In this network were introduced new players and links. 

In the opinion of the Public Administration and the other key stakeholders of the 
network of the Living Lab, the TO-BE network represents a solution economically 
sustainable. 

A new actor, the logistic provider, has been included because it allows a faster and 
efficient movement of food from suppliers to the Caritas and the Emporio. Furthermore, 
more food vendors, as restaurants and pubs of the city, can be introduced in this 
mechanism because they can offer the exceeding food, not sold or near to expire. The 
Public Administration of Lecce would give some tax incentives for these donations. 

It would be desirable also introducing Italian local health authority (ASL) to 
regulate specific rules concerning the transport conditions of food products, in order to 
preserve the nutritional properties. Another actor, a computer services provider, will 
carry out a series of activities aiming at structuring the processes of the Caritas. 

This actor, also, will produce an intelligent platform that manages all activities of 
food distribution and all administrative, fiscal, sanitary/health and logistical aspects. 

2.4. Step 4: Testing and evaluation. 

The inclusion of new actors within a complex system requires more than a simple 
qualitative analysis. It’s necessary to implement a quantitative analysis to assess and 
validate the innovation policies adopted. The quantitative analysis used in this work is 
the structural holes analysis proposed by Burt. But, unlike Burt that hopes the existence 
of structural holes in a social network in order to broker flow of information between 
people, we believe that in the service value network considered in the case study, it is 
desirable to reduce the structural holes. More redundant ties, in fact, facilitate the 
exchange of goods and services and increase the public-private cooperation.  

In quantitative terms, if the Efficiency, defined by Burt, allows calculating the 
percentage of ego's neighborhood ties, which are non-redundant, we define with the 
Resilience (eq.1) that the extent a ties of ego with alter, is redundant. This parameter 
can therefore give useful information on the impact of ego on the entire network. The 
increase of Resilience involves an increase of redundant contacts number in the 
network, in order to minimize the number of structural holes. 

               (1) 
To calculate this parameter, the adjacency matrix of the two networks previously 

described, the network as-is and the network TO-BE, has been obtained. Starting from 
the calculus of the Efficiency, proposed by the theory of structural holes [11], the 
Resilience equation (eq. 1) was applied for each actor of the two networks. 
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Comparing the value of resilience obtained (the new nodes have been clearly 
ignored, because they are present only in one of the network), it is observed an increase 
of the resilience for the most part of the nodes of the network. The other nodes present 
a constant resilience because they were not affected by the introduction of new actors 
and ties. This trend demonstrates a decrease of the structural holes identified and, 
consequently, an improvement of goods and services distribution among the actors of 
the network. 

 

 
Table 1. Comparison of the resilience value 

 

2.5. Step 5: Design, Implementation and Monitoring. 

The TO-BE service value network, identified and validated in the previous phase, 
has been redesigned using the BPMN graphical formalisms and the formalism of the 
Value Network proposed by Verna Alee. Also in the face of these first outcomes, the 
Municipality of Lecce, the Italian Red Cross, Civil Protection and various food shops 
of the city, are currently evaluating the enforcement of a first experimental network, in 
order to verify the optimization of the distribution of not consumed or not sold food to 
Caritas and others charities entities. 

A mobile application has been developed to facilitate the matching between 
demand and supply of not sold food, but still suitable for consumption. Also, have been 
used the gamification principles and the application of the concepts of game theory and 
techniques to non-game contexts [16] [17] to involve citizens and foster the co-design 
service. After all we proceed with the implementation of the identified solution and the 
consequent monitoring. The Living lab will be the direct channel for the interaction 
between citizens and service providers thus determining the restart of the methodology. 

3. Conclusions, limitations and future research 

The Public Administration does not act alone in the implementation of any type of 
service, but cooperates and interacts with a high number of actors, thus creating a 
network structure, that is, a complex service value network. 

The methodology proposed in this paper allows identifying new public-private 
business opportunity able to optimized the service value network analyzed. In our 
society despite of the significance of sustainability models for social welfare services, it 
has received limited attention in scientific literature. This paper intends to bridge this 
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gap by focusing on a particular welfare services, called "Solidarietà in rete" provided 
by the Public Administration, related to the food assistance of Lecce’s people and 
families. This case study allowed to explore a new sustainability model of welfare 
service able to transform costs into investment and able to generate, not only social 
value, but also economic opportunities. Subsequently, due to the combination of 
different tools, such as Value Network Analysis, Multi stakeholders Management and 
Business Process Management, different structural holes have been identified and 
analyzed. In the face of these results has been considered the possibility of introducing 
new ties and involve new actors, in order to allow an innovation and an overall 
improvement of the network. It is desirable, in the future, to analyze the results of the 
new network “Solidarietà in rete” to quantify (i.e. number of people helped, number of 
meals provided, number of volunteers, etc.) the effective network optimization. An 
additional Testing and Evaluation analysis about this case was performed using the 
System Dynamics approach [18]. This methodology could be applied to other types of 
social services, thus offering more opportunities to study and implementation. 
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Abstract. New literacies are often used to denote the abilities to swiftly use data, 
information and knowledge in the modern age. In this paper we re-examined the 
hypothesis that a citizen having higher digital and administrative literacy would 
more frequently and with a higher success rate use e-government services. We 
analysed the collected applications received to a tender conducted by a public 
housing institution for renting flats under favourable conditions to citizens. The 
concerned citizens were intentionally offered two possibilities for submitting their 
applications: in paper form by the ordinary mail or in electronic form via the 
internet. The electronic web form was designed to be simple and easy to access, 
use and navigate; submitting and completing the application for renting flats 
through the web was of the same, if not of the lesser, complexity than filling and 
sending the same application by the ordinary mail. Contrary to a popular belief 
that the electronic submission would be typically preferred by more digitally and 
administrative literate citizens, the results of our study indicate that the 
completeness of submitted applications by the ordinary mail was significantly 
better than the completeness of the applications submitted via the web form. There 
is an agreement that citizens’ digital literacy has to reach a certain level in order to 
start successfully using the available e-government services. However, our results 
indicate that a high digital literacy might not be enough. In some cases it not only 
ceases to help, but might also degrade the overall performance and success of a 
citizen using e-government services. 

Keywords. Electronic services, electronic government, digital literacy, 
administrative literacy, digital divide 

Introduction 

The implications of administrative and digital literacy to the level of inclusion in e-
service society has received a broad attention in e-government research publications 
and reports [e.g. 1, 2, 3, and 4]. The authors generally argue that the inclusion of 
citizens in e-service society requires substantial skills and knowledge, mostly from the 
field of informatics and computer science.  Therefore, adequate digital literacy is 
required to be included in e-service society. There are certain access barriers and 
unequal social and economic opportunities that are the main causes for digital divide 
[1]. On the other hand, administrative literacy is the ability to navigate bureaucracy in 
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terms of finding forms and following procedures required to fulfil certain tasks [3]. The 
relation between the two literacies has not been yet explicitly studied; however, in the 
context of e-government the two literacies are often discussed in the same context and 
taken as correlated. 

In the last decade full online availability and sophistication of benchmarked e-
services in many European countries showed steady improvement and reached nearly 
100% [2]. The actual average for online availability in Europe has reached impressive 
71% in 2009, while the sophistication measure, which denotes the degree of interaction 
between service provider and user, stands at 83%. The EU policy goals for the year 
2010 clearly stated that there should be no citizen left behind with regard to the 
inclusion in e-Government procedures. Although the online availability figure for 
Europe is remarkably high, citizen’s participation does not exhibit the same manners. 
The fact that citizens’ participation and usage of the available services remains 
relatively low (below 50%) is often contributed to some sort of exclusion, intentional 
or non-intentional digital divide, from e-service society [2]. Much work needs to be 
done to understand and engage citizens, as well as to build their trust and confidence. 
The issues related to these topics are often included in national e-Government strategies 
[5]. Following these guidelines, fields like, for example, customer insight, user-centred 
web design, unified access, data security, theme and life-event orientation, and 
customer involvement in service design have to be investigated. 

Requirements for higher administrative and digital literacy of the whole population 
for smoother inclusion in e-services society have been identified in several research 
studies [e.g. 1, 3]. Grönlund and colleagues [3] argue that the need for skills and 
knowledge decreases when services become electronic, and hence more people are 
included as more people are able to understand information. Simultaneously, the nature 
of skills might change when services become electronic and hence different people are 
included or excluded in the process.  

In this paper we address the issue of relation between digital literacy and 
administrative literacy. More specifically, the question is if the higher digital literacy 
required by a person for using e-services also implies higher administrative literacy. 
We formulated two hypotheses related to the research question: 

Hypothesis 1: Citizens with higher digital literacy will be more inclined to use 
electronic services than less digitally literate ones. 

Hypothesis 2: Digital literacy is positively correlated with administrative literacy. 
A person with a higher digital literacy will likely exhibit also a higher administrative 
literacy. 

It is outside the scope of this study to estimate the digital literacy of citizens. A few 
studies already extensively addressed the digital literacy topic [e.g. 6]. So, hypothesis 1 
will be taken as a valid assumption in our study. In this paper we will concentrate on 
the issues related to the second hypothesis. To the knowledge of the authors, hypothesis 
2 has not been yet addressed in the literature. 

This paper is organized as follows. First, we give an overview of the processes and 
data used in the study. We briefly describe the procedures constituting the process for 
supporting a tender for renting flats to citizens at favourable prices. In section 3 we 
describe the results obtained from analysing the collected data. The most important 
findings are summarized and discussed in the conclusions. 
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1. Tender for renting flats at favourable prices 

The data for the analysis described in this paper were collected in a process for renting 
flats to citizens under favourable terms, conducted by the Housing Fund of the 
Republic of Slovenia, public fund [7, 8, 9]. One of the Fund’s assignments is to 
construct and rent apartments to citizens at favourable prices. Its strategic goals that 
support these activities are the following: (1) assuring suitable quality of apartments, 
(2) assuring larger number of apartments offered to the market, and (3) lowering (or at 
least stabilizing) the prices of apartments in the real estate market. This assignment 
turned out to be well received by the general public and consequently attracted 
considerable media attention. 

The business process of renting flats consists of the following six phases. First, the 
Fund prepares a call that defines eligibility criteria and application requirements for 
housing rent and publishes it the media and on the Internet. Second, interested 
applicants fulfil and submit the prescribed paper or electronic form (based on their own 
preference). Third, received applications are identified and validated by the Fund’s 
officers. Next, all complete applications are ranked according to their priority and 
allowed to participate in the process of apartments’ distribution. Ranking criteria and 
the rules for rank computation are determined in advance and include attributes like 
family status, health condition, number of kids, etc. When two or more applicants fall 
into the same priority rank, random choice as the fifth phase is used to select a single 
applicant to rent each apartment. In the sixth phase, all the applicants are notified about 
the outcome of the apartments’ distribution sub-process. 

 
Table 1. Number of applications in groups determined by a submission type, application completeness and 
approval status 

Application Number Percent [%] 
All 614 100,0 
   Electronic 287 46,7 
      Electronic, complete 110 17,9 
         Electronic, complete, approved 83 13,5 
         Electronic, complete, not approved 27 4,4 
      Electronic, incomplete 177 28,8 
   Paper 327 53,3 
      Paper, complete 268 43,6 
         Paper, complete, approved 218 35,5 
         Paper, complete, not approved 50 8,1 
      Paper, incomplete 59 9,6 

 
To maintain high level of credibility, the supporting information system has to 

provide transparent and comprehensible insight into all phases of the underlying 
process. Moreover, it has to incorporate several controlling mechanisms that assure the 
integrity and confidentiality of the processed data. Besides, flexibility and robustness 
with respect to changes are also desired qualities of the implemented decision support 
system. To participate in e-Government infrastructure, the system has to incorporate 
modules for achieving interoperability with other available services in order to simplify 
the controlling procedures. These requirements turned out to impose high complexity 
to the system’s design and implementation. 

The purpose of our work is to examine the question from hypothesis 2, whether the 
higher digital literacy required by a person to be using e-services also implies higher 
administrative literacy? To test the hypothesis, we collected data from the 614 
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applications for renting flats under favourable prices, which were submitted in the 
period from February 2013 till March 2014. The collected data were analysed with 
statistical package R [10]. For submitting an application, each potential applicant 
(referred to as a client in further text) had two options: (1) submit the application and 
attached documents through the prepared web interface, or (2) fill the application on a 
printed form and submit it together with the printed attachments via regular post. 287 
clients selected the electronic path through the web interface, while 327 clients decided 
to use traditional channel to submit an application on paper.  

Upon arrival each application was carefully checked by the Fund’s officers. If it 
satisfies all the necessary preconditions imposed by the tender, it is labelled as 
complete. After certain designated time (typically three weeks) all the complete 
applications proceed further to the process of approval, while the rest of the 
applications are labelled as incomplete. In the approval process, all the complete 
applications are marked as approved or not approved, depending on the final outcome.  
Table 1 shows numbers and percentages of applications that correspond to a particular 
group. For example, the numbers in the fourth row indicate that there were 83 
completed and approved applications that were submitted electronically. The same 
information is depicted also in Figure 1. 

 
Figure 1. Number of received applications for renting flats segmented by completeness and approval, with 

respect to electronic or paper submission. 

 
The quality of data gathered from the applications submitted to the tender for 

renting flats at favourable prices was remarkably high because of the requirements of 
the whole project. After each of the iterations within the tender, the contracts were 
signed with the approved applicants. Also, there was evident motivation from the 
applicant side to fill in the correct and valid data and to provide the required 
attachments. The number of applications considered in the analysis was sufficient for 
all practical purposes. Also, each applicant had to deposit 500 EUR as a security 
deposit for the seriousness of the application; so, the unserious applications were to a 
great extent evaded. 
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However, we had no control over the sampling method. All the citizens that 
wanted to rent a flat from the Fund were in the position to submit an application. Also, 
they made a choice between electronic and paper submission. The sample therefore 
represents a population of citizens that share a common interest and whose 
characteristics might not be identical to the ones from strictly randomly sampled citizen 
population. 

2. Results 

The aim of the analysis presented in this paper was to test the hypothesis that digital 
literacy is positively correlated with administrative literacy. The distribution of the 
received applications separated into electronic and paper submission is depicted in 
Figure 2. From the data it follows that the share of completed applications given the 
paper submissions is 82.0%, which is significantly better than the share of completed 
applications given the electronic submissions (38.3%).  

 

 

 
Figure 2. Number of received, complete and approved applications for renting flats according to the chosen 

submission channel. 
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Pearson's Chi-squared test with Yates' continuity correction [11] gives p-value < 
2.2e-16 and χ-squared = 121.1 with one degree of freedom. Note that considering only 
complete applications before the approval phase, the difference between approved and 
rejected is not significant given the electronic and paper submission. Here, the share of 
approved applications given the completed paper submissions is 81.3%, and the share 
of approved application given the completed electronic submissions is 75.5%. The 
difference is not significant, since p-value = 0.2499, and χ-squared = 1.324 with one 
degree of freedom. 

Some of the submitted applications were labelled complete upon the arrival, since 
they satisfied all the necessary preconditions imposed by the tender; for the others that 
were at the first stage labelled incomplete the applicants were in the predetermined 
time frame allowed to supply additional data and attachments in order to complete the 
application. Number of such updates was also recorded for each application. On 
average, there were 1.62 updates per application, where number 1 means that the 
application was complete upon the first submission (no updates, just a submission). 
There were 368 such applications. Maximal number of updates is 6; there is only one 
application with 6 updates.  

In Figure 3 the distribution of the number of updates is shown for various 
application groups. The labels of groups on x-axis are composed of three parts: (1) el-
electronic, paper; (2) comp-complete, incom-incomplete; (3) appr-approved, rej-
rejected. Note that the group with the highest mean and mode is the group of 
applications submitted in electronic form, with the final status of completed and 
approved (el-com-appr). The modes (most common values) for all other groups are 1, 
meaning that the majority of applications from other groups were never updated. 

 
Figure 3. Number of updates required from clients to complete their applications for renting flats for 

different groups of applications. One update indicates that the application was submitted and never updated. 

 
In Figure 4 priority ranks of applications are shown. Lower numbers denote ranks 

with higher priority. There is practically no difference between rank distributions of 
complete approved applications with respect to the submission channel; only the 
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standard deviation is higher when applications are submitted on paper. When observing 
the application ranks for the electronic and paper group alone (Figure 4), there is a 
significant difference between the means of distributions; the mode value, however, is 
the same for both groups. 

 
Figure 4. The distribution of priority for groups of applications for renting flats. 

 
The results presented in this section show that the hypothesis 2 can be rejected 

with high confidence. In our test case the applications that were submitted in electronic 
form were on average significantly less successful in the further processing than the 
applications submitted on paper, while the majority of other indicators (like priority 
rank) were distributed similarly between the two groups. The results therefore indicate 
that high digital literacy is not sufficient to successfully use e-government services. 

However, it should be noted that we tested our hypothesis on a single case. Due to 
a single case limitation it is also difficult to estimate the influence of other contributing 
factors. For example, one potential cause might be that the citizens that had used using 
electronic form had invested less time in making a decision, so they acted irrationally 
and changed their minds later in the process. Future work should therefore include 
mechanisms that would help identifying such deviations.   

3. Discussion and conclusion 

In this paper we addressed the relation between digital literacy and administrative 
literacy in the context of e-government. For a case study we took a process of a tender 
for renting flats to citizens under favourable terms, conducted by a state housing fund. 
The data for the study were collected from 614 applications to the tender and analysed 
with R [10]. 

It is a common understanding that citizens’ digital literacy has to reach a certain 
level in order to start successfully using the available e-government services. However, 
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our results indicate that a high digital literacy is not enough. In some cases it not only 
ceases to help, but might also degrade the overall performance and success of a citizen 
using e-government services. While governments strive to minimise digital divide and 
improve digital literacy of the citizens [6], they should as well invest time and 
resources to improve administrative literacy of the citizens. 

Acknowledgement 

The presented work was carried out for the Housing Fund of the Republic of Slovenia, 
public fund. We wish to thank the Fund’s management for their support and 
cooperation. 

References 

[1] UN Global E-government Readiness Report 2005: From E-government to E-inclusion, 2005. 
[2] Capegemini, Rand Europe, IDC, Sogeti and Dti, Digitizing Public Services in Europe: Putting ambition 

into action - 9th Benchmark Measurement, December 2010. 
[3] Å. Grönlund, M. Hatakka, A. Ask, Inclusion in the E-Service Society – Investigating Administrative 

Literacy Requirements for Using E-Services. Electronic Government, Lecture Notes in Computer 
Science Volume 4656, pp. 216-227, 2007. 

[4] E. Lozanova-Belcheva, The Impact of Information Literacy Education for the Use of E-Government 
Services: The Role of the Libraries. Worldwide Commonalities and Challenges in Information Literacy, 
Research and Practice Communications in Computer and Information Science, Springer International 
Publishing, Volume 397, pp. 155-161, 2013. 

[5] eGovernment Factsheet: Information Society Strategy for 2009-2013, http://www.epractice.eu/en/ 
document/288351, March 2011. 

[6] B. Bunker, A Summary of International Reports, Research and Case Studies of Digital Literacy, 
Knowledge Weavers NZ, NZCS – New Zeland Computer Society, 2010. 

[7] B. Cestnik, A. Kern, H. Modrijan, The Housing Lottery in Slovenia: e-Government Perspective. 
Electronic Government, 6th International EGOV Conference, Regensburg, 3.-6.9.2007. Proceedings of 
ongoing research, project contributions and workshops. A. Grönlund, H.J. Scholl, M.A. Wimmer 
(Eds.), Trauner Verlag, Linz, 2007. 

[8] B. Cestnik, A. Kern, H. Modrijan, Semi-automatic Ontology Construction for Improving Comprehension 
of Legal Documents. In: M.A. Wimmer, H.J. Scholl, and E. Ferro (Eds.) EGOV 2008, 7th International 
Conference, Turin, Italy, August 31 - September 5, 2008. Proceedings, Lecture Notes in Computer 
Science, Springer, pp. 328-339, 2008. 

[9] A. Kern, B. Cestnik, From social networks to public sector services: a case study of citizen participation 
in real estate, Proceedings of CompSysTech, pp. 267-274, ACM, 2012. 

[10] R Core Team, R: A language and environment for statistical computing, R Foundation for Statistical 
Computing, Vienna, Austria. URL http://www.R-project.org/, 2014. 

[11] G.W. Corder, D.I. Foreman, Nonparametric Statistics for Non-Statisticians: A Step-by-Step Approach, 
Wiley, 2009. 

 

B. Cestnik and A. Kern / Administrative and Digital Literacy 223



This page intentionally left blank



 

Design, Architecture and Processes 

 

 



This page intentionally left blank



Enterprise architecture in public ICT 
procurement in Finland 

Juha Lemmetti and Samuli Pekkola 
Department of Information Management and Logistics 

Tampere University of Technology 

Abstract. The use of Enterprise Architecture (EA) as a tool to achieve interoperable 
information systems and efficient public administration processes has advanced in 
several countries. In Finland the use of EA in public organizations has been made 
mandatory in recent years. While the outcomes of the Finnish national enterprise 
architecture (NEA) cannot be studied yet, we analyzed publicly available requests 
for proposals (RFP) in order to gain insight on the current state of NEA usage. Our 
aim was to find out, how the EA methodology is present in the procurement 
documents. By using a conceptual framework from software architectures we were 
able to show that while the EA methodology can be used in different roles in the 
course of public procurement, it is still rarely present. 

Keywords. Enterprise Architecture, public procurement, interoperability 

Introduction 

Currently much of the public talk on public administration focuses on the efficiency of 
the public sector. This is driven by the economic crisis, socio-economic challenges such 
as increasing unemployment rate, and globalization. In this context, information 
technologies are seen as tools to improve public sector efficiency [7]. 

Enterprise architecture (EA) has been mentioned as a tool for achieving alignment 
between business operations and ICT systems that support them [14]. Yet the term 
enterprise architecture lacks a commonly shared definition [14,15]. While it is typically 
used to describe a holistic view organization, encompassing the business objectives, the 
term architecture itself originates from engineering and technology [34]. This connotes 
more towards ICT systems and their interoperability. 

EA has been proposed to be used also in the public sector [8], [10], [27]. The goal 
there has often been to improve the efficiency and achieve inter-organizational 
compatibility [6,7], [11], [13]. This is also the case in Finland, where the use of National 
Enterprise Architecture (NEA) has been enforced by using legislation. Finland is one of 
the few countries that have chosen normative usage of Enterprise Architecture [8], while 
other countries, for example the Netherlands and Norway have chosen a more lenient 
approach on the usage of EA frameworks [13], [15] 

While the rationale behind the usage of EA in the public sector is evident, the outputs 
and effects of the EA in the public sector require research [8], [13]. In this paper we 
investigate how the National Enterprise Architecture (NEA) is concretized, i.e. is used 
in the IS system implementation level. As public ICT procurement is the major means in 
renewing any public sector ICT we analyze public ICT procurement documents, 
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particularly requests for proposals. Those were selected as they play an important role in 
the realization of the benefits gained using the ICT. Implementing EA principles and 
practices should be first visible in those documents.  

In this paper we will thus conduct a content analysis on the requests for proposal 
documents. We take this narrow starting point to a more generic level by answering 
following research question: “how the Finnish national enterprise architecture can be 
seen in public procurement documents and in which roles or functions the EA 
methodology or artifacts are used?” 

1. Background 

1.1. Enterprise Architecture in the Public Sector 

The terms enterprise architecture (EA), national enterprise architecture (NEA) or 
government architecture (GA) terms are used1 to describe the design principles that en-
compass processes, information and information systems used in the public sector [14]. 
Yet the concepts are ambiguous [13] as there are no generally accepted definitions for 
terms architecture [34] or enterprise architecture exists [13]. 

The enterprise architecture covers the organization’s current architecture, future 
architecture, and transition plan between the phases [1]. Other terms used in this sense 
are as-is or baseline architecture for the current state and to-be or target architecture for 
the future state [35]. The architecture descriptions can be divided by the hierarchical 
level [29], where lower level descriptions add more details. Important term are also target 
architecture, which describes the architecture from organization’s viewpoints [35]. 
Reference model or reference architecture on the other hand refers to “an abstract 
framework for understanding significant relationships among the entities of [an] 
environment” [25], [27], [35].  

Several reasons for use of the EA has been presented. Efficiency of the public sector 
is a common concern [27], as well as business-IT alignment [9]. Enterprise Architecture 
has been also seen a possible tool in inter-organizational projects [12]. The setting in the 
public sector is very much the same, as ICT seen as a tool to achieve delivery of services 
that require co-operation of multiple offices or public agencies [11]. Interoperability of 
IT Systems has been used as a rationale for adopting EA methodology in Europe and 
USA [10]. In the USA, EA has been the chosen approach to interoperability in the Office 
of Management and Budget [8], [11]. 

1.2. NEA as a Public Management Reform 

In September 2011, Act on the Direction of Public IT Governance came into effect in 
Finland. The Act mandates2 the use of an Enterprise Architecture Framework, which has 
to be used to describe each public sector organization’s processes. Finnish Government 

                                                           
1 The usage of terms Enterprise Architecture and Government Architecture is often mixed in e-Government 

literature. Here we have chosen to use the term Enterprise Architecture, as Government Architecture refers to 
a particular implementation of EA, namely Enterprise Architecture in Public Administration. 

2 The mandate is not yet legally binding, i.e. if an organization fails to make its EA descriptions, it won’t 
face any administrative consequences. In practice the EA description work is currently underway in every 
major organization. 
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also presented a proposal for Finnish National Enterprise Architecture (NEA), which is 
based on the TOGAF9 Framework. 

The fact that the use of EA has been mandated by the Ministry of Finance, makes 
the case special. Previous studies have studied the usage of EA in public sector mainly 
from voluntary basis [13], [15], [27], with some exceptions [8].  

In the case of federal enterprise architecture (FEA) in the USA, the use of FEA was 
mandated by IS budget requirements, which resulted in different patterns for adoption in 
the organizations. The patterns ranged from minimal compliance to a holistic 
transformation of business process management. It was shown that the institutional 
forces at macro- and micro-level were shaping the way in which FEA was taken into use 
in an organization [8]. In this setting the National EA can be viewed as an example of a 
public management reform, as the results bear a strong resemblance to the studies of 
reforms in the public administration [28]. 

1.3. Role of Architecture 

The Finnish National Enterprise Architecture (NEA) consists of several functions: a 
methodology for EA descriptions, a set of terms and notations used in those descriptions, 
and a government architecture (GA) representing high-level decisions that are made in 
the public government3. Despite this ultimate objective, the documents and their terms 
are internally inconsistent consequently being a source for confusion [13]. This 
necessitates a framework for viewing the different roles of the EA. 

Yet different frameworks to analyze the roles and uses of enterprise architecture are 
rare [30], [33], [36]. They are either very abstract, or highly detailed but very narrow 
focus [3], [24], [30], [36]. Here we thus adopt the conceptualization from software 
architectures [34].  

Smolander et al. characterize software architecture metaphors by their perceptions 
by different stakeholders. They further suggest various uses for software architecture 
descriptions [34]. These resemble e.g. the work of Clerc, Lago, and van Vliet [4]. Yet it 
has been suggested that the EA use differs fundamentally from the use software 
architecture [30]. This, again, necessitates broader analysis, setting the stones for future 
work on understanding the EA artefact use.  

There are several different groups of stakeholders in EA [23]. Those can be roughly 
classified as people producing EA artefacts (e.g. architects and projects), people using 
them (e.g. architects, projects, IT organization, and management), and people facilitating 
EA artefact production and usage (i.e. management) [23]. 

On the other hand, information systems bridge different (business) siloes and 
provide representations of one or more task domains [2]. This is very similar to EA 
products and services that represent task domains such as decision-making or 
communication. EA use can thus follow IS use, and be characterized by its domain, level 
of abstraction, and time orientation [18], [29], [34]. These factors characterize EA use, 
for example when making decisions about the EA target state. Similarly architectural 
decisions on each level of abstraction are impacted by the preceding level, and have an 
impact on the subsequent levels [29], [31]. Within each level and architectural type, EA 
guides decision-making on several other domains [29]. 

                                                           
3 At the time of the writing, only high-level principles exist. The creation of the actual GA is delegated to the 

ministries. 
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1.4. Public Procurement 

 
Figure 1. The realization of Enterprise Architecture through procurement. 

Public procurement is the process of acquiring goods and services to public organizations 
[5]. According to legislation in European Union, procurement must be done in a 
transparent and impartial way in the European single market [5] 

Finnish government has published several recommendations on purchasing new 
information systems. The process follows the classic phases of problem definition, 
feasibility study, generating of requirement specification, and implementation phase 
(Figure 1). If any external resources are to be used, the procurement must be done 
publicly.  

The call for tenders in the public procurement must contain enough information for 
the potential suppliers. Essential part of the call for tender is the requirements 
specification attached to the call for tender. Research has shown that producing the 
documentation for the public procurement is a demanding task. It is a difficult task to 
specify the requirements for an information system in an open bid [20]. The use of 
Enterprise Architecture has been suggested as a solution for some of the problems as the 
EA could harmonize information systems and thus reduce the need for producing new 
documentation for each procurement [22]. The recommendations of the Finnish 
government also recognize the role of the Enterprise Architecture in the procurement.  

2. Research Methods and Data 

2.1. Research setting 

The Finnish public sector consists mainly of central government and municipalities. 
Under the central government are ministries, agencies, and regional administration. In 
Finland, the central governance is called steering, and it is divided in three different 
forms – steering by norms and rules, economic steering, and steering by information [26]. 
In inter-organizational setting, the process of co-ordination without direct authority, i.e. 
steering by information, is often called governance [16]. In the case of national enterprise 
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architecture, all three forms are used. In this research we view the introduction of national 
enterprise architecture as a public reform. The reform is initiated by the Ministry of 
Finance and mandated by the Act on the Direction of Public IT Governance. 

Researching public management reforms, and its outputs and outcomes, can be 
tricky [28]. The effects of the reform can be hard to detect, and there is attribution 
problem – i.e. what has actually caused the seen effect and would it have happened even 
without the reform [28].  

In the case of Finnish national enterprise architecture, the effects are likewise hard 
to detect. However, the procurement documents allow us to see some of the outputs of 
the reform across the public sector. Our claim is that, as seen in Figure 1, if the enterprise 
architecture really is used to increase interoperability and inter-organizational co-
operation, it has to be visible in the call for tenders. This is because the call for tender is 
the definition and specification of the system to-be-implemented, and a basis for the 
contract made between the buyer and the supplier. No essential changes can be made to 
the content, or at least they are not easy to be made [5] 

2.2. Research method 

The research method used is content analysis [19]. The analytical construct for the 
research is adapted from the four metaphors for software architecture presented by 
Smolander et al. [34]. We have taken different roles for software architecture, and looked 
for the roles in the data and coded the data accordingly. The motivation for using the 
framework is that it enables consistent approach to reading the documents, which in turn 
is related to the reliability of the research [19]. 

The same categorization is used for all the architecture areas – business, data, 
information systems, and technology. The literature metaphor code is used, when there 
is a description of the current state in the request for proposal. The decision code is used 
when the high-level principles or goals are listed. The blueprint code is used, when the 
request for proposal gives detailed implementation details or instructions for the supplier. 
The language metaphor is not linked to the time or level of detail. In the analysis EA is 
understood and coded to be used as a language, when the EA terminology or EA 
methodology is being used to describe the system under procurement. We do not expect 
that the roles and thus codes are disjoint, or that they are the only roles for enterprise 
architecture in public procurement. 

2.3. Data 

The data used in the research was requests for proposals (RFP) from Finnish portal for 
public procurement, Hilma. The data was sampled during the period of October – 
November in years 2012 and 2013. The requests for proposals were selected by their 
CPV-code, in this case the CPV code division 72000000-5. 

At the first stage of the analysis the RFPs were filtered based on whether they were 
fit for the analysis or not. Some tenders had to be discarded because their subject was not 
an ICT system, or they were e.g. RFPs for purchase framework arrangements or the 
subject of the purchase was labor. They are thus on about enterprise architectural 
implementation but either generic frameworks under which detailed procurements may 
take place, or just outsourcing some labor.  

The total number of RFPs gathered was 78, 35 in year 2012 and 43 in year 2013. 
From those a total of 55 RFPs were analyzed (25 and 30, respectively).  
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3. Analysis 

3.1. Enterprise Architecture as Literature 

Smolander et al. describe the literature metaphor as “documentation of technical 
structures that aid in transferring knowledge over time” [34]. This can be seen in calls 
for tenders in the descriptions of the current processes, data models, information systems, 
and technologies used. 

The Act on the Direction of Public IT Governance states that organizations are re-
sponsible for generating the architecture descriptions of their target architectures. If these 
architecture descriptions exist, they are candidates for inclusion to the request for 
proposals. 

In the RFPs under analysis, some of them included the existing architecture de-
scriptions. In these cases the apparent function of the descriptions were to give in-
formation about the organization’s working processes, data, information systems, and 
technology used in the systems. From the analyzed RFPs it could be seen that a few of 
the organizations had made the descriptions solely for the procurement under analysis 
possibly in a requirements specification phase preceding the actual procurement.  

As the EA framework is relatively new, only few organizations had the descriptions 
made in the format given in the national enterprise architecture methodology. The result 
of this is that the current architecture descriptions usually lack one or more of the 
architecture areas. Typically information systems and technology architectures are given 
in more detail but only in few cases the processes or data architectures were described. 

3.2. Enterprise Architecture as Blueprint 

In the conceptual framework the blueprint represents “a high-level description of the 
system, directly guiding more detailed implementation aimed at the production of 
individual components.” [34]. In the RFPs this translates to the description of the system 
under procurement. As the specification of the system is crucial to the procurement [21], 
this part was present in almost all of the analyzed RFPs.  

The requirements for the system under procurement were described using NEA 
terminology and tools in only a few cases. In most of the cases, the descriptions were 
made using various notations and methods, and in quite a few cases the requirements 
were given in the form of excel files listing requirements one by one. In these cases one 
cannot say that the requirement specification is a high level description of the system, 
but rather a collection of border conditions the system must fulfill. 

In those cases in which EA terminology was used, the advantage was that typically 
all different architecture areas were addressed. In the other RFPs some of the architecture 
areas were covered in detail, and the others very superficially. Typically either processes 
or systems were covered in detail, while technical architecture usually meant the versions 
of the operating systems and productivity tools and the data architecture was all but non-
existent. 

In cases where the system under procurement was used in heavily regulated 
processes, e.g. payrolls or accounting, the description of the system was very superficial. 
This may be due to the regulation, but also due to the fact that systems used in such a 
tasks are few in numbers in Finland and they all have the same basic functionality. 
However, in some cases the same approach were taken in non-regulated systems, which 
can lead to problems later in the project [20, 21]. 
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3.3. Enterprise Architecture as Decision 

The decision metaphor can be described as “the process and product of decision-making 
concerning design tactics, strategies and associated resources” [34]. The high-level 
decisions should act as steering principles, with which the goals of interoperability and 
compatibility should be achieved [7], [11]. As this is the actual rationale behind EA 
framework adoption, it is surprising to find that those decisions cannot be found in the 
requests for proposals. Only few RFPs included a high-level principles and guidelines of 
the system. Even the purpose of the system under procurement were absent in some of 
the RFPs, and only the detailed list of requirements were given. 

In the data there were only two cases where the organization had included the 
organization’s EA principles to the RFP. Some organizations had given policy-level 
principles about processes and technologies, but in most of the cases only the detailed 
blueprint-level was given. This leads to a situation, where the system under procurement 
is described only by low-level requirements, and the general purpose and environment is 
not described at all. 

3.4. Enterprise architecture as language 

“The Language metaphor suggests that architecture enables common understanding 
about the system among stakeholders [34]”. In the RFPs this metaphor can be seen as 
architecture descriptions and images that use the terminology and notation given in the 
NEA documentation. 

The terminology was used in 6 RFPs in 2012 (out of 25) and in 5 RFPs in 2013 (out 
of 30). There is surprisingly little change between years, even though the enterprise 
architecture work has been carried out for over two years by the end of 20134. Actually, 
a larger share of the data gathered in the year 2012 used EA notation than in the sample 
taken in year 2013.  

The value of the NEA language can be seen when browsing through the data. When 
the NEA is not used, the images are typically drawn using some kind of ad hoc notation. 
When the goal is common understanding, the learning and use of NEA notation might 
help the parties – the buyer and the supplier – to better come into a conclusion for the 
contents of the system. 

4. Discussion 

The RFPs illustrate that the literature and blueprint roles for architecture were the most 
commonly used. Decision was seen only in a few cases, and language in even fewer 
requests for proposals. Even though the terminology was seldom used, the concepts of 
business architecture and systems architecture were prominent in most of the RFPs. 

The fact that the high-level policies were absent in the call for tenders is 
contradicting with the high-level objectives of EA adoption in Finnish government. The 
high-level objectives are to be achieved through novel usage of information systems. 
Their procurement is obviously a mandatory step. In this sense, the absence of policy-
level architectural principles in the RFPs gives insight of the timeframe, in which the 

                                                           
4 The reform was well known in advance, and many agencies started their EA projects even before the Act 

was finalized and came into effect. 
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benefits can be realized. On the other hand, some policy-level decisions can be 
considered as general descriptions for the procurement. For instance, several RFPs 
specifically asked for web-based implementations, which are known to work in different 
types of computers and mobile devices. 

The reasons behind the absence of EA terminology even two and a half years after 
the introduction of national enterprise architecture cannot be investigated using the 
content analysis methodology used in this research. Previous research has identified 
institutional patterns behind the phenomenon [8] and the immature nature of the EA 
integration to organizational decision-making [6].  

In the few cases where the EA had been used in a language role, the resulting RFP 
had all the architecture areas covered at least in some detail. Thus, we argue that the EA 
methodology can be used as a checklist for the details to be included in the RFP. Together 
with the existing EA definitions (literature) it could make the making of the RFPs simpler 
and increase the quality of the RFPs. 

The data analysis was conducted by using the framework from the software 
architectures [34]. Different metaphors for architecture were used in the data analysis to 
analyze different functions of software architecture. The existence of metaphors 
literature, blueprint, and language in the RFPs were evident. While the language was 
used in only a few RFPs, it clearly had a role in conveying the desired target state to the 
potential suppliers. However, the role of decision is more multi-faceted than given in 
[34]. The decisions may lie in every architecture area, and the decisions are made in 
different levels of public administration. For example, the changes introduced by the new 
information system typically cover department-level or organizational issues, while the 
top-level public reforms may change the whole way of organization. The principles 
governing the whole public sector are broad and their implications to practice are unclear. 

Thus, we argue that in the public procurement context, the division between blue-
print and decision does not grasp the different levels of abstraction. When compared to 
frameworks used in private sector [29], [32], the Finnish public sector has more levels 
than an enterprise, and the levels are not hierarchical. Typically the governance comes 
from national level, ministries, agencies, regional councils, municipalities, and municipal 
joint authorities [28]. While the administrative structures are not identical between 
countries, the same functions exist in western administrative culture in one form or 
another [28].  

Second, there are major development areas that are invisible to the public 
procurement. Work done by the public sector’s own staff or public companies does not 
fall under public procurement [5]. The collection of the data was systematic, but there 
were many major agencies, where there were no RFPs in the data gathering period.  

Nevertheless, the amount of RFPs using the EA methodology and terminology was 
surprisingly low. One obvious explanation would be that the creation of the EA 
descriptions is currently underway in many organizations and the EA documentation is 
not ready. On the other hand, a question can be raised whether the low portion of RFPs 
including EA is related to the normative introduction of the EA. As Hjort-Madsen stated 
in his research, one of the patterns of adoption is to do the bare minimum work required 
to comply with the law [8]. The Finnish law dictates the creation of the EA descriptions 
– not their use in the practical work. This question is left to the further research. 

J. Lemmetti and S. Pekkola / Enterprise Architecture in Public ICT Procurement in Finland234



5. Conclusions 

The objective of the research was to find out how the Finnish national enterprise 
architecture reform can be seen in public procurement documents and in which roles or 
functions the EA methodology or artifacts are used.  

Four architecture metaphors from software architectures were used in the research 
[34]. The EA was used in all four metaphors – blueprint, literature, language, and 
decision. In the research it was found out that the metaphors are suitable for the analysis 
of EA roles, but the decision metaphor does not grasp the different ways in which EA is 
used to describe decisions made in different levels and architecture areas. 

When compared to the objectives of the EA reform, the findings are contradictory. 
Publicly stated objective of the EA reform is to improve efficiency using ICT tools and 
to achieve ICT system interoperability. However, these viewpoints are all but non-
existent in the requests for proposals. If these kind of requirements are introduced after 
the procurement phase, the results are uncertain and, in most cases, costly. The typical 
lifespan of the systems under procurement is five to ten years [17], in addition to the time 
that the implementation and commissioning takes. Therefore we argue that currently the 
EA reform has not produced any rapid benefits. Neither will it do so in the near future. 
In order to achieve wide-spread ICT system harmonization or the usage of standard 
interfaces, the requirements must be set in the procurement documents. Currently they 
are seldom there.  

On the other hand, there are many benefits that the EA methodology can offer to the 
public procurement of ICT systems. The existing EA documentation gives insight of the 
organization’s processes and ICT systems (literature), it can be used to provide a holistic 
view of the desired future state (blueprint), and it can act as a common language between 
purchasing organization and suppliers (language). Perhaps even more importantly, EA 
descriptions can give crucial information about the benefits sought with the new ICT 
system (decision). Yet future research need to be made on how the decision-metaphor 
can be translated to the public administration, whose steering and governance principles 
differ from the ones used in the private sector. 
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Abstract. Advances in the domain of semantic web technologies have reached the 
area of business management with the discipline of Semantic Business Process 
Management. The concepts of Linked Data become interesting to apply on 
Business Processes to enrich them with information from diverse sources and link 
them to those sources. The aim of our project is to enhance process modeling of 
Swiss E-Government public processes by suggesting to the modeler process 
fragments for auto completion from a semantic repository. Created processes are 
linked and semantically enriched with ontology concepts related to the domain of 
cyber administration. This is expected to enhance query results in the repository as 
well as improve process documentation. We focus on linking the processes to the 
cyber administration standards. 

Keywords. Semantic Business Process Modeling, Linked Business Process 
Models, E-Government, Process Auto Completion, Process Translation 

Introduction 

Business Process Management (BPM) is the discipline concerned with business 
processes optimization. The BPM life cycle is generally divided into four phases: 
design, deployment/configuration, execution and analysis. Process modeling in the 
design phase plays a central role in this life cycle. Van der Aalst survey on BPM [1] 
mentions that the use of a common ontology can help surpass the complexity due to the 
use of natural language in process models. However, in practice, few process model 
collections use a common ontology. Therefore, in most cases, semantic annotations still 
need to be added to process models before being able to use semantic technologies. The 
European FP6 project SUPER2 defined a Semantic Business Process lifecycle to bridge 
the gap between the process IT world and the Business world. It defined three types of 
ontologies: Upper Process Ontology, Business Process Modeling Ontology, ontologies 
of subsets of process modeling notations and aimed at automating the discovery of 
web-services to configure the processes for execution [2]. 
In our work, we only focus on the design phase of the process lifecycle and we use 
Business Process Modeling Notation version 2.0 (BPMN 2.0) that did not exist at the 
time of SUPER.   
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1. Background and Related Work 

Cyber administration in Switzerland is starting to take place. Standards like eCH-040 
and eCH-0158 recommended the use of BPMN 2.0 to model Swiss administration 
public processes [3]. The priority project “B1.13”3 is set to create a process repository 
to ease exchange of knowledge about processes between cantons and 
municipalities/communes. The study “Semantic Business Process Management for e-
Government” [4] concluded that semantic technologies can help fixing the inherent 
problems related to semantic deficiencies in government documents, inconsistencies of 
semantic information among different agencies, complex change management activities 
and poor process management practices. Those problems seem to be more complex in 
Switzerland given its structure of 26 cantons and multiple municipalities with different 
degrees of independence in decision making and the use of four different official 
languages. 

We present some of the related works in the areas of interest to set the context of 
our study. We do not intend to provide a complete state of the art. 

BPMN 2.0 provides a graphical representation for the process designers to 
organize and model their business processes. BPMN graphical objects are divided into 
three main categories: Flow Objects (Activities, Gateways and Events), Connecting 
Objects (Sequence Flows) and Swimlanes (Pools and Lanes) [5]. Additionally, 
BPMN2.0 introduces extension capabilities to Flow Objects and Artifacts to allow 
process designers to express additional features of process models. [5] Defines a 
BPMN 2.0 Ontology in Web Ontology Language (OWL) with 85 classes, 178 object 
properties and 59 data properties. This ontology is used in this project to assert the 
structural elements of the process model. 

Additionally, Linked Data is a set of best practices for publishing and 
interconnecting structured data on the web. Gao et al. [6] presented BPMN2.0 
extension examples to link a process to different views of the Architecture of 
Information System (ARIS) framework: organization view (roles, participants, entities, 
etc.), functional view, data view (objects), control view and control/service view. 

In order to allow for a Semantic Business Process modeling environment multiple 
works defined the requirements for such environments. For [2], such environment 
should add semantic annotations to processes, store semantic processes in a semantic 
process repository and enable the querying of the repository to discover existing 
processes or fragments for reuse through auto-completion. [7] Defined organizational 
ontologies to use for annotating processes (Organizational Structure Ontologies, 
Organizational Units Ontology, Business Roles Ontology, Business Functions 
Ontology, Business Resources Ontology, and Business Goals Ontology). Finally, [8] 
suggests annotating processes with the following perspectives: functional (process type, 
process area), behavioral (timing of activities), organizational (actor, organization 
level), informational (exchange process phase) and business process context (process 
relationship, business context, and goal). 

[9] Presents three types of assertions that can be carried out on annotated business 
processes: Business Process model type assertions to store information on the type of a 
graphical object; Business Process model structural assertions to store information on 
how the graphical objects are connected and Business Process model semantic 
assertions to represent annotations of graphical objects. 
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Given the time allocated for this project, missing Swiss organization and domain 
ontologies cannot be engineered. We favor the use of an annotation schemas similar to 
the ones presented above combined with the ARIS views annotation model. 

To complete our literature review, we mention some works on Auto completion. 
[10] Suggests completing processes at modeling time with fragments following a 
defined set of rules: Constraint rules; Event-Condition-Action rules and Dynamic Rules. 
On the other hand, [11] ranks the retrieved processes from the repository based on 
similarity between the query and the models retrieved, patterns observed in other users’ 
preferences and implicit user feedback. Finally, Born [12] proposes a weighted average 
of three auto completion criteria. The criteria are process-context based analysis, pre-
and post-condition analysis and non-functional property analysis.  

We will base our auto completion algorithm on similarity measures with the 
process part that was modeled by querying with SPARQL the business process 
Resource Description Framework (RDF) definition. Context information is also 
included in the modeling interface to narrow the lookup space. Those annotations will 
be described later on. 

2. Aim and Method 

We identified that “Design Science Research Methodology” (DSRM) is an adequate 
research methodology to create and evaluate IT artifacts intended to solve 
organizational problems [13].  As defined by [13], DSRM includes the following steps:  

� Problem Identification and motivation 
� Define the objectives for a solution  
� Design and Development 
� Demonstration 
� Evaluation 
� Communication 

 
Given the context of a Swiss E-Government, a common process repository 

introduces multiple issues. First, multiple languages hinder the sharing of knowledge. 
Second, communes do not necessarily have a specialized analyst in process modeling. 
Third, while modeling, the person does not have access to existing models through her 
modeling tool to lookup processes for reuse. Additionally, processes are labeled with 
natural language with no consistent vocabulary and finally, documentation of models is 
limited to explicit information that can be added by the modeler. We argue that 
semantic web technology and Linked Data help address those issues efficiently. 

We target the development of a proof of concept of a semantic process modeling 
environment on top of a semantic repository containing a set of 50 processes from a 
local commune. In order to address the issues above, we are implementing multiple 
functionalities briefly described below Figure 1. At this stage of the work, we are a 
stage of “Design and Development” of the DSRM. 

2.1. Modeling Interface 

We evaluated different open source tools for process modeling. We favor the use of the 
open source code “Signavio Core Components” since it supports BPMN 2.0, offers a 
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user friendly interface, based on JavaScript and developed plugins can be exported to 
other open source tools like jBPM4  and Activiti5. 

2.2. RDF Process Representation 

In order to assert the model structure and elements, a process model is transformed into 
an instance of the BPMN 2.0 Ontology using an XSLT transformation file. We keep a 
copy of the original model in a separate database. For example, we might get the 
following triples that uniquely identify a process and express its type:  
bpmnFileNS:sid-ae602356-3fea-4054-abde-6a72aeba08fa rdf:type 
bpmn20base:Process. 
bpmnFileNS:sid-ae602356-3fea-4054-abde-6a72aeba08fa bpmn20base:isExecutable 
"false"^^xsd:boolean . 
 

 
Figure 1. Semantic Modeling Environment Architecture Elements 
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2.3. Process Auto-Completion 

To ease the use of the modeling tool to inexperienced modelers and access existing 
knowledge in the repository at the modeling time we include process auto-completion 
functionality. This functionality is being developed as an extension plugin in the 
modeling environment. When the modeler adds an element in the interface an event is 
caught and a query is formed to the SPARQL endpoint that will query the structure of 
the processes for a similar construct. To narrow the query space filtering is done based 
on annotation elements. 

2.4. Process Translation and Vocabulary Management 

To overcome the different languages barrier to process exchange we develop a semi-
automatic translation function. Only name attributes of elements in the XML BPMN 
file are the strings to translate from German to French. We aim to offer an initial help 
to the modeler in the translation. The responsibility falls back on the human to confirm 
that the tool expressed correctly the concept in the destination language. In order to 
enable translation, we form a dictionary in RDF from a subset of the multilingual 
terminology database TERMDAT 6 , a database for recording Swiss legal and 
administrative terminology. Then we populate GATE7 Gazetteers with the dictionary 
concepts. When a BPMN file is run against the Gazetteer, GATE finds matches in the 
text and links them to the dictionary concepts. If no match is found, or only partial 
matches are found, a web translation API is called to provide suggestions for 
translation. 

We favored the construction of the dictionary with TERMDAT since the e-CH 
0158 standard [3] recommends the use of a standardized vocabulary and advised the 
use of this terminology database. To implement this recommendation furthermore and 
to ensure the use of a standard vocabulary, we modify the modeling tool to allow the 
suggestion of words from the dictionary to label process elements and annotations. 

2.5. Linking Processes 

In many systems that we evaluated, a process model is used separately from the rest of 
the process models in the repository and it needs to contain all the information 
necessary for its management and use. We argue that context information can enrich a 
process and enhance its documentation. For this, multiple annotation types were 
defined by business analysts to annotate the business processes in the public 
administration process repository. We mention for example, linked to the ARIS views 
mentioned earlier: process type (functional view), total time (functional view), owner 
(organizational view), required documents (data view). Furthermore, two required 
annotation types can be linked to an external existing ontology: mission id and service 
id. More precisely, the eCH association emitted eCH-070, a standard listing the 
administration services [3]. This standard was transformed into an ontology and is 
published under http://logd.ch/voc/service.html. For missions, there is a similar 
standard that is not published yet for which an internal ontology was developed and 
will be linked to the processes in our proof of concept. 
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2.6. Repository Querying 

Queries are based on SPARQL and are addressed to the triples store. A subset of the 
queries being implemented is: lookup a match of a label in the repository (results 
include equivalent match in multiple languages), lookup based on a graphical input 
query, lookup for processes that start with an event E1 and followed by Activity A1, 
lookup all processes owned/executed/published by a person/role/entity, lookup for all 
processes that include a given fragment or sub process, lookup all processes that 
include interaction between two named participants, lookup all process related to a 
given service/mission, lookup all process written in a given language. 

3. Preliminary Results 

In order to showcase the potential of Linked Data with business processes, a set of 
electronic cyber-administration processes (e.g., eService suivi patrouilles) were 
annotated with information about the commune that offers it (e.g., Fribourg), the 
standard to which it is related (e.g., 400-10-012-006), the development language with 
which it was developed (e.g., Java). Then a visualization of this database was done 
using Linkurious8 as depicted in Figure 2. Such visualization is interesting in the case 
of a process repository where we try to make sense of the processes’ relations between 
each other and their relations to the standards that regulate them. 

 
Figure 2. A Process and its Relations 
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4. Conclusion and Future Work 

Based on the state of the art and existing work in the domain, semantic technologies are 
bringing multiple benefits in business process modeling and management. In this paper, 
we presented an ongoing research toward the implementation of a semantic modeling 
tool for the Swiss E-Government process models. We aim to use Linked Data practices 
to enhance process documentation and management as well as auto-completion models 
to ease the use of the modeling language. A semi-automatic translation approach will 
ease the comprehension and communication of processes between the communes.  

Following the DSRM we are following the design and implementation based on a 
demonstration scenario, then we will proceed to the demonstration of the tool to 
business analysts and evaluate its usability and usefulness. The current stage of the 
development is working on the interfaces, to integrate the modules of auto-completion 
and the translation interface. In parallel, the translation module is being developed and 
dictionary management is being set. The results that will come out of the first tests will 
be compared to graph based techniques currently used in modeling tools. Links to more 
data sources will be prepared, especially to link participants in processes to ontology 
instances in Friend Of A Friend (FOAF) ontology for example. 
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Abstract. In this paper, a case of testing public e-Service communicability is 
analysed in terms of process as well as outcomes. Key elements in test processes 
are defined, together with the meaning of communicability identified in terms of 
information-oriented metrics. The purpose of our paper is to develop knowledge 
about how e-Service providers should improve their ability to communicate and 
support users in finding, understanding and using e-Services. The reconstructed 
test process design is based of an analysis of gaze replays in citizen test sessions 
by means of eyetracking technology. Empirical findings on communicability 
metrics are further grounded in theory. Our main contribution to the research 
community and the field of practice, are a test process and a communicability 
framework to support the assessing of e-Service information. The use of 
wireframes for the e-Service five layers, together with a multifunctional template 
for data collection, analysis and presentation are introduced. 

Keywords. Communicability, Information-oriented metrics, Test process, e-
Service layers 

Introduction 

The basis of the elaboration on design and outcomes in this paper is a study involving 
the reconstruction of a user test process with citizens in a municipality. Our aim is to 
increase knowledge of how to improve the communication of public e-Services, i.e. to 
provide information content in the e-Service solution to support users’ finding, 
understanding and using the e-Service. Many governmental agendas have been focused 
on providing many e-Services, customization and making the website attractive. When 
front-end services are aligned with the back-end business processes, and systems with 
internal as well as external actors, changes occur in the overall service [1]. However, 
the instant access to services has to be balanced against more complex websites to 
navigate in the e-Service use, which might be the results of customization and multiple 
channels. To be a professional e-Service provider, the task is not only to develop new 
e-Services, but also to keep the existing services on the websites and to provide an 
information content for communicating e-Services in order to support the users’ ability 
to find, understand and use the service provided [2]. Evaluation based on 
communicability; i.e. to reflect on purpose, roles involved, business context, action 
modes and intentional message exchange [2] includes usability issues; i.e. to reflect on 
the e-Service ability to support user performance, in the way that is expected by the 
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user, without hindrance, hesitation or questions [3] and a system that is efficient, easy 
to learn and remember, secure to use and difficult to do wrong [4]. In usability testing, 
the end user evaluates the usefulness of a particular IT solution, most often on systems, 
with which the user interacts. The focus is on ascertaining if the system meets specific 
usability criteria [3] to identify problems, which arise when using the systems [4]. 
Communicability includes usability as well as interactability, actability, visibility and 
simultaneity issues [c.f. 2, 10]. Our focus is on the ability to inform the user of the e-
Service and instruct in the e-Service use, i.e. to inform e-Service users. The purpose of 
this paper is to develop a test process with outcomes aimed at supporting e-Service 
providers’ ability to communicate e-Services. 

In the following, we reflect on what matters in finding, understanding and using 
services in the Swedish municipality case by analysing user reactions and performance 
in e-Service use. Our research is based on a repeated case study with two user tests 
(one conducted in 2012 and another in 2013). By considering the test process and its 
outcomes, insights and lessons learned were inductively achieved. The acquired 
knowledge was then related to previous research to base our findings on a theory and 
empirical grounding. In our case, the normative statements on what matters when 
communicating e-Services based on a reflective analysis of conducted user tests must 
be tested against previous theory in a validation process. With this deductive approach, 
we will be able to narrow down our findings to some metrics for communicability in 
public e-Service solutions. Thus, our case study will generate useful contribution to the 
local practice (Karlstad municipality), the general practice (organisations with e-
Services) as well as scholars in the field of e-Service development and test. As our 
findings will be interrelated, the study will in particular contribute to the professional 
practice of communicating and testing e-Services. We will provide practical guidance, 
as suggested by, for example, Heeks and Bailur [5] as well as Goldkuhl [6]. 

In the following, communicability in public e-Services is first discussed. In the 
next section, the research design and our empirical case are described and then the test 
process as well as outcomes is elaborated on. Our inductive reflections and lessons 
learned are discussed and related to theory. In the concluding section of the paper, we 
summarise the contributions. 

1. Communicability in Public e-Services 

e-Service development requires multiple competence including business process 
improvements [1], website communication and design [10], open innovation 
possibilities [7], collaboration with citizens [8] and service design enhancing public 
value and trust [9]. Communicability has a characteristic intersection and is important 
in each one of the interactive design areas [10]. The authors [10:227] define the 
concept as  “A qualitative communication between the user and the interactive 
system… to which an interactive system successfully conveys its functionality to the 
user”. However, there are more software metrics presented by Pressman [11], which 
might be relevant to relate to communicability, besides the function-aimed. Additional 
views are quality-aimed metrics (user need, expectations and response on how to 
satisfy the need) and person-aimed (the users point of view of effectiveness). To 
understand the quality of e-Services and thus the meaning of communicability, 
different knowledge areas are important, e.g. organisation, IT and service [2] as well as 
a social, political and a legal base [20]. In our study we focus on the information-
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oriented metrics in a public e-Service setting. Xu et al. [13] have examined system 
quality, information quality and service quality in an integrated model for a 
commercial e-Service setting. The result of their study shows that high information and 
system quality (limited to the information-receiving stage of information regarding e-
Service provider, product and/or advice) directly or indirectly improved the e-Service 
context. Thus, information tends to be an important element in the service delivery. 

Rodriguez et al.’s [14] survey on municipality websites stresses the government as 
the provider of services, information, transparency and interactive communication. In 
our view of e-Service solutions all those elements work together in the website as a 
channel transforming the business interaction in a digitalised mode. Further, the user is 
viewed as a co-producer in the service delivery, as the service per se becomes real in 
action with the customer (e.g., citizens) [15]. Despite different views on e-Services 
(e.g., user as a subject compared with a co-producer), scope (websites compared with 
the web channel) and focus (e-Governance quality compared with e-Service quality), 
some of the 152 aspects sorted in 23 categories with statements to fulfil seven metrics 
(components) used in Rodriguez et al. [14] are found to be relevant in our case and 
focus on informing the user. Additionally, Iskender and Özkan [20] findings are 
included in Table 1 summarizing our brief literature review on what matters when 
communicating e-Services, i.e. to inform the user.  

 
Table 1. Communicability in the e-Service context 

To find the e-Service  
 
 

e-Service purpose/goals/role with a match to expectations [2] 
Service catalogue with e-Service offerings [2], administrative 
transactions [14] 
e-Service business process and its prerequisites [2] 
Multiple channels for service delivery [2] 
Main menu including not more than 12 options in the same category [14] 
Menu images must include text, menu options are representatives [14] 
Link lists are organized by categories and indicated with the screen hand 
pointer appearing when indicated with the screen arrow [14] 
The web site includes search/advanced search option, help area, site’s use 
polls, local government’s actions and decisions polls, contact us/email 
form, site map, e-newsletter, suggestions/complaints (e-Service), chat 
room, forums, FAQ, print out options [14] 
Time of accessing the intended information - if users are not able to 
access information on a website in one to two minutes, then the user 
thinks it is not worth trying [10] 
Personalization, relevance and security [20] 

To understand the e-Service Actors and roles in the social relation [2] 
Business context [2] 
Legal issues, the form/site shows the local government’s regulations [14] 
Valuable actions with a match to intention [2] 
The forms clearly differentiate the mandatory form field, the form data 
are validated with clear messages, offers on line transactions, close 
questions as frequently as possible, include elements directly related with 
the expected options [14] 
Sufficient information, affordance, guidance and consistency [2], ease of 
understanding and completeness [20] 
Meaning of abbreviations, organized by categories, technical words are 
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explained [14] 
An icon to see more information [14] 

To use the e-Service Action repertoire [2] 
Results with significant value in use [2], trust in performance [9] 

 
Variations of elements in communicability regarding usability, e.g. perception, 

navigation, use of icons/symbols and language style for channel choices depends on 
both context and culture [12]. In this paper the discussions on preferable placement of 
e-Services; search patterns and the citizens’ ability to navigate are excluded.  

2. Research Design 

2.1. Data collection  

The Swedish municipality case consists of user tests performed by citizens partaking in 
a university course. Test sessions (totalling 71 different users) were conducted on e-
Services (totalling 11 different services) in a standard portal provided by one supplier 
[16]. A majority of the e-Services included in the standard portal test environment were 
aimed at elderly users, or users with specific life experiences such as having children or 
house ownership. Therefore, the selection of e-Services was based on the services that 
can be reasonably understood by our sample (i.e. young students ages 19-23) and by 
taking use scenarios into account. The scenarios were created and tested by students in 
another university course for the purpose of finding suitable e-Services with a young 
target group, and thus e-Services relevant to our users. An example of one scenario 
(translated from Swedish):  

"Your child has finally got a place at a nursery school so now you want to pay 
your fee as smoothly as possible to the municipality, preferably through a standing 
automatically order. You decide to investigate this possibility via the municipal 
website." 

Our scenarios were formulated without keywords that could give away the name of 
the intended e-Service. Giving the user a scenario-based task to perform will alter the 
way he or she looks at the website, but as Pernice and Nielsen argue [17:148]:“The 
main reason to base usability tests on tasks is that this best mirrors the way people 
actually use the Web: there’s a reason you visit a website.” Thus, the scenarios used in 
our test contained a reason for our users to use a particular e-Service; the user 
interpreted the matter based on the scenario, thus made the selection of a potential e-
Service.  

During the test (17 Dec. 2012) the user was asked to find2 one of the selected e-
Service from the e-Service start-page (the test environment), use it and determine case 
status and expected turnaround time (case handling time). A second task (18 Dec. 
2012) was to navigate from the municipality home page3 to find the requested e-
Service, to be able to describe its purpose and expected turnaround time. During the 
second test (16-17 Dec. 2013, 7 Jan. 2014) the user was directed to a scenario, to 

                                                             
2 Using the search function was not allowed due to technical limitations of the e-Service test environment. 
3 A new website launched in October 2012, www.karlstad.se 
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interpret the task and to find4 an e-Service to handle the errand from the e-Service start-
page (the test environment) and use it. 

Seeing exactly what the user sees, acts, and says helps in understanding why users 
have problems finding e-Services, and performing and completing their task. In this 
study, we used the Tobii technology 1750 eye tracker [19] as a data collection tool to 
capture and record eye movements as well as the real time dialogue between the user, 
observers and test administrator. The focus was on the comments, actions/non actions 
of citizens regarding overall aspects of the service provider’s ability to communicate e-
Services, i.e. to explore and further develop the meaning of communicability.  

During the test sessions the users were encouraged to “think aloud”, meaning that 
the users verbalized their thoughts, actions, confusions and frustrations [3]. There are 
some disadvantages of this technique: the user can interpret it as unnatural and 
obtrusive [3]; or it may can affect the interaction and scan paths of the user [17]. 
Nonetheless, the users’ comments were found highly valuable during our analysis.  

The eye tracking data from our test sessions can be visualised in various ways. The 
gaze replay is a recording of the screen overlaid with the user’s eye movements. It is 
similar to gaze plots, which are still images that show the point where users fixate their 
eyes and in what order (see Figure 1). However, the latter visualisation does not 
account for dynamic elements and therefore this and other visualisations were not used 
in our analysis.  

 
 
 

Figure 1. A Gaze plot - showing one user searching for the e-Service "Apply for Direct Debit”  

2.2. Analysis  

One drawback of using the eye tracking technique is that studies result in large amount 
of data to handle. Extracting results and interpreting the eye tracking data are labour 
intensive as well as difficult [17] [18]. Furthermore, a quick scan of the reported 

                                                             
4 If the user used the search function, it was noted and the search queries/terms were collected. 
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studies of the supplier Tobii Technology [19] website, shows no explicit method for 
efficient elicitation of test results from gaze replay. However, we used the eyetracking 
technique because it does provide valuable data to analyse, such as how efficiently a 
user searches for an element and indications of a user’s difficulty to extract information 
from an element and importance of the element [18]. Eye-movement analysis is 
valuable as it affords seeing what the users do, react on and act upon, not only what 
they say they have done (which is not always consistent). This technique allows us to 
see gradations in actions taken (and not taken).  

For the best analytical results, Pernice and Nielsen [17] recommend a gaze replay 
analysis with approximately six users to be able to draw correct conclusions on 
usability.5 Regarding communicability, no conclusions can be drawn whether and what 
users understand by what they have seen or not seen. However, comments from users 
and insights into viewed gazes and search patterns, failed actions, action modes (status 
in errands) and problems arising in the finding, understanding and using of the e-
Service can be observed. No diagnoses have been made of problem causes; instead user 
expressions and ability to perform, and hindrance, hesitation, questions and mistakes in 
handling are observed. To be able to draw conclusions of communicability we should 
have asked a wide range of users in different target groups. However, we found a 
pattern of practical meaning for our young users based on the gaze replays.  

In 2012 log notes with empirical data from the visualisations and recorded user 
voices were collected and structured by each researcher based on our two background 
references, a human-computer-interaction lens and a social interaction lens in 
information systems development. In a second run we merged our observations into an 
analysis protocol. The protocol was then used when we structured our findings into the 
characteristics of communicability. One challenge in 2013 was to design a more 
effective handling of the extensive data results from observing the gaze replays. We 
therefore developed a web-based template to help us to structure log notes and at the 
same time analyse the material faster by means of the tool Survey & Report used by the 
university. We had to reconstruct our analysis from 2012 (which step and in what order 
according to the gaze replay) to develop a useful observation template as a basis for the 
survey. Another challenge was to know what to call levels and elements in the e-
Service in our analysis; comments on the website, the e-Services start page, the focal e-
Service start page and steps in performance, placement on the user interface etc. In this 
study we therefore used the wireframe approach which is a commonly used framework 
when outlining the structure of the content on a website, without focusing on details of 
the design [4]. See example in Figure 2 of a wireframe used to be able to map our 
comments on where user problem occurred, information was missing, user areas 
neglected etc. The areas in the frame representing the municipality website link (1), the 
municipality logo (2), the search area (3), the global navigation bar (4), the left 
menu/main categories (5), the contextual content (6), test environment specific 
information (6b), drop-down menus: e-Service categories (7), e-Service name (7.1), 
information sign/icon (7.2), link to e-Service (7.3), link to form (7.4), the right 
menu/shortcuts (8), information in text (9), footer (10). 

                                                             
5 Five users are required for qualitative think-out-loud results. 
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Figure 2. The structure on the focal area e-Service page 

 
When working with wireframes in the analysis, we discovered a new challenge in 

handling multiple layers in an e-Service, which resulted in five wireframes. The 
observation template was improved and redefined four times to reach a maturity that 
would work for data collection, analysis and presentation of results. The major revision 
of the template was a result of the expanded use of wireframes.  

Later in our template development, successful completion criteria (SCC) enable 
measuring how and if a user has successfully completed the task [3]. In our case we 
asked the municipality as to provide some SCC to test how their expectations were met. 
However, they had not yet formed an opinion on this, so instead we asked our users 
about their thoughts and expectations, based on the scenario. In our analysis we have 
only noted deviations in user experience: hence, only the behavior of users in 
compliance with expected use is included. Screenshots have been acting as “the 
expected” and define our wireframes. Our web-based template has speeded up the 
analysis from 90 minutes to 24 minutes per user test, because we have learnt from the 
previous analysis and a more mature communicability concept has been developed. 
The multifunctional template (to collect, analyse and report) is a result that will benefit 
further gaze replay analysis in education and research as well as practitioners working 
with gaze replays. In order to validate the use of the template without pre knowledge of 
communicability, a student working on his Bachelor thesis, has been testing it on 12 
recorded gaze replays from the same user tests on two random selected e-Services. 
However, a further elaboration on the multifunctional template is beyond the scope of 
this paper. 

3. e-Service User Tests  

Our test sessions showed that it was difficult for some users to get adequate 
information to understand the e-Service purpose, how the service works and what to be 
expected in the service delivery. Moreover, the users were expecting ‘status’ in direct 
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relation to the performed service and were not always reading, thus not taking action 
when instructed to take note of something. According to our analysis of search patterns 
some users found the e-Service a natural, quick and easily accomplished case while 
others experienced the same e-Service as messy and difficult, with frustration and a 
feeling of jumping from page to page, each distinguished by a different appearance, 
language and form. For a more comprehensive report, confer Christiansson [2] and 
Christiansson and Wik [21]. 

Lessons learned from our user tests and the reconstructed and further improved test 
process are summarised as follows: 
• Actions in the user test should start with identifying the pre-conditions for test; the 

trigger is at best a test request from the stakeholder with SCC and their 
expectations.  

• Selection of specified e-Services to be tested should be conducted based on the 
user target group, in our case young citizens. 

• In preparation of the test sessions, an observation template based on 
‘communicability’ should give directions and support in the data collection during 
the conducted test sessions to generate useful log notes. Roles in the test sessions 
should be assigned (e.g. a test administrator, a test moderator and observers).  

• Resources in the test process, as identified in our case, were the e-Service portal in 
the supplier test environment and the municipality home page as the point of 
departure.  

• To conduct the test session an eye tracker might be required together with a 
recorder and a web cam, or similar tests could be conducted with other techniques 
without the possibility to elicit information on what elements in the website and e-
Service the user saw or did not see.  

• Introduce a scenario and let the users elaborate on their thoughts and expectations 
on the concept of ‘e-Service’, actions required, results and handling time (to be 
able to compare with test results). 

• In order to increase the quality of analysis, include a web-based template with the 
approach to note deviations (according to wireframes) in user’s ability to find, 
understand and use the e-Service. 

• Pre-marked areas of interest (AOI) in wireframes were useful to analyse the 
information provided in the e-Service, i.e. (in our case) if the users keep their eyes 
on a fixed point or limited area and the transitions between AOIs (looks) or several 
fixed points in one limited area (reading) or if they act on the information 
(clicking/writing). 

• Wireframes are needed at all levels of the website and the use of e-Service. In our 
case wireframes showing five levels were used in the data collection, analysis and 
visualisation of results: the municipality home page, the e-Services start page, the 
e-Service focal area page, the focal e-Service page and the appointed e-Service. 

4. Conclusions: Process and Outcomes  

The purpose of this paper is to develop a test process with outcomes aimed to support 
e-Service providers’ ability to communicate e-Services. The test process design 
recommended for similar and repeated tests on communicability in public e-Services is 
presented in Figure 3. 
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Figure 3. A test process for user tests on public e-Services  

 
Information-oriented metrics, validated in our condensed literature review and 

lessons learned from conducted user tests, are presented in the communicability 
framework, see Table 2. The framework can be used in observations and analysis to 
support assessing e-Service information content in relation to the e-Service information 
layers in the web channel. Complementary techniques, besides eye tracking and gaze 
replays, to use in data collections and analysis are illustrated with following 
abbreviations, (R): Recorded voice - the user talk out loud, (I): Interview and (SC): 
Screen shot analysis.  

 
Table 2. Elements and information-oriented metrics in the communicability framework  

Elements Information-oriented metrics in e-Service context 

Purpose 
 
 
Context 
 
Interaction 

Explicit intention and value? (SC) (R) 
Explicit target group? (SC) 
 
Best placement according to business context/case handling/problem to solve? (SC) (R) 
 
Explicit roles in the service performance? (SC) (R) 
Understandable intentions of message exchange? (R) 

Actor Explicit service provider? (SC) 
Explicit user and role (customer/citizens/co-producer)? (SC) 

Action Relevant actions provided? (R) 
Support of how service is working? (R) 
Explicit prerequisites and legal conditions for using/completing the service? (R) (SC) 
Support of service performance – in a confidence manner? (R) 

Content 
 
 

Comprehensive overview? (R) 
Relevant and sufficient instructions? (R) 
Understandable messages? (R) 

Result Handling time (I) (R) 
Expected results, when and how this is going to be delivered? (I) (R) (SC) 
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Our multifunctional template will be further elaborated on in terms of the e-Service 
concept. Additionally, a further development of the communicability framework is 
necessary. We would like to encourage other researchers and practitioners to use the 
framework to develop it in appropriate directions. At the same time, we would like to 
learn from other user tests on public e-Services and look forward to more case studies 
in this area. 
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Abstract. There has been a long-standing debate over the best way to understand 

the relationships between technology, organizations, individuals, and the contexts 

in which they are embedded. One point of view proposes that technology can 

transform organizations and the way individuals behave in society. In contrast, an-

other perspective argues that organizational and social variables influence the way 

technology is selected, managed, and used. These two perspectives are present in 

digital government research and both of them have important limitations that affect 

our understanding of government information technology initiatives. We argue 

that a more integrative perspective is needed. Moreover, some terms already avail-

able in the literature such as ensemble view, structuration, technology enactment, 

or socio-technical perspective could serve as starting points in this conversation. 

However, we also argue that a more integrative approach might not be enough and 

the development of new theoretical lenses based on concepts and variables from 

different disciplines should be a necessary next step in this process. 

Keywords. Electronic government, social determinism, technological determin-

ism, digital government, ensemble view, integrative approaches 

Introduction 

Governments depend on the collection, storage, and processing of information to fulfill 

their mission [1]. Thus, the use of information and communication technologies (ICTs), 

including knowledge, skills and techniques, have always been important for govern-

ments to achieve their objectives [2]. The application of ICTs to government settings 

has led the research field of digital government to important conceptualizations and 

problematic boundary definitions. Much research in digital government has shown how 

ICTs have the potential to transform government organizations [3,4]. On the other 

hand, there are many other studies that show how organizational structures and institu-

tional arrangements affect both implementation and final results of digital government 

applications [5,6]. Despite advances in the social sciences, overcoming certain forms of 

mechanistic determinism based on linear causal relationships has not been possible. 

Further, these same advances suggest the need to overcome epistemological limita-

Electronic Government and Electronic Participation
M.F.W.H.A. Janssen et al. (Eds.)

© 2014 The Authors and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms

of the Creative Commons Attribution Non-Commercial License.
doi:10.3233/978-1-61499-429-9-254

254



tions, such as some forms of reality segmentation that result from difficulties in opera-

tionalizing complex theoretical models. Sometimes, however, these possibilities are 

unknown or ignored. 

In the field of digital government, although researchers generally recognize the 

importance of both the technical and social aspects involved in the phenomenon, when 

they talk about change, whether technological or social, one aspect is privileged over 

another [7]. The problem seems to be that the epistemological and ontological nature of 

the socio-technological relationship continues to be unclear [8], or at least without hav-

ing a consistent theoretical treatment in its empirical applications. Thus, much of the 

research on digital government ends up falling into one form of determinism: techno-

logical determinism or social determinism. Of course, studies that fall into one of these 

categories do not assume it explicitly, but simply present their findings in a way that 

privileges either technology or social factors in the causal relationships. Some studies 

attempt to show that there is at least a bi-directional relationship between social struc-

tures and ICTs. They argue that information systems and ICTs in general, as well as 

organizational and other social factors affect each other and have mutual impact on 

their design, implementation, and use [9]. And even though there are now different 

theoretical developments of this type offering analytical tools to study this mutual im-

pact, it seems possible and necessary to analyze the conceptual scope of those theories 

and tools to understand the phenomenon in a better way and, if necessary, refine or 

improve them. It should not be forgotten that, although applied to digital government as 

a specific field of study, the problem at the core of this discussion is social change and 

the role of technology in it, which may have implications for research in other domains. 

In this way, the purpose of this study is to identify some of the key elements that 

define both technological and social determinism in the context of government trans-

formation and digital government. Our ultimate goal is to contribute to the construction 

of a less deterministic view in the digital government field and we think the reflections 

provided in this paper are a good step in that direction. The paper is divided into four 

sections, including this introduction. The second section describes technological deter-

minism in general and some of the forms it has taken in digital government. Similarly, 

the third section addresses the theoretical elements of social determinism and some of 

the forms that can take in the field of digital government. In the final section we briefly 

discuss some of the characteristics and limitations of current visions and provide some 

reflections for digital government scholars. 

1. Technological Determinism 

Technological determinism can be traced to the school of classical economics and, 

later, to the origins of sociology with Marx, Weber, and the Frankfurt School, although 

there are different positions about what theories belong in this category [10,11]. All 

these authors respond to the changes that arose in modern society as a cause of the 

trend of scientific-technical rationalization and one of its objectifications, technology, 

which forms the basis of that society’s identity. This type of position supports the reifi-

cation of technology (especially in the late nineteenth and early twentieth centuries), 

which attributes metaphysical powers to technology, making it an autonomous agent of 

social change [12]. Although these authors are not specifically technological determin-

ists in a “strong” sense, technology plays a central role in their theory of modern socie-

ty. 
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Technological determinism, like any other form of determinism, has an opposite: 

voluntarism. Determinism and voluntarism are the two sides of a distinction that occurs 

in order to explain human action, the state of society, and social change. While deter-

minism assumes that human action is caused by technology, culture or other structural 

factors, voluntarism holds that human action is the product of individuals having free-

will to decide and govern themselves, and thereby social structures.
1

 Although deter-

minism is usually linked with materialism and voluntarism with idealism, those are not 

the only possibilities [13]. Technological determinism supposes a linear cause-effect 

relationship between technology and one or more social entities or human capabilities 

[7]. Moreover, like other types of determinism, it is a form of reductionism, reducing 

the complexity to explain social processes to a single independent variable [11]. This 

definition applies of course to the most radical technological determinism; other deter-

ministic positions can include additional variables, but assume that technology plays a 

primary role. 

Technological determinism has had various forms within the twentieth-century so-

cial sciences, remaining as one of the main lines of explanation of social change. Main-

taining generally an optimistic attitude towards the direction of social change, theories 

imply a sense of “progress” based on the introduction of technology. We can distin-

guish several types of technological determinism. One of the most basic and important 

forms of distinction is between “strong” technological determinism and “soft” techno-

logical determinism, although there is a whole spectrum of possibilities of location 

between the two sides of the distinction [14]. 

Strong technological determinism assumes technology has its own agency, having 

the power to enact social change and leading to a situation of inescapable evolutionary 

necessity. Soft technological determinism, on the other hand, assumes that human ac-

tors have their own agency and create their own history. In this sense, soft technologi-

cal determinism considers technology as an element in a multi-causal matrix with other 

social, political, economic and cultural factors, but keeps the power of technology for 

change as the main variable, and just rearranges the source of that power.
2

 Statements 

that characterize strong determinism argue that machines eliminate the anthropo-

morphic habits of thought [15]. 

Katz [11] identifies three types of technological determinism: the basic, the mystic, 

and the postindustrial. The basic type of technological determinism is comparable to 

the strong determinism. Authors like W. Ogburn from the Chicago school argued that 

technological innovations were generating cultural and institutional changes and that 

machines make history and impose patterns that guide social relations. The mystic type 

may be illustrated with statements like those of J. Ellul, who argues that humanity re-

nounces spiritual values, with utilitarian consequences; human beings surrender them-

selves to the dictatorship of the artifacts in exchange for the benefits of modernity. 

Ellul argued that the only way to reverse this trend is a return to faith and religion. In 

contrast, the postindustrial determinism refers to the new technological items: ICTs. 

Brzezinski and Toffler consider the new technology transformative for both individuals 

and organizations. For instance, there is a direct relationship between ICTs and devel-

opment. 

                                                           

1

 There are a wide variety of authors and schools that would serve as examples of voluntarism. It is enough 

here to mention the classic works of Isaiah Berlin and Sartre, and works in the field of rational choice and 

methodological individualism. 

2

 This form of technological determinism can be matched with various forms of social determinism, which 

have emerged as a reaction to the strong type, as will be seen later.  
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Bimber [10] distinguishes three versions of technological determinism. The first 

version includes norm-based accounts. The main references to this version are 

Habermas, for whom technology acquires its own normativity based on the logic of 

efficiency and productivity, and Ellul, for whom technology is a phenomenon that 

dominates the social, political, and economical areas. The second type is the logical 

sequence account, which establishes a cause-consequence of facts that are culturally 

independent. One of the authors in this kind of determinism is Miller, who argues that 

technological changes result in the evolution of society, and that people must adapt to 

those changes, regardless of their will: technological change has its own dynamic that 

generate more technology, with the result of social adaptation and evolution. The third 

category is the unintended consequences account, which refers to unanticipated results. 

The uncertainty derived from unintended consequences gives technology autonomy 

and some level of control over humans. 

Although the idea of progress based on the promises of social technologization 

diminished after World War II and the Cold War, they have resurfaced in contempo-

rary views [12]. For example, Castells [16] argues that the era of industrialization has 

led to the era of an information and network society based on ICTs. Technology is 

understood as “material culture” and is a fundamental dimension of social structure and 

social change. In this sense, contemporary society is located in the “informacionalist 

technological paradigm,” which is based on increasing information and communication 

processing capabilities through ICTs [16]. According to Katz [11], information be-

comes the new fetish of society, an intangible asset that acquires its own dynamics that 

may rule the fate of society. Thus, technological determinism in modern society in-

cludes or implies an informational determinism, which could be considered as another 

form of technological determinism. 

In the field of digital government, technological determinism has been common, 

though the position is usually not often taken openly or clearly attributable. Heeks and 

Bailur [17], for example, point out that much of the work on digital government has a 

more optimistic attitude about technological determinism than other possible positions, 

but not necessarily a “strong” form of determinism. One first form of technological 

determinism in digital government distinguishes the relationship between ICTs and 

government in terms of the potential for change, leading to improvements in the results 

of government organizations. Technology, among other things, is viewed to help en-

sure the most efficient use of resources, increase productivity, improve the quality of 

services, establish greater convenience for users, improve accountability, and increase 

citizen participation [18,19]. Moreover, it is assumed that having an integrated infor-

mation system has the potential to improve the processes of planning and decision-

making by government managers and provide easier access to information for citizens 

and other stakeholders [3]. This kind of causal relationship, in which ICTs are antici-

pated to have the power to directly transform government organizations and enhance 

the benefits they give to society is what can be characterized as technological determin-

ism in the field of digital government [17,20]. 

Therefore, technological determinism in digital government could be characterized 

as ICTs-induced positive changes in governmental organizations. From this perspec-

tive, technology is a sufficient cause for improvements in the internal operation of the-

se organizations [13]. According to Jackson and Philip [19], technological determinism 

in the field of e-government assumes, for example, that changing the shape of the prac-

tices, relationships, and logic of the organization can be calculated and planned as a 

result of the introduction of certain ICTs, establishing a linear causal relationship where 
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technology is the cause and change is the predictable and predetermined effect. Prob-

lems with obtaining the desired results, e.g. resistance to change, are attributed to prob-

lems with existing technology, to its ineffectiveness or lack of functionality. 

A second form of technological determinism identifiable in the field of digital 

government emphasizes the operation of government organizations and their relation-

ship with external stakeholders. This position assumes that digital government can 

contribute, based on better service provision, to the formation of societal structures and 

social development in general. The government, as a central actor for social change, 

has greater power through technology to achieve its objectives for social development 

through public policies that are powered by ICTs [16]. These two approaches are clear-

ly intertwined, since the internal operation of government is in most cases oriented to 

services and other external benefits, which in turn act as an indicator of the perfor-

mance of internal operations. 

2. Social Determinism 

As seen in the previous section, there are a significant number of attributions made to 

the power of ICTs in terms of their ability to make significant changes and provide 

benefits to government, but also to society at large. However, on the other hand, many 

studies raise a number of factors that can hinder progress and need to be solved in order 

to access the benefits of the use of new ICTs. The limiting factors to which we refer are 

of a social nature, which may involve, for example, organizational and administrative 

processes, the nature of public organizations, the legal and regulatory framework, and, 

of course, the societal conditions external to the government agencies: economic, polit-

ical, and cultural factors. These limitations on the use of ICTs by the government, 

which are then seen to dictate the possible results and the causes of both success and 

failure, then serve as the dominant form of social determinism in the field of e-

government. 

Social determinism, much like technological determinism, is not really a strictly 

defined term. It is an analytical category allowing distinctions and classifications ac-

cording to the privilege given to a particular causality and its directionality. Therefore, 

many of the authors or schools of thought mentioned here may even propose a neutral 

position with respect to such causation; however, since those cases seem to favor social 

factors over the inherent powers of technology, we believe it is possible to locate them 

in this way. The ultimate goal is not really to classify authors or streams of thought, but 

exposing approaches that illustrate what can be understood as social determinism. 

Social determinism in general can be observed as a reaction to the strong techno-

logical determinism of the late nineteenth century and in much of the twentieth [11]. In 

this sense, it represents a causal link going in the opposite direction of technological 

determinism: social factors are what determine how technology is used, especially in 

the results from its incorporation into society. Technology, according to this position, 

has no power by itself that can generate a change. Human action is always what builds, 

implements, and uses technology, and thereby what produces social change. In this 

sense, technology is, and always has been, a social product [7]. Human skills and abili-

ties to make decisions about and implement technology are what enable its impact. 

From this viewpoint, technology by itself does not give greater access to public infor-

mation or encourage citizen participation [18]. 
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As in the case of positions that may fall into some form of technological determin-

ism, there are several ways to approach social determinism. For example, Katz [11] 

proposed that technological innovation is social. Technology would be the application 

of scientific knowledge to production under capital standards, therefore, it would not 

determine, but is determined by the process of accumulation and market rules. For Katz 

it is necessary for the social sciences to assume a determinism that allows access to the 

explanatory level, and the necessary determinism is social determinism. As an econo-

mist, Katz argues that there are the forces of capitalism and market logic, which deter-

mine how technological innovation unfolds. He proposes social determination at a 

macro or societal level based on Marxism, wherein historical determinisms explains the 

socio-technological relationship, unlike micro-level determinations of agents or groups 

that others propose [11]. 

From the distinction between strong and soft technological determinism, made by 

authors such as Marx and M.L. Smith [14] and Heilbroner [15], it is possible to find a 

kind of equivalence between soft technological determinism and social determinism. 

However, technological determinism seems to establish a chain of positive determina-

tion that places technology as a direct causal link to social change, which is preceded 

by social determination: Social factors → technology → social change. While social 

determinism would distinguish a relation of negative determination. Soft technological 

determinism addresses the cause of social change, which is the end result of the tech-

nology’s power once created. Social determinism observes technology not as a cause, 

but as an effect of social factors and in a parallel relationship with social change. It is 

complicated to draw clear and precise limits as to when these distinctions are made. 

Authors like Williams [21] seem to agree with the previous position. She argues 

that research in the field of history, along with work from other researchers in sociolo-

gy, informally contribute to the “social construction of technology.” The auto-named 

theory of social construction of technology proposes that social groups (and possible 

subgroups), formal or informal, which are linked by a set of meanings, define the final 

form of technology. The various social groups are the product of previous cultural, 

political, and economic influences that shape their position with regard to technology. 

That is, together with technology, these influences shape the technology that ultimately 

emerges [22]. With all the nuances and differences that exist between parallel models 

[23], the work continued by Bijker and colleagues [24] maintains the “non-naturalness” 

or purity of the technology, affirming its social character, its socialized form, and the 

human agency as the promoter of social change. And though this theory aims in some 

cases to go beyond of any form of determinism [11], it appears that, as Jackson, Poole 

and Kuhn [13] argue, it ends up falling in favor of one of the two sides of the distinc-

tion: in this case, toward the social factors of technology, which is distinguished here as 

social determinism. 

For Castells, the studies on information and communication technologies reveal 

what historians of technology have known for a long time: that technology can only 

yield its promises under cultural, organizational, and institutional transformations [21]. 

These perspectives have shown ICTs as dynamic human constructions, both in how 

they are developed and interpreted, and these constructions reflect the interests and 

social motivations that gave rise to them [25]. In this sense, positions that fall into so-

cial determinism in the field of e-government have the same characteristics. That is, 

these theories assume that human decisions and human agency, within certain social 

structures, is what determine the results of technology and the derived social change 

[17]. Social determinism in the study of digital government, which also contains a “cul-
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tural determinism” [19], refers to factors that relate to the practices of individuals and 

groups, whether in organizations or in society in general, which are the cause of an ICT 

project’s failure in government. According to this position, these social and cultural 

forms generate resistance to the change that is sought through the introduction of ICTs. 

Change that, as with technological determinism, can be obtained via planned changes 

to the organizational structures and culture prior to the implementation of ICTs. Ac-

cording to Jackson and Philip [19], these social and cultural variables can be isolated 

and manipulated in terms of the supposed requirements for the success of ICT projects. 

The problem then, for this and the other forms of determinism, is to assume that 

there is a linear relationship of causality between the factors involved that in this case 

goes from organizational, institutional, cultural, societal, to technology. That way of 

understanding the causal relationships implies that by manipulating some or all of these 

inputs to digital government projects, the results can be successfully obtained. Howev-

er, the results of some studies that try to observe these relations in a more complex way 

show that technology characteristics and social factors affect each other in bidirectional 

and circular causal relationships that make their study complicated. 

3. Preliminary Results: Some Reflections 

Deterministic positions have been common in all fields of knowledge. All determinism 

cannot be dismissed or completely rejected, because to a large degree Western science 

has been built on the basis of forms, sometimes more lax and sometimes stronger, of 

determinism. In the social sciences, as Katz [11] suggests, the recurring problem of 

purely descriptive conceptions is the omission of a deterministic principle. The com-

prehension of a phenomenon from simple narration as an account of its form under the 

influences around it would be insufficient for a full understanding of that phenomenon. 

It is necessary to take the next step of explanation for the best comprehension of the 

problem. 

However, overcoming determinism in all its forms has been a constant search in 

some fields of scientific research. It is no different with technological determinism and 

social determinism. These epistemic positions are increasingly rejected due to the criti-

cism made on its partial way of explaining social change in which technology is in-

volved. The main criticism of technological determinism is the lack of consideration of 

the factors involved at the societal, organizational, individual, and cultural level. Social 

determinism, on the other hand, is similarly criticized for the high weight given to so-

cial factors in the causal link; downplaying the potential transformational power of 

technology [11,19]. 

Many recent historical and sociological studies on the relationship between tech-

nology and society arose precisely in reaction to technological determinism [24]. How-

ever, the intention of overcoming the problem does not solve it. As mentioned before, 

the remaining difficulty is that, even with attempts to overcome these forms of deter-

minism, it is very difficult to escape any of them in the end. It seems that research 

models favoring one side of the distinction do not allow for a more integrated way to 

study the complexity of the phenomenon [7]. Therefore, most of these studies end up in 

one form of determinism or another. 

In the field of digital government, there have been a number of proposals for over-

coming the linear determinism and the segmented forms of observation of the phenom-

enon involving social change in technology/social-structures relationship. It is assumed 

J.R. Gil-Garcia et al. / Revisiting the Problem of Technological and Social Determinism260



that, although technology has the potential to transform the internal operation of gov-

ernment and dramatically improve the delivery of public services [26,27], the relation-

ship between ICTs and social structures is bidirectional and complex [28,29]. ICTs 

have the ability to transform governmental organizations, but at the same time they are 

affected by organizational and institutional factors in their selection, design, implemen-

tation, and specific use [30,31]. According to Orlikowski and Iacono [32], these theo-

retical approaches are classified as the ensemble view perspective, and they refer to 

technology as an embedded system. Using different, but related concepts, all of these 

theories propose that there is a dynamic interaction between organizational structures 

and ICTs. Within this perspective are, for example, the enacted technology theory [6], 

the adaptive structuration theory [28], and the structurational model of technology [33], 

among other perspectives. 

These theoretical frameworks constitute a contribution to overcome determinism in 

the field of digital government, but still are initial developments that require further 

discussion and refinement. For example, the theory of enacted technology with its im-

mersion of technology in social, cultural, and psychic structures seems to generate a 

significant emphasis on the impact of the social on the technological. Although there is 

a theorized effect of technology on social forms (organizational, institutional), the bidi-

rectional relationship does not seem simultaneous, but rather there is first a social de-

termination and then a technological determination, which occur consecutively in time. 

Something similar, but in the opposite direction, seems to apply to the theory of 

adaptive structuration. As with Giddens’ original theory [34], it appears that the agency 

of the actors or groups first affects the structures, including the technology. In any case, 

the relationship seems to be simultaneous in the case of the structuracional model of 

technology, also based on Giddens’ theory, but its operationalization is not always 

clear. In these two cases, as in the enacted technology, ultimately what ends up happen-

ing is a bi-directional or circular determinism. Linear or segmental partialities seem to 

be overcome with this type of model. Determinism is depicted in a more sophisticated 

or complex form in this type of integrative model, but it is still present. 

Although as mentioned above, these models offer resources for a better under-

standing of digital government phenomena, going beyond deterministic views will 

require experimenting with other theoretical and conceptual resources such as, for ex-

ample, what Niklas Luhmann introduced in sociology [35]. Concepts such as structural 

self-determination, operative closure, self-reference, and structural coupling, taken 

from Maturana [36], can give important insights in the study of digital government as 

they have done in sociology and other fields. These concepts arise from the effort to 

answer the problems of causality between a system and its environment. Although 

cybernetics offered a model that overcame the linear causality by introducing circular 

causality and the principle of open systems, subsequent advances in systems theory led 

to a new understanding of causality on the principle of closed systems. Each system 

can select and integrate different elements with its own internal criteria and operational 

regulations. This autonomy means, for instance, that the environment cannot determine 

the system, but rather it is the system that determines its own structure. 

What has been attempted in this paper is not to make a simplistic reduction of the 

research on the relationship between technology and social change based on only two 

opposing positions, but to emphasize the need for more theoretical and conceptual pre-

cision, which involves a greater number of variables and an increased complexity in 

their relationships. It is clear that many authors who direct their attention to digital 

government do so in a very optimistic or purely descriptive way. It is necessary to seek 
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a more analytical discussion on the subject. This discussion should take up some of the 

problems associated with digital government and clearly articulate the role of the dif-

ferent elements in the system. For better understanding of this socio-technical phenom-

enon many things are necessary, but clearly one of them is the development of inclu-

sive and comprehensive models that analyze such initiatives in all their complexity and 

that attempt to go beyond social and technological determinism. We argue that this 

should mean, at least in part, introducing innovative interdisciplinary theories and con-

cepts to the field of digital government. 
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Abstract. The government of Bangladesh has during the latest 5 years espoused 

ambitious goals for digitalisation. As a result, many services of local government 

are now online, and all the districts, many municipalities, all city corporations, 

many Upazilas in the Bangladeshi nomenclature, some union parish-ad have now 

established web presence. This paper presents an evaluation of the state of e-

Governance in three of these districts. We report the self-assessment of Bangla-

deshi ICT professionals who are working with the implementation of the services, 

as well as the citizen’s evaluations. The method is mainly quantitative. This 

evaluation sheds important light on Bangladesh’s progress, and is useful for fur-

ther comparative work with Bangladeshi governmental levels, or comparisons with 

other countries. The result is that the perceived usefulness of Bangladeshi e-

government is rather good, which complements the picture of Bangladesh as fre-

quently low scorer on e-readiness indexes. 

Keywords. Local government, evaluation, developing countries, expert systems 

1. Introduction 

Governments in many countries are investing vast resources into e-government with an 

aim to, for instance, acquire increased efficiency, new business models and support 

democratization. So does Bangladesh. For the latest 10 years, ‘digitalisation’ has been 

high on the political agenda. Many new services have been developed on national and 

local levels. The context for designing services is also rapidly changing. Bangladesh is 

becoming more electrified, there are large investments in backbone internet, and the 

citizens of Bangladesh get inspired by the changes globally in online matters.  

However, it is necessary to evaluate the efficiency and effectiveness of the e-

government of a country, because there exits little knowledge on the impact and results 

associated with e-government projects and their capacity for real fundamental trans-

formation of relationship between governments, citizens, businesses and employees 

[1,2]. Benchmarking may be a useful tool for the improvement of government. Since 

the development of e-government is a continuous process, projects needs continuous 

assessment of its nascent stage or the transactional stages, in order to achieve its aims 
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and for the stakeholders to take appropriate decisions [3,4]. Bangladesh’s recent pro-

jects are criticized even from within government not to be sufficiently evaluated [5]. 

Bangladesh is regularly monitored in various e-readiness indexes in comparative re-

search. However, while useful for national policy-making, it is still a relatively crude 

measure, whose results will not be very helpful for the individual stakeholder in spe-

cific projects. Moreover, as we will argue in Section 2, the extent of local e-governance 

studies is limited. By local governance, we mean tasks such as local government web 

presence, and services such as information on rules and regulations such as country’s 

present ICT act, the right to information act of Bangladesh, basic online submission 

and contact for further inquiries. A gap in knowledge about such matters is crucial, as 

local e-government is very important. The research question of this paper is therefore: 

What is the overall usefulness of the local e-government of Bangladesh? In particular, 

we concentrate on various aspects of its usefulness. The aim of this paper is to shed 

light on Bangladesh’s progress as of today’s date, and to provide basis for further com-

parative work with Bangladeshi governmental levels, or comparisons with other coun-

tries.  

2. Related Work 

The state of e-government in Bangladesh in general has been studied to some extent, as 

is befit for a country of over 150 million citizens. Various national comparisons have 

been conducted between nations. Empirical studies that detect barriers, challenges and 

success factors for e-government in general have been published. United Nations [6] 

rate Bangladesh at 150th place, lagging, and in the middle in the region of Southern 

Asia. ITU’s ranking IDI is much less flattering from 2008, and there are speculations in 

the popular press that the Bangladeshi authorities deliberately avoided getting rated in 

order to avoid bad press [7]. Khan et al. [8] overview the evaluation of Bangladeshi e-

government. While the country on the national level cannot surprisingly compete with 

the most developed countries, Bangladesh is considered one of the leading countries 

amongst the Least Developed Countries.  

However, these studies are mostly based on data and public discourse regarding 

the national e-government. Bangladesh’s governance is divided in a number of levels; 

Division, divided into districts, divided into upazilas. Our literature search has not 

found any work that reports the state of affairs of the Bangladeshi districts or sub-

districts. There is very little research on evaluation of local e-government in general 

in the area. However, this work is, while valuable, not focused on e-governance per se, 

but rather on telecenters, rural use of ICT or other issues where the local e-government 

is part of the context but not the central topic. Bhuiyan [9] is a literature study on eGov 

in Bangladesh. But a lot of the literature is from other countries, whose claims are in-

ferred to Bangladesh, with context in mind. In particular it focuses on “two case studies 

namely the OPEN of Seoul Metropolitan Government in South Korea and the Gyan-

doot (purveyor of knowledge) Community Network in Madhya Pradesh in India, so as 

to identify any relevant lessons that could be learned from them in the context of Bang-

ladesh.” The study of Gyandoot is, although being from India, perhaps the case where 

we from literature can learn the most about local governance in Bangladesh. Bhuiyan 

describes qualitatively many features of Bangladeshi conditions for e-government, such 

as underlying civil laws, the current policy goals, organisational issues, and corruption. 

There more academic work in India published on this issue, which is probably the con-
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text that is most similar to Bangladesh, with their common legacy in British colonial 

rule, relatively similar culture (compared to e.g. Myanmar) and economic conditions. 

Yet there are enormous differences as well; political structure, India’s stronger ICT 

industry, Bangladesh’s NGO prevalence. And local governments have historically been 

very much subordinate to the central administration of Bangladesh [10]. But this just 

makes it interesting – will the centralisation allow for fast dissemination or to stifled, 

fossilised administrative practices? 

Naturally, Bangladesh has a political history of its own of the growth of its e-

governance. During the nineties and millennium, Bangladesh was not very pre-

occupied with ICT. But In 2002, the government started to focus and invest more 

heavily in ICT with “ICTs Policy 2002”. However, the programme had severe prob-

lems to meet the expectations. The digitalisation of Bangladesh got renewed energy 

with the Digital Bangladesh Vision 2021 (championed by the newly elected Awami 

league) in 2009. Leading bureaucrats, such as Nazrul Islam Khan use the rhetoric that 

ICT and ICT-mediated services can replace garments as Bangladesh’s largest export 

sector [11], which would indeed be radical. So while Awami league was not the first to 

focus on it, but they and the administration reinvigorated it, and were able to imple-

ment the initiatives with increasing success. Perhaps this was also helped by generally 

larger e-readiness, lower hardware costs and inflow of proven technologies and best 

practices from abroad. The flagship of Bangladeshi e-government has so far been the 

Web portal of Bangladesh (http://www.bangladesh.gov.bd). Here, a lot of information 

from the government can be found. But Bangladesh’s e-government is still largely 

static and one-sided [8]. However, we are interested in evaluating the local government 

sites of Bangladesh.  

The internet penetration in Bangladesh is about 23%, i.e. about 36 million people 

[12] out of 156 million (http://www.bbs.gov.bd/home.aspx). However, this can be mis-

leading. Many citizens act “by proxy”, telecenters, more capable relatives & friends, or 

even “info-ladies” (for the latter, see [13]) and utilise the e-government services. So 

while low levels of internet access and literacy is problematic, and proxy use brings 

additional problems of their own, the demographics should not lead us to the conclu-

sion that e-governance is a peripheral phenomenon. 

While Bangladesh’s governmental presence has certainly become more digitalised 

during the last decade, it is not only a question of ‘more’. Khan et al. [8] depict the de-

velopment of Bangladesh’s electronic government–citizen interaction as overshadowed 

by elitism, corruption, and the lack of accountability and transparency. They go on to 

say that “The way technology is shaped in such processes seems to reflect more gov-

ernment interests and even sponsors’ views than those of citizens, which will be a prob-

lem especially in those aspects of Web portal that are tailored to citizens” [8, 

p. 259].But are such tendencies equally prevalent at the local level? Nobody knows 

empirically.  

We see one aspect of the local government as particularly interesting. UNDP’s A2I 

programme, one of the main efforts to reach a “Digital Bangladesh” has concluded that 

in the first phase of it: 

“Monitoring and evaluation, has not been undertaken as a regular activity of the 

project management. Quantifiable, measureable and time-bound output and out-

come targets need to be included in the annual work plan of the programme and an 

M&E system needs to be instituted to support project management tasks to help 

demonstrate the impact of e-services on social/economic development.” 
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I.e. there is a need to monitor, and for formative as well as summative evaluation of 

Bangladesh’s new e-government [5, p. 18]. We concur with the evaluation, and our 

main contribution is to evaluate the present state of government, in line with this 

related work. 

E-government is very complex since it involves intricate relationships between 

technological, organisational, institutional and contextual variables [14]. These vari-

ables play an important role to determine the characteristics variables such as quality of 

user environment, electronic management, e-services etc. [2]. For example, the quality 

of e-government applications (personalization, usability, accessibility and so on) are 

related to a series of determinants such as institutional and organization frameworks, as 

well as on the technological infrastructure. High quality applications will produce ex-

pected results and benefits such as transparency and accountability, efficiency and ef-

fectiveness, citizen participation, effectiveness and program policy, and ultimately high 

quality of public service. The above variables can be grouped into three categories, 

namely Determinants (D), Characteristics (C) and Results (R); and they are complicat-

edly interrelated. Therefore, in order to capture the complexity of e-government, an 

evaluation model should be developed based on these three categories of variables [2]. 

This approach would allow the evaluators to perceive how the results are produced and 

to identify the contributing role of each variable in the overall evaluation of the e-

government in an integrated way. Other approaches [4,15–20] don’t allow such an 

evaluation. We consider that an overall evaluation establishes a measure of the useful-

ness of the system [21], who defines it as “Usefulness is the issue of whether the sys-

tem can be used to achieve some desired goal.” [ibid, p. 24]. Such an approach would 

allow the decision makers to develop an appropriate policy, enabling the enhancement 

of future e-government initiatives of a country. It is interesting to note that many of the 

variables that e-government literature deals with, and which we will delve more into 

below, cannot be measured with precision or with 100% certainty. The reason for this 

is that most of the variables are subjective in nature, for example, usability, which 

can�t be measured with 100% certainty. Hence, any approach to evaluate e-government 

should consider this uncertainty phenomenon.  

Since e-government evaluation is a problem that ultimately involves human 

judgement (e.g. of perceived quality or political trade-offs), purely algorithmic solu-

tions cannot be considered. The problem of this nature is often handled by developing 

an expert system. An expert system consists mainly of two important parts: The knowl-

edge-base and the inference engine. The next section will introduce the method to de-

velop the expert system, enabling the handling of uncertainty issues of the e-

government variables as discussed. A brief discussion on the data collection procedures 

will follow this. 

2.1. Evaluation Baseline 

We have considered 21 variables under the above mentioned categories i.e. Determi-

nants (D), Characteristics (C) and Results (R), drawing on [2]. The main determinants 

as identified in the literature consist of quality of the information and existing data to 

feed the systems (QoI), technological infrastructure and compatibility (TI), organisa-

tional and management characteristics (OC), existing legal and institutional framework 

(ELF) and potential demand (PD). The variables related to Characteristics component 

consists of quality of information available on web sites and in systems (QoI), privacy 
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(PRV), security (SEC), interaction (IR), integration (IG), personalization (PRS), acces-

sibility (ACC), usability (US) and services (SER). The main e-government result (R) 

variables as identified in the literature are the followings: statistics on systems usage 

(SU), quality of public services (QPS), efficiency and productivity (EP), effectiveness 

of programs and policies (EPP), transparency and accountability (TA), citizen partici-

pation (CP) and changes in the regulatory framework (CRF). These variables are in 

one way or another subjective in nature and hence inherit various types of 

uncertainties [22]. 

3. Method 

A Belief Rule Base (BRB) is a knowledge representation schema, which allows the 

capturing of various types of uncertain information. Evidential Reasoning (ER) is used 

as the inference methodology in the Belief Rule Based Expert System [23,24]. ER is 

mainly used to aggregate the rules in the BRB either in a recursive or analytical way. 

This approach is widely known as the RIMER methodology. A BRB can capture 

nonlinear causal relationships under uncertainty between antecedent attributes and the 

consequent, which is not possible in traditional IF-THEN rules. 

The Belief Rule Based System consists of its input, inference procedures and out-

put components. Inference procedures consist of input transformation, rule activation 

weight calculation, rule update mechanisms, followed by the aggregation of the rules of 

a BRB by using ER. This aggregation allows obtaining the distribution of belief de-

grees for the consequent (C) attribute for the given values of antecedent attributes (in-

put data) of a BRB (P
i 
). This aggregation allows the assessment of the main compo-

nents of e-government evaluation, consisting of determinants, characteristics and re-

sults individually by taking account of their associated antecedent attributes. Thus, the 

assessment of e-government can be achieved at the top level as well at the mid-level. 

The assessment of the components mentioned can be considered at the mid-level, while 

overall evaluation or usefulness of e-government at the top level. Such an approach 

would allow for the identification of the variables playing important role in improving 

or degrading the performance of an e-government project. The RIMER methodology 

has been employed to develop expert systems to evaluate e-governance. The details of 

the methodology to develop the expert system to assess e-government will be found 

at [22]. 

3.1. Data Collection Procedures 

A multi-staged stratified sampling technique has been employed in this research. The 

region of interest is divided into areas to ensure a precise sampling. For some surveys, 

there is always under-coverage, which contributes to the missing of persons from the 

sampling frame, which is a physical representation of all the elements in the population 

from which the sample is drawn [25]. To overcome this, the authors collected data 

from internal and external personnel or experts (people who are nominated by the 

Bangladesh government to execute the E-Government system with proper knowledge 

and training, considered as internal personnel while the people who are getting benefits 

or services from the E-Government System are called external personnel) through sur-

vey questionnaires which are quantitative in nature. This will also help to evaluate 
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whether BRBES (Belief Rule Based Expert System) can process data received from 

multiples stakeholders. Table 1 is the sample frame which was used for the internal 

personnel or experts.  

In this research, three dimensional data (determinants, characteristics and results) 

from 454 internal and external respondents have been collected for the analysis, which 

were good enough because sample size larger than 30 and less than 500 are appropriate 

for most research [26]. The external respondents are users of the e-government systems. 

4. Results 

In this section, we present the perception of e-government of the districts as evaluated 

by internal and external respondents. The evaluation is made with emphasis of the ag-

gregated perceptions into e-government usefulness.  

Our data are an extensive set of quantifications of the complex e-governance prac-

tice, which is daunting to interpret, whether you are a user, a manager, an e-government 

expert or some other stakeholder. The BRB-RIMER methodology allows for an aggre-

gation of the data. The above data is fed into the belief rule based expert system soft-

ware (BRBES) to obtain the aggregated assessment grade on the three components 

(Determinants, Characteristics and Results) and also to obtain the aggregated overall 

grade on the performance of the local e-government service.  

Here, we can see that e-governance is relatively evenly performing in Bangladesh. 

There is no large disparity between the determinants and the results. The values are 

also at a 0–1.0 scale, where 1.0 is the optimal value. The experts are inferred to rate the 

local e-government at a usefulness of 0.725. There is no objective translation of what 

that means qualitatively. There is not (yet) any comparative data for benchmarking 

(but we hope that further studies can provide that), but indicates that the e-governance 

is, for the experts, relatively satisfactorily. We will unpack that in the discussion sec-

tion. 

Does it make a difference with the BRBES software and its aggregating methodol-

ogy? For comparison, a crude average of the data is provided below. It can be seen 

that the overall usefulness of the system is significantly lower. The difference lies 

in the handling of uncertainties and ignorance, which is dealt with in the next sub-

section. 

 

 

Table 1. Sample Frame for Internal Experts/Personnel 

Categories Chittagong Division Population     Subjects/sample 

DC Chittagong, 

Cox’s Bazar, 

Bandarban 

11 3 

ADC 25 3 

Programmer of DC Office 11 3 

SP 11 3 

Programmer of SP Office 11 3 

CO: from 7 UP such as Cauchua, Garinga, 

Doddissar, HaliShahar, Madrasa, 

Rowshan Hat, Dholessari 

Patiya (sub district 

of Chittagong) 

80 7 

Total  149 22 

DC: Deputy Commissioner, ADC: Additional Deputy Commissioner, SP: Superintendent of Police, UP: 

Union Parishad (administrative unit under police station), CO: Computer Operator 
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Table 2. Aggregated grading of the local e-government 

Method   Determinants   Characteristics         Results  Overall E-government 

BRBES 0.690 

CI (0.408–0.804 

0.629 

CI (0.450–0.824) 

0.750 

CI (0.432–0.790) 

      0.725 

      CI (0.501–0.86) 

Table 3. Aggregated grading of the local e-government without RIMER methodology 

Method   Determinants   Characteristics         Results         Overall 

LRF 0.515) 

CI (0.378–0.645 

0.559 

CI (0.397–0.693) 

0.5625 

CI (0.320–������ 

   0.535 

   CI (0.368–0.612) 

4.1. Variance Between Respondents 

While the internal experts qualify all variables, the external users are ignorant (in the 

sense that they do not feel that they can rate many variables) regarding many variables. 

There are 8 variables (such as Technological infrastructure, and organisational infra-

structure) that get consequently ignored. The users differ from the experts in many as-

pects on issues that they do rate, but what we are concerned with here is to report the 

aggregation, i.e. the usefulness.  

The three districts of Bangladesh are quite different, one metropolitan, one rural 

and with indigenous people, and a third in a coastal area with quite different industry 

(tourism, fishing, etc.). However, the results are relatively homogeneous (Variance in 

usefulness). 

The internal experts rate the usefulness of the e-government system similarly tothe 

experts. We will limit ourselves here to the Chittagong district. The experts rate it as 

0.51, whereas the users score it as 0.47. 

5. Discussion 

The overall score of the usefulness of local Bangladesh e-government is 0.725. The 

common sense interpretation of that would be “rather good”, with place for small im-

provements, to achieve the most useful e-government imaginable. Now, with Bangla-

desh not being one of the recognized world-leaders of e-governments, and with func-

tionality that is rudimental as compared other countries, that is quite surprising. Bang-

ladesh has many determinant factors that limit its performance; e.g. electricity, illiter-

acy, and a relatively short history of digitalisation of government (where “child dis-

eases” are reasonable to occur). Can the result be interpreted as “with the constraints 

given, Bangladesh is doing fine”? No, such reasoning should be indicated by low de-

terminants and high characteristics and results. Rather, it indicates that the experts do 

not take foreign e-government as their “benchmark”. Instead, they compare the e-

government with other national phenomena. Speculatively, it may be corporate IT. Fur-

thermore, they may take a historical perspective. The state of e-government may have 

its flaws, but it may be perceived as a huge improvement with the state of information 

some years ago. Another possible explanation is that they are simply unknowing of the 

possibilities of e-government, and the shortcomings of the systems (caused not by lack 

of skills, but of immaturity and infrastructure). A third explanation is that Bangladeshi 

local e-government professionals are self-complacent and settle low, but we want to 

emphasize that we have insufficient data for such accusations – rather it illustrates that 
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there is a need for qualitative studies which can rule out such suspicions. Finally, we 

would like to remind the readers that earlier work in expert systems [22] seem to indi-

cate that aggregating the perceptions by BRBES gives a more accurate picture than 

simply calculating the averages – that is a contribution of this paper.  

The aggregated value (0.725) shows the usefulness. The question is: usefulness for 

whom? The e-government professionals are supposedly in the service of the people and 

the upazila, and hence evaluate the performance of the system as a combination of 

serving partly opposing interests. It measures the usefulness in the win-win situations 

between stakeholders of e-government. 

This study has several limitations: We do not currently have historical data that al-

lows longitudinal comparison of the tendencies. There is no qualitative data that com-

plement the results. The external survey data are not drawn from a random sample 

(something which is very hard to do in Bangladesh).  

6. Conclusion 

The usefulness score has been found to be 0.725 out of 1.0 in the three sub-districts. 

What are the generalisation possibilities, given the limitations of the study? The results 

are possibly skewed in various ways. Still, they have a degree of verisimilitude [27] 

due to the methodology, and since there, as our reporting of existing literature shows, is 

very little empirical literature on local government level, our reporting is a substantial 

contribution compared to the present alternative that we are left to in Bangladesh – 

individual subjective judgement and what is stated in mass media. Therefore, we con-

clude that the present perception of local e-government is relatively good in Bangla-

desh – the exact reasons for this still lay open to interpretation.  

6.1. Further Research 

As mentioned, we have reported the overall score of the usefulness of local Bangladesh 

e-government is 0.725. We feel that it is an important first step for generating a base-

line to which further research can compare itself. It would also be interesting with some 

comparative research between nations, where citizens from one nation could appreciate 

the services provided in the other nation.  
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Abstract. Over time public sector organisations in the UK have invested heavily 

on ICT projects to transform their services. During the last couple of years, Social 

Media applications have been used by the public sector as a complementary tool to 

make services more effective and transparent. In this context, the implementations 

of ICT projects have followed private sector business models and principles. Yet 

research shows that many ICT enabled initiatives have failed to deliver the desired 

outcomes for public sector organisations. While the evaluation of ICT projects in 

the last two decades have been primarily based on quantitative measures that fo-

cused on economic and technical outputs, recent studies have emerged that high-

lights the significance of creating public value through ICT projects. In this respect, 

social media applications can play a significant role. The aim of this study is to use 

public value framework as a lens to understand the impact of Social Media appli-

cations in generating public value when used in a local government context. 

Keywords. Public value, social media public sector, new public management 

(NPM), services introduction 

Introduction 

In the last three decades, the UK Government has implemented several initiatives to 

transform the management and service delivery capabilities of their public administra-

tion. These initiatives have been based on structural reforms, efficiency, control, coor-

dination, performance management and managerial leadership [6]. Interestingly, ICT in 

general and electronic government (e-government) in particular was introduced in the 

late 1990s as a tool to improve the range and quality of public services offered to citi-

zens and businesses and to make governments more efficient, effective, transparent and 

accountable [18]. Thus, e-government has increasingly become an integral part of 

transformation efforts in the public sector. Weerakkody et al. [42] define the e-

government influenced transformation of public sector organisations as the “transfor-

mation of government operations, internal and external processes, structures and cul-

ture to enable the realisation of citizen-centric services that are transparent, cost effec-

tive and efficient” (p. 321). More recently, Social media has been used as a new chan-

nel for delivering public services that aid citizen engagement and participation. Gov-

ernment organisations have used social media applications and benefited from greater 

transparency and accountability, improved accessibility of public services, improved 
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efficiency in public sector, improved quality and effectiveness of public services and 

empowered citizens [21]. Such use of social media to transform public services are 

characterised by some as ‘public sector behaving similar to the private sector’. A num-

ber of studies have highlighted that government organisations use new public manage-

ment paradigms as a strategy to implement their online service delivery projects 

[19,20,34,35]. Social media is linked with the replacement of new public management 

(NPM) governance paradigm to digital era governance (DEG) that enables participation, 

transparency, collaboration, crowd sourcing and sharing of information within govern-

ment organisations and across government organisations [14]. Kelly et al., [23] out-

lined that in the 1980s and 1990s government policies underpinned by NPM were eval-

uated through financial practices used by private sector businesses and ignored other 

outcomes that are hard to measure in quantitative terms. Therefore, the literature indi-

cates that evaluation of social media use in the public sector should focus on achieving 

desired outcomes rather than narrowly focusing on cost efficiency. The aim of this 

study is to use public value framework as a lens to understand the impact of Social 

Media applications in generating public value when used in a local government context. 

In line with the aim, this study will investigate the research question of how is public 

value achieved through the use of social media applications for local government au-

thorities? In order to explore the research aim and research question, this paper is struc-

tured as follows: the next section will describe the evolution of ICT in Public Sector; 

then it will define social media within the context of government organizations; there-

after it will critically explain public value theory followed by the description of a case 

study and finally providing a discussion and conclusion for the study. 

1. The Evolution of ICT in the UK Public Sector 

Over the last three decades there were several major efforts to transform the organisa-

tions and management of central government in the UK [26]. The management of pub-

lic sector has been the centre of reforming attention at all times, however the pace ac-

celerated in 1980’s [3,16]. The UK government promised a reduction of waste and bu-

reaucracy in government during this period [7,8,33,38]. In addition, the government 

favoured a more ‘business like’ approach and emphasised on the three principles of 

efficiency, effectiveness and economy [39]. Alongside these initiatives, in 1980’s the 

UK government further used ICT as a vehicle to transform government organisations 

[14]. ICT was used to shift the public organisations from traditional hierarchical bu-

reaucracy to a more dynamic customer focussed networks that provided better public 

services. A good example of an information technology project in the 1980s is the in-

stallation of 35000 computer terminals in all social security departments where 18 mil-

lion benefit enquiries a year were handled [38]. The development of ICT emphasised 

on making the public sector more efficient, competitive, decentralised and accountable 

[14,19]. A large number of studies highlighted this trend as NPM paradigm and the UK 

government used it as a strategy to implement its ICT projects [19,20,34,35]. 

In the late 1990’s another major set of reforms was launched under the title of 

‘Modernising Government Initiative’ by the newly elected labour government at that 

time in the UK [15]. This initiative intended to be a key element in the UK public sec-

tor and meant to bring a ‘step change’ in the functioning of civil services rather than a 

continuous improvement [5]. The main aim of modernising government was to make 

public services more joined up, provide high quality and efficient services and design 
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services upon the needs of service users and not providers. The Modernising Govern-

ment Initiative aimed to use ICT as its core for transformation; therefore the govern-

ment developed a number of ICT strategies to improve public services labelled as e-

government strategic framework, Transformational government strategy and Govern-

ment ICT Strategy. The ICT alterations that occurred in the late 1980’s had very lim-

ited transformative impact, yet the more recent period with development in the Internet 

had great implications on public services. In the current period, ICT is used to provide 

electronic services that publish information and enable citizens to freely interact and 

transact with government organisations. Furthermore, ICT is used to transform public 

services through facilitating collaboration and participation of different stakeholders 

[14]. For example, the merger of employment service and welfare benefits operations 

in the UK’s Department of Work and Pensions and the integration of Inland Revenue 

and HM Customs and Excise into a single national tax agency hugely rested on exten-

sive IT integration programs [14]. The public administration literature identified this 

new trend of reforms as joined-up government, whole of government, collaborative 

governance, new public governance, public value management and digital era govern-

ance [6,14,32,37]. These paradigms demonstrate the emergence of a new form of net-

work governance and government organisations use ICT to support participation be-

tween the networks. In recent years, social media platforms are used as a participation 

tool to support the new networked forms of organisations. The benefits of social media 

application for government organisations include greater transparency and accountabil-

ity of public sector, improving accessibility of public services, improving efficiency in 

public sector, improving quality and effectiveness of public services, supporting new 

models of governance, empowering citizens and bridging the digital divide [21,44,45]. 

In particular, local councils are using social media as a way to engage and communi-

cate with huge number of residents at a local level that was previously not possible. 

Furthermore, other benefits of social media applications for local councils include, cost 

savings, boosting democratic engagement and increasing staff collaboration and com-

munication [45,46]. 

2. Social Media in the Public Sector 

Social media refers to a set of online tools that provide platforms to create online com-

munities to connect people and share information. Social media tools include Blogs, 

Wikis, Facebook, Twitter, LinkedIn, Four-Square, YouTube or Flickr and many more. 

Social media tools are designed to promote and to facilitate the sharing and diffusion of 

information through social linking and interactions among people [31]. Davis and 

Mintz [13] have distinguished social media applications into four characteristics. The 

first characteristic is user-generated social content where it enables site visitors to sub-

mit contents that others can access. The second characteristic is social networking 

where it allows users of social media to join together in online groups and relation-

ships, which also enable users to see identity related information about the people to 

whom they are connected. The third characteristic is collaboration that allows users to 

engage in conversations, co-creation of content, collaborative filtering, and collective 

action. The fourth characteristic is cross platform data sharing which allow users to 

share content through transferring data across sites. Furthermore, social media can be 

also categorised into internal based and external based applications in a government 

context [9]. The internal based applications could include internal blogs, wikis, video 
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webcasts and other applications that are maintained and controlled by government or-

ganisations [44]. On the other hand, external based social media applications could 

include Twitter, Facebook, Blogspot, YouTube and other channels that are handled by 

third part organisations which government organisations have no control but are lever-

aged to engage with the citizens. In case of Governments, these social media applica-

tions are creating architecture of participation which enable users not only to be passive 

consumers of content and services but also active contributors and designers in their 

own right. The public sector agencies that use social media application often experi-

ence a high level of participation with citizen [36]. Moreover, social media platforms 

are used for cross agency co-operation within public sector, for example, Doc-

tors.net.uk is an online community for doctors and medical [21]. The use of social me-

dia in government organisations have demonstrated or claimed concrete efficiency sav-

ings through encouraging users to shift to cheaper channels and increasing staff 

productivity [44]. Therefore, social media has a huge impact on public services and 

exploits connections between users, thus provide multiple opportunities to create added 

value to services [21]. 

Social media is also linked with the replacement of new public management (NPM) 

governance paradigm to digital era governance (DEG) that enables participation, trans-

parency, collaboration, crowd sourcing and sharing information within government 

organisations and across government organisations [14]. This new form of digital era 

governance highlights that the end result of using social media applications should be 

to achieve public value. However, scholars such as Kelly et al., [23], Cordella and Bon-

ina [11] and Sivarajah et al. [44] argue that government organisations are currently 

imitating private sector techniques in evaluating social media applications and mainly 

focusing on private values. In this respect, public sector should not imitate private sec-

tor in search for public value, instead public managers should be given the task of de-

fining public value in the context of public sector and should reposition their organisa-

tions to create that value [29]. Similarly, governing is not the same as buying and sell-

ing goods in a market economy, thus defining public value from private sector experi-

ences may not be appropriate in the public sector [37]. Moreover, government organi-

sations are evaluating social media on the concept of cost efficiency and measuring 

media results or outputs [11,17]. For example, the amount of fans or visitors in an or-

ganisation’s social media site will not generate any benefit if it is not creating public 

value. Thus, this form of evaluation ignores other set of outcomes desired by the public 

[11,22,23]. This study will develop a public value framework and use it as a lens to 

describe the impact of social media applications in the UK public sector.  

3. Public Value Theory 

The concept of public value theory was first introduced by Moore in the US [29]. Since 

its emergence public value theory has grown interest among both academics and practi-

tioners. Moore’s value theory proposed a strategic triangle which posits that a strategy 

for a public sector organisation must meet three broad tests. First, it must be aimed at 

creating something significantly valuable, secondly it must be legitimate and politically 

sustainable, and thirdly it must be operationally and administratively feasible [2]. In the 

UK, the concept of public value theory was first introduced in a cabinet office report 

[23]. The cabinet office report observed that public value can be outlined in three broad 

dimensions; services, outcomes and trust or legitimacy. Furthermore, Stoker [37] pro-
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posed public value as a new public governance paradigm and outlined four new propo-

sitions to guide public managers in generating public value. However, the propositions 

are normative and are not tested empirically in real life. O’Flynn [30] further argued 

that public value management tends to focus towards one best way orientation and is 

unclear about the level of the public sector to which it applies. Moreover, Alford and 

Hughes [1] suggested that public managers should not use a universally fit model for 

delivering public value; rather they should use an approach that focuses on what is 

most appropriate on the particular circumstance. 

Moore’s Public value framework is criticised for giving far too much responsibility 

to managers and demands insufficient accountability from them [43]. Moreover, Alford 

and O’Flynn [2] critique public value by questioning whether it is an empirically de-

rived theory or normative prescription. Benington [4] developed an alternative public 

value framework and defined it in term of ecological, political, economic, social and 

culture aspects of value. Coats and Passmore [10] modified the public value strategic 

triangle into a new triangle consisting of three elements of authorise, create and meas-

ure. A study highlighted that Moore’s public value framework is further developed as a 

public management paradigm, rhetoric, narrative and performance [2]. A recent study 

thoroughly observed public value theory literature and found out that there is lack of 

empirical investigations either of its normative propositions or its value as a framework 

for understanding public management practices [43]. Furthermore, there is no specific 

definition of the term public value and it offers no theoretical propositions to test or 

provide guidance on how to empirically test the term [28]. 

However, there are a number of studies that empirically tested the propositions of 

public value. Two studies used public value framework of services, outcome and trust 

as an analytical framework and empirically tested it to understand executive adoption 

of result based management within Canadian federal government [40,41]. Furthermore, 

Grimsley and Meehan [17] developed an evaluative design framework for electronic 

services based on public value framework and empirically validated the framework 

hypothesis on two case studies in UK. Similarly, Kearns [22] developed an analytical 

framework based on public value framework (services, outcome and trust) to evaluate 

the impact of electronic services. In a nutshell, it is observed from these few empirical 

studies that public value can be tested in term of services, outcomes and trust and can 

be used as a lens to examine different concepts. As illustrated in Fig. 1, this study will 

further develop public value literature and use it as a lens to understand the impact of 

Social Media applications in generating public value when used in a local government 

context. 

The value created by service for users are very similar to the benefits attained from 

purchasing services from private sector. Services value can be achieved through cost 

effective provision of high quality services [23]. Kearns [22] highlighted five underly-

ing factors that influence the perception of high quality services. These are service 

availability, satisfaction of services, importance of services offered, fairness of service 

provision and cost. Moreover, Kelly et al., [23] observed that user satisfaction is an 

important determinant of creating value in services and user satisfaction is formed by 

implying factors including: customer service, information, choice and use of services. 

In addition, Grimsley and Meehan [17] found that satisfaction has great impact on cre-

ating service value. It is evident from these studies that citizen satisfaction plays a huge 

role in maintaining value through services. The second component of public value 

identified by Kelly et al. [23], is the achievement of the desired outcomes or end results 

from public services. The value of outcomes is experienced individually by a user who 
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is directly using the services and collectively by citizens as a community who have 

never personally used the services directly [17]. The public expect better outcomes 

from government in areas such as peace and security, poverty reduction, public health, 

high employment, low crime rates, clean streets, an improved environment and better 

educational achievements. These outcomes may overlap with services; however, ser-

vices and outcomes are clearly different and should be managed separately by public 

managers [23]. The third component of public value is trust and it is highly valued by 

the public. Public managers should maintain a high level of trust between citizens and 

government as it is the heart of relationship between them [22]. For example, if the 

level of trust in public organisations increases over time, then citizens are most likely to 

accept government actions. A failure of trust will effectively destroy public value even 

if improved services or outcome targets are met [23]. Trust in government can be de-

termined in three main ways; firstly the way politicians behave and public organisa-

tions behave, secondly the way government manages its economy and deliver services, 

thirdly the general level of social trust and trust in public organisations. 

4. Research Design 

The philosophy of research adapted for this study draws on the suggestions of Yin [47], 

and follow an interpretive, qualitative approach. In this respect, the research approach 

combined the review and synthesis of literature with a secondary analysis of a social 

media initiative case in the UK. Firstly, due to the emerging nature of the field of re-

search, a comprehensive and broad literature review was needed to investigate the phe-

nomenon of social media and public value theory. This literature review enabled to 

scope the defined area of research and identify the void in literature and issues sur-

rounding public value theory as a concept. Then, the case analysis helped determine the 

role of social media in creating public value. The revelatory case of Love clean street 

initiative was adopted for this research as the use of social media in public sector espe-

cially local government is only an emerging phenomenon. Furthermore, single case 

study is adopted as it is ideal for revelatory cases where an observer may have access to 

a phenomenon that was previously inaccessible [47]. 

 

Figure 1. Public Value of Social Media. 
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5. Case Study: The ‘Love Clean Streets’ Initiative 

The London Borough of Lewisham (LBL) has for many years been at the forefront of 

using ICT and Internet or mobile based applications for engaging with citizens for a 

range of local community and neighbourhood issues. Using social and mobile media, 

citizens can interact with the council to report antisocial behaviour such as fly tipping, 

graffiti and hate crimes as well as other concerns that may affect neighbourhood safety 

and wellbeing such as animal fouling, dead animals, empty properties etc. LBL intensi-

fied their efforts to use social media and related applications particularly in the two 

years leading up to the London Olympics in 2012 with a ‘Love Clean Streets’ initiative, 

from January 2010 to January 2012. The objective of the ‘Love Clean Streets’ initiative 

was for LBL to become a social-networking hub for London and help deliver an envi-

ronment that reflects London as a world class city for the 2012 Olympics and beyond. 

By doing so, LBL was aiming to empower residents, council staff, local businesses, 

NGOs and politicians to engage in their local environment by uploading photos and 

other information via smart phones or other devices and to participate in debates with 

peers and civil servants in relation to keeping London’s streets clean. Through the use 

of ICT, social and mobile media, LBL intended to provide a robust way for local au-

thorities to process information relating to local streets and deal with it on a real time 

basis, while at the same time keeping the public informed of progress. This was facili-

tated through links with and sharing existing data through a public Application Pro-

gramming Interface (API). 

From a public value perspective, in pure financial terms, the council has made sig-

nificant savings as a service provider and the citizens have seen an increase in the way 

services are delivered and local community issues are dealt with. The reported invest-

ment in the ‘Love Clean Streets’ initiative is around £200,000. This compares with 

benefits recorded so far of: 87% reduction in time taken to process a case; 70% reduc-

tion in report handling costs (telephone handling per case costs on average £5.10, com-

pared to £4.10 for web forum and smart mobile with photo £1.50); 21% reduction in 

environmental casework; 30% increase in resident satisfaction; more than fourfold de-

crease of land at unacceptable standard; 73% reduction in graffiti; graffiti removal time 

reduced from average of 2.78 days to less than 0.5 days; fly-tip removal time reduced 

from average of 2.5 days to less than 1.0 day; elimination in staff overtime to collect 

missing rubbish bins from £300,000 in 2006 to £0 today; saving of £17,500 by replac-

ing physical inspection with mobile application; and increased trade waste income of 

£20,000, etc. [12,24,25,27]. 

In addition to the financial benefits and improvements to services, LBL has signif-

icantly increased citizens’ engagement with the policy making processes at the council. 

For instance using a number of methods, including email and twitter citizens are able to 

consult local council members with their suggestions or questions/problems that need 

addressing. Key issues raised by citizens during such consultations are made available 

through the council public forums so that citizens can track the progress. In terms of 

social media, citizens have the opportunity to follow the council using Twitter and as of 

10 April 2014, LBL had 3968 tweets and more than 10,000 followers. In addition, the 

council’s Facebook site is liked by more than 1000 users and offers an open platform 

for local citizens and other stakeholders such as local businesses and NGOs to engage 

with council workers. A review of the Facebook site for LBL indicates that a wide 

range of issues are discussed and opined upon covering themes from welfare, social 

benefits, housing, childcare and schooling to environment and planning and socially 

M.W. Osmani et al. / The Public Value of Social Media in the UK Public Sector282



innovation through community participation in car sharing to providing shelter for the 

homeless. 

6. Discussion 

Public Value theory has emerged within the public policymaking debate where it en-

courages public participation and engagement. Social media tools are used by govern-

ment organisations to create public value through engaging citizens. A review of litera-

ture suggests that public value generated through any government initiative should be 

evaluated in term of services, outcomes and trust. The Love Clean Streets Initiative by 

the London Borough of Lewisham used social media tools to engage citizen within 

their local council. The love clean streets initiative has created service value through 

citizen satisfaction. Citizens are satisfied as it has provided them a choice of reporting 

environmental crime by using mobile phones and through social media tools or via the 

council website [24]. As a result, it makes it easier for citizens to report issues that af-

fect them and freely interact with their local council using any method which is con-

venient for each individual user. Furthermore, the clean street initiative ensures that 

council residents are satisfied by improving customer services. While previously the 

council took three days to remove graffiti, now it takes less than a day after a report is 

filled through any of the different methods [25]. These figures indicate that since 2005 

the clean-up rate has significantly improved by 87 per cent and the proportion of resi-

dents rating the street cleaning service as ‘good’ or ‘excellent’ has increased by 18 per 

cent [25]. Therefore, it is evident that public value is created through providing effi-

cient and effective customer services. 

The love clean streets initiative has also created value through achieving the de-

sired outcomes of the citizen within their local council. It has provided better outcomes 

in term of reducing the level of crime in the community, improving public health by 

reducing the risk of public ill health through keeping the environment clean, improving 

peace and security through citizens’ involvement in reporting any suspicious act in the 

neighbourhood and improving the environment of the local community as whole 

[12,24,27]. The love clean street initiative has reduced the number of environmental 

crimes, for example the council is preventing those committing graffiti in advance be-

fore it happens. The figures indicate that graffiti in the council of Lewisham fell by 73 

per cent from 2006 to 2010 [25]. The Love Clean Street enables two-way interaction 

with the service and citizens can report local environmental degradation and the council 

then provides information on how it has responded on each individual report. In this 

respect, citizens can monitor progress of any issues and in return it increases the level 

of citizens’ trust in their local council [12]. The amount of reports made via love clean 

street initiative has increased from 1,140 in 2003 to over 6,500 in 2007 [25]. Further-

more, the increase in citizen’s satisfaction and the achievement of desired outcomes has 

no doubt contributed to improving trust [17,23]. In a nutshell, the London Borough of 

Lewisham has used social and mobile media in the case of love clean streets initiative 

and in return it has helped the council to generate value through achieving better ser-

vices, outcomes and trust. Table 1 highlights how public value is generated through the 

use of social media initiative by a local government authority in the UK. 

The table below presents the key drivers for the use of social media by the council 

and the creation of public value for the users of this initiative in terms of services, out-

comes and trust. Thus, highlighting the need for such social media initiatives to create 
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public value for users and if the use of these modern technologies are to be effective 

among the citizens and help enhance the services offered by public authorities. 

7. Conclusions 

This research has investigated the evolution of ICT in the UK public sector through a 

comprehensive literature review and secondary sources. It found a radical shift in the 

delivery of public services in the UK during the past three decades. In addition, most of 

the UK public sector transformation efforts in recent years have been enabled though 

the use of ICT and in particular online and mobile services. The paper highlights the 

use of social media within a local government context in UK’s Public sector and the 

benefits obtained thereby. Moreover, this paper has argued that the public sector has 

been evaluating its ICT projects through using outdated private sector principles which 

focus on cost efficiency and ignoring other important outcomes desired by the public. 

Therefore, a public value lens was used to overcome this limitation and validated 

through a secondary case study of “Love Clean Streets” social media initiative by the 

Lewisham Council in the UK. This study found that the use of social media applica-

tions within the local council has helped in creating public value in terms of services, 

outcomes and trust. Theoretically, this paper has contributed to the field of public value 

Table 1. Public Value of Social Media: Case Study Analysis 

Case Study Analysis: 

The ‘Love Clean Streets’ Initiative by The London Borough of Lewisham (LBL) 

Drivers for using 

Social Media 

Public Value 

Services Outcomes Trust 

– Better citizen 

engagement 

(two-way inter-

action) 

– Improve citizen 

satisfaction 

– Speed of Dis-

semination 

– Allow for 

greater trans-

parency 

– Enhance Trust 

between citi-

zens and public 

authority 

The initiative adds value 

to the services offered by 

the council through the 

result of citizen satisfac-

tion achieved by provid-

ing efficient and effec-

tive customer services 

through its social media 

platforms. For instance, 

the clean street initiative 

ensures that the citizens 

are satisfied as it pro-

vides them a choice of 

reporting environmental 

crime by using mobile 

phones and through so-

cial media tools or via the 

council website.  

The outcome value of 

the initiative is the 

achievement of social 

and economic benefits 

for both the community 

and the council in the 

long run. The initiative 

allows for better out-

comes by enabling citi-

zen participation in re-

porting issues through 

Twitter and Facebook 

thereby reducing the lev-

el of crime in the com-

munity, improving pub-

lic health by reducing 

the risk of public ill 

health through keeping 

the environment clean, 

improving peace and 

security through citi-

zens’ involvement in 

reporting any suspicious 

act in the neighborhood 

and improving the envi-

ronment of the local 

community as whole. 

The citizen perception of 

trust in government au-

thorities is likely to in-

crease as a result of the 

availability of this initia-

tive and allowing two-

way interaction between 

citizens and the council 

and thereby improving 

transparency. For in-

stance, allowing citizens 

to report local environ-

mental degradation and 

the council then provi-

ding information on how 

it has responded on each 

individual helps increase 

citizen satisfaction and 

the achievement of their 

desired outcomes contri-

butes to improving trust. 
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theory and social media applications by developing a theoretical lens for evaluating the 

impact of social media on value creation. From a practical perspective, this paper offers 

policy makers a high-level reference to understand how social media applications can 

generate value for citizens. The findings and discussion presented in this study need to 

be interpreted with the limitation in mind that the results emerged from one initiative in 

a large council in the UK which was obtained through secondary research. Therefore, 

any attempts to generalise these findings should be made with caution and preferably 

after more research is done to empirically explore the results. In this respect, future 

research is planned to empirical investigate the public value of social media application 

using several empirical case studies. 
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User Experience as a Personalized 

Evaluation of an Online Information 

System 

Margit SCHOLL 

University of Applied Sciences Wildau, Hochschulring 1, 15745 Wildau, Germany 

Abstract. While online information systems and platforms are being increasingly 

used, user expectations or the specific demands that come out of the usage context 

have received scant attention in previous developments. Therefore a finely struc-

tured, analytical instrument for evaluating information artefacts with specific em-

phasis on actors and usage was implemented in the Moodle learning platform for 

Moodle course room evaluation and tested with different student groups. Some 

surprising results came out of the discussion between the instructor and students. 

Moreover, this instrument, TEDS*MOODLE, can be scaled and flexibly customiz-

ed and thus also integrated into existing e-government services and administrative 

networks. 

Keywords. User experience, information systems, learning systems, information 

artefacts, Moodle course room evaluation 

Introduction 

User experience is a concept that covers the total effect of all the elements of an IT 

system on the user. As Eilermann has made clear [1], the range of interactive possibili-

ties can be extremely diverse. Technical factors at the information system (IS) end are 

also crucial, while the user expectations or the specific demands that come out of the 

usage context have received scant attention in previous developments. In order to in-

crease acceptance of online information systems in general and Moodle learning plat-

forms with services in particular – which can be seen as “information artefacts” (IA) – 

the TEDS framework [2] was implemented into our Moodle system. The methodologi-

cal background, including our original research questions, is outlined in [3]. The devel-

oped TEDS*MOODLE application activity was fully operational in the winter semes-

ter 2013–14, complete with didactical and technical support. It was in place in various 

courses with forty students from the Administration and Law department tested: it was 

tested for both the Moodle course rooms and two online learning courses, in student 

projects and supplemented by opinion papers submitted by the students. The student 

evaluations both of the Moodle course rooms and the online learning courses with the 

TEDS*MOODLE activity were, however, voluntary and, as a result, had varied par-

ticipation rates. In this paper the results of three Moodle course room evaluations are 

summarized. 

Based on the TEDS framework policy of discussing the assessment results with the 

users as evaluators [2,3], we were able to make improvements to our application activ-
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ity. More importantly, these empirical results show how individual informational offer-

ings can be evaluated in a user-oriented fashion and duly enhanced. Our specific re-

search questions (RQ) in this part of the project are as follows: 

RQ#1 Is the implemented application TEDS*MOODLE self-describable and easy 

to use for course room evaluation? 

RQ#2 Are the categories and criteria of the evaluation for users (voters) suffi-

ciently understandable and differentiable? 

RQ#3 What didactic and technical support is necessary to establish TEDS* 

MOODLE as a continuously usable evaluation method? 

In Chapter 1 the literature background for the TEDS framework and the implemen-

tation of TEDS*MOODLE is shown. Chapter 2 deals with the evaluated Moodle 

course rooms and their results. Their individual results are summarized in Chapter 3 

and in Chapter 4 an outlook for continued use of this delicate evaluation tool is given. 

At the same time concrete suggestions might be made on ways to improve e-

Government services. These refinements are made possible through the inclusion of 

members of the public and their interaction with electronic systems. So, at the end of 

the paper, an outline answer will be offered to the question of how, in a similar way to 

the students of Administration and Law, citizens can become active co-designers in this 

kind of service provision and experience the transparency and comprehensibility they 

require when using IS. In turn, this helps fulfil the essential requirements of teaching 

and learning, which are today also associated with the area of e-Government and in 

particular with electronic service provision in administrative networks [4]. 

1. Literature Review and the Background of TEDS*MOODLE 

While online information systems and platforms are being increasingly used in learning 

processes within a wide range of disciplines, this increase has often not been actively 

matched, in and of itself, by user acceptance, participation, collaboration, and co-design. 

The development is often generally done “for” and not “with” the user. The acceptance 

and use intensity of new media, which were originally strongly driven by technology, 

are now being increasingly explored with a view to advancing the action-oriented and 

self-directed learning of users [5]. Didactic scenarios and gender-sensitive didactic 

approaches are becoming increasingly important [6–9], and social media also play an 

innovative part in e-Government [10]. However, despite the fact that there are first 

methodological approaches to evaluate Open Government Data Infrastructure [11], 

there have been few approaches to an understanding of what values can be generated 

[12,13]. Our focus here is on the various needs of the users, particularly when it comes 

to the question of their motivation in grappling with information and learning systems 

(see also [4]). From this perspective, technical systems and learning platforms are also 

turned into sensitive instruments of intentional social intervention (cf. [14,15]). 

This is where the original TEDS framework [2] comes in, which was published in 

2011 and based on Taylor’s [16,17] criteria for evaluating human needs when dealing 

with IT. The TEDS framework has developed these criteria further on, presenting a 

finely structured, analytical instrument for evaluating information artefacts with spe-

cific emphasis on actors and usage. The TEDS framework approach is amenable to any 

kind of “information artefact”, be it a book, newspaper, TV ad, website, document, or 

an information system in its entirety. The TEDS framework has been used to evaluate 
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the websites of professional sports teams (cf. [18,19]). It can also be used in the analy-

sis of social media and mobile information artefacts [20]. 

In our case the TEDS framework was integrated and electronically implemented 

into our Moodle learning platform in a purpose-customized way as a Moodle “activity” 

[3]. For this specific integration we use 33 criteria from the original 40 evaluation crite-

ria, however the implementation is flexible and could be changed if necessary. We call 

our solution TEDS*MOODLE, which is so far the only one of its kind and is intended 

to be used firstly for course site evaluation and content evaluation, however, one is free 

to choose another object of investigation. The TEDS*MOODLE integration concept 

and interfaces are shown in [3]. Particular care is needed in the integration of the TEDS 

framework in the Moodle learning platform in order to give future users (evaluators) 

access to the methodology and the used categories that is simple and self-explanatory. 

For this purpose concrete user questions have been developed for each criterion (see 

Fig. 1 in English; see [21] for German) and, with their help we hoped, users can easily 

understand the fine sense of the TEDS*MOODLE evaluation. Moreover, multilingual 

capabilities are implemented for future target groups in order to make the process more 

comprehensible. In this initial implementation, the languages German, English, and 

Spanish were chosen. 

Like the TEDS framework, the TEDS*MOODLE integration that we have derived 

from it is not limited to the academic sector and should be viewed simply as a prelimi-

nary area of concrete application. Elsewhere [3,21], we go into the demands and chal-

lenges associated with the integration of the TEDS framework into the MOODLE 

learning platform and demonstrate our integration solution as a concrete contribution to 

the further development of applications. Here results of the evaluations of three Moodle 

course rooms are presented. 

2. Application of the Methodology: Case Studies and Results 

A course with forty students from the Administration and Law department (first semes-

ter) were informed about the methodology of the TEDS framework. Like the original 

TEDS framework [2], TEDS*MOODLE contains the following steps, which then build 

on one another: 

• The identification of “personae” with their concrete wishes, needs, values, and 

belief systems. Personae describe groups of actors operating within same con-

texts and information environments and having similar requirements. 

• The identification of specific scenarios and their utilization as hypothetical ar-

chetypes of contextualized human activity. 

• The evaluation of an IA in accordance with the six main categories and thirty-

three sub-categories, which need to be largely self-explanatory for those tak-

ing part in the evaluations. 

• Discussion of the results and the drawing up of detailed recommendations for 

improving the design of the IA being tested. 

According to the TEDS framework, the first step is to determine what should be 

evaluated as an IA. Another key step is to find a reference IA, an “anchor”, that can be 

used as a basis for meaningful comparison in the actual assessment and as a means 

to “practice” the evaluations. The anchor could be the website of another equivalent 
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Figure 1. The evaluation acticity TEDS*MOODLE of the Moodle learning platform at the University of 

Applied Sciences (UAS) Wildau. 
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learning platform and is identified as outstanding (positive anchor) or poor (negative 

anchor). TEDS*MOODLE distinguishes the following six main evaluation categories: 

Ease of Use, Noise Reduction, Quality, Adaptability, Additional Performance Features, 

and Affection. The adaptation process reduced the number of sub-categories from the 

original forty to a total of thirty-three assessment criteria. The TEDS*MOODLE 

evaluation was set up according to a German-style Likert scale: “Strongly agree” (1), 

“Agree” (2), “Neither agree nor disagree” (3), “Disagree” (4), “Strongly disagree” (5). 

2.1. Course Room Evaluation 

In order to identify variances and assessment discrepancies, all the student evaluations 

were statistically analyzed. After the evaluation, lecturers and students discussed any 

variances, thus consolidating the basis for comparison. An iterative research process 

was applied, whereby the questions developed within the TEDS*MOODLE framework, 

which were designed to clarify the purpose of the individual assessment categories, 

were simplified and refined after the initial evaluation of the anchor (cf. [3,4,21). The 

evaluation of the selected IA was then carried out using a Likert scale. These evalua-

tions were also statistically analyzed and any variances were pointed up. This was 

followed by a new discussion of the variances, which then led to a final appraisal of the 

results. To conclude the process, the strengths, weaknesses, and problems were dis-

cussed and detailed recommendations for improving the IA were generated and docu-

mented. 

2.2. “e-Government” Course Room 

It is important to note that the students are not evaluating people with the TEDS 

method but rather collaboratively and interactively designed Moodle course rooms, in 

other words IAs with specific higher educational qualities. A Moodle course room for 

the lecture on e-Government that could be walked through from top to bottom was the 

first IA to be evaluated. It was divided up into the main areas of Communication, Or-

ganization, Course Resources, Lecture/Course Materials, and Tutorials, Assignments, 

and Exam Preparation. The most comprehensive section Lecture/Course Materials 

contains posts sorted according to topic in the form of PDF files, as well as links and 

videos. While at the beginning, the content, history, and terminology relating to e-

Government is explained, the e-Government section includes Germany’s national e-

Government strategy along with relevant legislation. The other sections are Project 

Management, IT Security, and Modern Citizen Services as a specialization. Related to 

this, the section Tutorials includes, for example, a link to a current issue (reducing the 

administrative load on parents) and practice tasks on IT security. 

As shown in Fig. 2 Community (criterion 23) with the question “Do you have fo-

rums available that you can make free use of?” was positively rated, the best criterion 

of all, and only few students didn’t agree. However, this category covers the usability 

of forums – this always requires additional input from the instructor to provide feed-

back independent of time and place. In contrast the criterion 24 (Individualization/ 

adaptability) with the question “Can you tailor the way information is presented to 

meet your individual requirements?” is rated almost the worst. This is not surprising 

since in essence students were not provided with any self-directed activities relating 

directly to Adaptability as part of rights management of the Moodle course room – 

 

M. Scholl / User Experience as a Personalized Evaluation of an Online Information System 291



the administrators of the Moodle platform do not allow this. As an example for a neu-

tral evaluation in average the Aesthetics (criterion 29) is shown that treats the question 

“Is the design attractive?”. Contrary to the developers of the Moodle course room this 

neutrality is quite a potential for an improvement of the design. 

2.3. “Administrative Modernization” Course Room 

Administrative Modernization was the second Moodle course room to be evaluated by 

students. Apart from the final section, which is a collection of student projects, it has a 

similar formal structure. However, the course materials here include information on the 

organization of public administration, on project and process management (the selec-

tion of business processes, process analysis) and on document management and work-

flow systems, in particular the EL.DOK system used in Brandenburg. The Tutorials 

section includes tasks on electronic process organization and on process modelling. 

The student projects bring together topics like procurement procedures, registration, 

planning applications, or the description of summary proceedings. 

The results of both course rooms exhibit a high degree of satisfaction with the 

various aspects of Ease of Use, although there is scope for improving Searchability, 

increasing Simplicity, and optimizing Mediation with regard to Accessibility. In the 

second main category, Noise Reduction, Novelty had the best score, followed by Item 

Identification. Conversely, poor scores were registered for discoverability, summariza-

tion, and precision. As the discussion revealed, this is partly due to the difficulty of 

knowing how to gauge the informational content in this phase of the programme (first 

semester). The third category, which covers quality criteria, gained unequivocally posi-

 

Figure 2. TEDS*MOODLE evaluation from 25 students of the first semester: Average values for the crite-

rion 23 “Community/forums”, criterion 24 “Individualization/adaptability” and criterion 29 “Aesthet-

ics/design”. German-style Likert scale: “Strongly agree” (1), “Agree” (2), “Neither agree nor disagree” (3), 

“Disagree” (4) and “Strongly disagree” (5). 
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by an abundance of course materials and a variety of Moodle activities. So, the tool 

was thus used in a differentiated way by the students for their evaluation. 

The surprising result coming out of the discussion between the instructor and stu-

dents was that in the three classes that had different content but which the instructor ran 

in parallel during the semester with the same seminar group, the course rooms should 

be consciously differentiated in terms of design, e.g. using different colours, so that 

distinctive features would register in students’ minds. The students of the first semester 

wanted a clear different, topic-specific layout/design for each course, so that they easily 

know where they are. This requirement of the students does not correspond to our ad-

ministrators’ opinion who wanted a standardization of all classrooms with the help of 

templates. 

3. Discussion of the Results and Summary 

The requirements established by e-Government policy as regards simplicity, transpar-

ency, speed, and authority can be seen in the evaluation results – extended to include 

the fine distinctions we developed. Simplicity and transparency of process are differen-

tially assessed in our categories Ease of Use and Noise Reduction. Trustworthiness is 

included – again differentially – in the categories Quality and Adaptability. Adapt-

ability, expanded into dimensions like contextuality and community, fosters active 

involvement and personal interaction. The category Affection also yields differentiated 

information. Concerning the first research question RQ#1, whether the implemented 

application TEDS*MOODLE is a self-describable and easy tool for course room 

evaluation, it is obviously the case. 

So far, the evaluation activity TEDS*MOODLE was tested only in German by 

German students. The changes to the (German) evaluation questions prompted by the 

discussions with the students that were made by the TEDS@wildau team brought 

greater clarity on all sides. After these changes the categories and criteria of the evalua-

tion for users (voters) are sufficiently understandable and differentiable (RQ#2). Al-

though we have adjusted the English and Spanish questions accordingly, the author still 

thinks that the real-world use of TEDS*MOODLE in these languages will lead to nec-

essary cultural improvements being made to the evaluation system. Cultural improve-

ments will also apply to the forthcoming inclusion of key frames for illustrative expla-

nation of the individual criteria. 

The use of neutral Likert scale “3” led to some confusion. In the Likert scale it is 

not possible to explicitly rate something as “non-existent”, something that the vast 

majority of Administration and Law students would have liked to have had as an option. 

In their opinion, this would make the evaluation and appraisal of the information sys-

tems more meaningful, user friendly, and accurate. However, all in all, after working 

with TEDS*MOODLE and the TEDS framework methodology, the majority of Ad-

ministration and Law students discovered for themselves that in future they would take 

a much more sophisticated view of unfamiliar media. With the current implemention of 

TEDS*MOODLE a tool is established that does not need much further didactic and 

technical support to use it as a continuously usable evaluation method (RQ#3). More-

over, it is flexible and easily adaptable. 
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4. Conclusion and Perspectives 

With TEDS*MOODLE we have made it possible to engage – with full didactic and 

technical support – different target groups in specific user scenarios and involve them 

in the informed evaluation of e-Government IAs on an ongoing basis. This should 

contribute to the sustained improvement of these services. In usability terms, 

TEDS*MOODLE – also independently of Moodle – can be scaled and flexibly custom-

ized and thus integrated into existing services and administrative networks. 

On the basis of the preliminary empirical results of the TEDS*MOODLE evalua-

tion activity we developed, we can illustrate the possibilities of our integration applica-

tion. The results of the evaluated Moodle course rooms and the project reports and 

papers point to other areas of deployment in administrative networks and e-

Government and thus address the core need for acceptance in these fields. We interpret 

these results as showing that citizens want a different kind of communication with 

administrative systems, the details of which do not conform to expectations. If they are 

involved as evaluators and co-producers in the design of e-Government IAs (both plat-

forms and their contents), administrations are given concrete indicators as to the limit-

ing and facilitating factors in their information systems. Not every category in the 

TEDS framework can be directly adapted for administrative networks and e-

Government services and some customization will certainly be required. However, it 

should now be clear that the acceptance of IA and IS can be increased with this flexible 

and comparatively usable approach, which is both sophisticated and user oriented. 

If these challenges are to be met, not only is a higher level of media competence 

required in all participants but the instruments that are deployed and the interaction 

between them must also be reviewed. As Büschenfeldt et al. have noted, the term dis-

tributed knowledge work refers in this context to an activity that both requires and 

produces knowledge and is thus defined by the fact of its permanent redefinition [22]. 

This also points to a continuous survey of users of the IS. Moreover the use of TEDS* 

MOODLE as a crowdsourcing tool via the Internet needs to be examined: our TEDS* 

MOODLE integration product could also be used as an IA for e-Government platforms 

(and their content) with the appropriate administrative services so that these services 

can be subtly evaluated in terms of specific individual usage areas (scenarios) and de-

fined target groups (personae) as part of a campaign or on an ongoing basis. Valid 

improvements can then be made. The administration would receive concrete sugges-

tions for enhancing its IAs and citizens would become active co-designers of the in-

formational services. Their needs and knowledge would be put to creative and produc-

tive use online. 
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Abstract. The project iBaMs funded by the German Federal Ministry of Re-
search and Technology (BMBF) examines the preconditions and requirements for 
the development of handicapped-accessible operation devices for computer-
numeric-controlled (CNC) machines in facilities for mentally disabled people. 

Keywords. Barrier-reduced machines, mentally disabled people, smart democratic 
businesses, integration processes, technical improvements, integrative design, ICT, 
CNC, organizational changes 

1. The role of technology

Just like other societies and their governments and economies, Germany is facing 
major challenges. Actionable and ubiquitous information, along with its underlying 
technologies, is an essential prerequisite not only for developing models of smart 
(democratic) governance that foster agile, open governmental institutions and stake-
holder participation and collaboration on all levels and in all branches of the governing 
process (see [1]) but also for creating smart democratic businesses that integrate dis-
abled persons. So, technical improvements must have an integrative design and be im-
plemented together with changes to organizational processes in the context of an over-
all system. The economic impact of demographic change coupled with a change in the 
age structure of society should also lead to better integration of people with disabilities 
into work processes. Technological innovation should improve their user experience of 
company information systems.

Moreover, technology is not neutral; technical systems have become an instrument 
of deliberate and targeted social intervention. In principle, technical action is to be 
regarded as a socio-technical action [2]. Technologies and software facilitate or restrict 
human action and affect every individual and society as a whole. This tie-in has already 
been suggested by US legal academic Lawrence Lessig with his thesis “code is law”. It 
is his opinion that the code as a regulatory instance, comparable to the law, the market, 
or social norms, lays down behavioural guidelines [3]. Machines, technology develop-
ment, information communication technology (ICT) or designed platforms are socio-
technical systems that do “act” and affect, give leeway or restrict (see [4]).

2. Mentally disabled persons in the working context

The use of technology for learning or working tasks facilitates and heavily influences 
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new forms of activities, social rules, and interactions (see [5]; [6]; [7]). Because the use 
of technology at work is a strong factor in facilitating and influencing new kinds of 
social rules and forms of interaction and co-determining the possibilities, integration, or 
isolation of mentally disabled persons, technological innovation in this field requires 
special attention to ensure a user-centric perspective. Thus the aim of the iBaMs project 
is to identify the special skills as well as the limitations of mentally disabled persons 
working with technology.

As described in [8], we also need to reflect on how flexible and adaptable compu-
ter-numeric-controlled (CNC) units should be designed for fields like metalworking, 
carpentry, or semi-automated large-scale catering establishments. Our project thus 
addresses the development of handicapped-accessible operation terminals for those 
areas that cater to the different requirements and user perspectives involved in the 
preparation, starting, and controlling of machines. Because many facilities for the 
handicapped work in similar fields, we see the potential for adapting and broadening 
the scope of application of these CNC-controlled units.

3. The iBaMs project

The iBaMs project is a so-called pre-project for one year, running from 1.1.2014 until 
31.12.2014. As indicated on the iBaMs project website (see http://ibams.th-wildau.de),
our overall goal is to achieve better support, empowerment, and control of the work-
flow stemming from mentally disabled persons working with technology. At the same 
time, we wish to improve the value creation of facilities for the disabled. In practical 
terms, this means combining two methodological approaches—one that focuses on the 
user-centric perspective of mentally disabled persons, and another that deals with the 
modernizing demands and economic requirements of facilities for the disabled.

We are partnered with CVJM Wesermarsch1, a well-established organization that 
employs over 360 people with disabilities and more than 70 qualified staff members in 
a large area on the German North Sea coast. Together with a highly qualified team, 
including production and factory managers as well as selected employees, we analyse
the user-centric and economic prospects for the development of handicapped-accessible 
operation terminals, using methods like expert interviews, participative observation, 
and workshops. These methods are used to address the following research questions 
(see [8]):

� What is the existing level of experience with human–technology interactions 
in the different fields of application?

� How could these interactions be improved?
� What is the optimum way to design a user interface in line with the experience, 

capacities, and limitations of mentally disabled persons?
� How many symbols, knobs, colours, pictures, gesture-control elements, or 

acoustic signals should a control display have?
� How are these perceived by the mentally disabled?
� How can these perceptions be used to design new technology?
� What kind of technological/pedagogical help is required to maintain 

workflows and handle any problems that arise?

1 see http://sozialwerk-wesermarsch.de
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In answering these questions, the iBaMs project marks the first step towards a 
more comprehensive three-year research project that will add more partners and result 
in the concrete design of specific technologies.

Figure 1. Poster of the iBaMs project at EGOV 2014.

References

[1] Scholl, Hans J., and Margit Scholl (2014). “Smart Governance: A Roadmap for Research and Practice”.
Proceedings of the iConference, 4–7 March 2014, Berlin, Germany.

[2] Ropohl, Günter (1991). Technologische Aufklärung: Beiträge zur Technikphilosophie. Frankfurt am 
Main: Suhrkamp.

[3] Lessig, Lawrence (1999). Code and Other Laws of Cyberspace. New York: Basic Books.
[4] Büschenfeldt, Maika, and Margit Scholl (2014). “Die Archetypen des Web 2.0 als Referenzmodell für 

das E-Government 2.0”. In Dekan FB Allgemeine Verwaltung, HWR Berlin (ed.). Beiträge zur 
Verwaltungsinformatik 19, (2014), pp. 117–39. Supplement for the GI symposium Gemeinsam 
Electronic Government ziel(gruppen)gerecht gestalten und organisieren, 20–21 March 2014, Berlin, 
Germany.

[5] Wiesner-Steiner, Andreas, Wiesner, Heike, Schelhowe, Heidi, and Luck, Petra (2009). “The Didactical 
Agency of Information Communication Technologies for Enhanced Education and Learning”. In Tomei, 
Lawrence, ed. Information Communication Technologies for Enhanced Education and Learning:
Advanced Applications and Developments. Hershey, PA: Information Science Reference, pp. 59–75.

[6] Degele, Nina (2002). Einführung in die Techniksoziologie. Munich: Fink (UTB).
[7] Rammert, Werner, ed. (2002). Können Maschinen handeln? Soziologische Beiträge zum Verhältnis von 

Mensch und Technik. Frankfurt am Main: Campus.
[8] Wiesner-Steiner, Andreas, Anja Teske, Frauke Fuhrmann, and Margit Scholl (2014). “Preconditions 

and Design Requirements for Touch-Screen Control Panels for Mentally Disabled Persons Working 
with CNC Machines”, 8th Interfaces and Human Computer Interaction (IHCI), 15–17 July 2014, Lis-
bon, Portugal.

M. Scholl / The Project “iBaMs – Barrier-Reduced Machines in Innovative Interaction” 301



This page intentionally left blank



 

Workshops 

 

 



This page intentionally left blank



Workshop on Critical Success Factors 

for Open Data – From Policy 

to Participation and Innovation 

Iryna SUSHA 

a,b

,
 

Anneke ZUIDERWIJK 

b

, Marijn JANSSEN 

b

, Peter PARYCEK 

c

 and 

Euripidis LOUKIS 

d

 

a

 Orebro University, Fakultetsgatan 1, 701 82 Örebro, Sweden 

iryna.susha@oru.se 

b

 Delft University of Technology, Jaffalaan 5, 2628 BX Delft, The Netherlands 

{I.Susha,A.M.G.Zuiderwijk-vanEijk,M.F.W.H.A.Janssen}@tudelft.nl 

c

 Danube-University Krems, Dr.-Karl-Dorrek-Straße 30, 3500 Krems, Austria 

peter.parycek@donau-uni.ac.at 

d

 University of Aegean, Karlovassi, 83200 Samos, Greece 

eloukis@aegean.gr 

Abstract. Open data offer tremendous potential for participation and innovation. 

Yet open data providers and users are puzzled about what to do and what are key 

issues they should concentrate on. In this workshop, we provide insight in and dis-

cuss critical success factors for open data participation and innovation from vari-

ous perspectives. The workshop contains various interactive elements, including a 

discussion about a research agenda for open data innovation and a brainstorming 

session about critical success factors for open data provision and use. 

Among the strongest motivators for opening government data is that it is expected to 

boost innovation and enhance participation in public affairs. Hence, innovation and 

participation are the two sides of the open data coin. While research on open data sup-

ply is growing, little is known about the emerging successes or failures of open data 

use. Data publication does not automatically lead to the use of data, growth in partici-

pation of stakeholders, or more innovative initiatives. There is a gap in research and 

practice regarding the critical success factors to foster the use of published data and to 

stimulate its economic and societal applications. This workshop aims to contribute to 

filling this gap by discussing insights in how innovation and e-participation can take 

place with open government data and what are the critical success factors for their 

realisation. This workshop contains presentations and discussions concerning the fol-

lowing topics.  

•  Models and a research agenda for user participation in public sector innova-

tion  

o A generic model for user participation in public sector innovation is pre-

sented to and discussed with the participants (by Iryna Susha). The inte-

grated model combines insights from a literature review on innovation, 
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e-participation, and Information System adoption theories. Workshop par-

ticipants are stimulated to provide feedback on the model.  

o Research on open data innovation and research directions (by Anneke 

Zuiderwijk). Insights from desk research on the state-of-the-art of open 

data innovation are presented. Based on existing research conclusions are 

drawn about an emerging research agenda. 

•  Critical succes factors 

o Participation through the provision of social media functionalities on open 

government platforms – A new generation of open government platforms 

is presented. A ‘value model’ of an advanced open government platform 

is also presented, which shows the usefulness of novel features (by Eu-

ripidis Loukis). 

o Critical success factors for open data participation by governments – A 

case study from the city of Vienna (by Peter Parycek). The talk will focus 

on internal and external community management in the City of Vienna 

based on qualitative interviews with stakeholder groups in Vienna.  

o Critical success factors for open data participation by researchers, citizens 

and civil servants – Findings from surveys on open data infrastructures 

(by Anneke Zuiderwijk). In this presentation insights from surveys with 

researchers, citizens and civil servants as open data users are presented.  

o Critical success factors for open data participation by businesses – Find-

ings from a survey on open data innovation carried out among entrepre-

neurs and companies in Sweden and the Netherlands (by Iryna Susha). 

o Discussion with the public about critical success factors. Participants will 

be asked to first individually think about and write down criticial success 

factors for open data provision and use. Subsequently, these success fac-

tors will be discussed in a plenary discussion. 

•  Models for open data participation by businessess (by Marijn Janssen). Vari-

ous business models positioned between open data providers and users have 

emerged. Based on twelve cases, six business models have been identified. 

Ideas about these models are discussed and participants are challenged to think 

of additional models. 

•  Wrap-up and conclusions (by Marijn Janssen).   
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Workshop: eParticipation for Slum 
Upgrading in Mtwapa, Kenya 

Claudio TORRES a,1, Fabienne PERUCCA a and Joshua MULANDI a
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Abstract. The proposed ePart2014 workshop focuses on an eParticipation tool 
being designed and piloted within an on-going slum upgrading programme in the 
coastal town of Mtwapa, Kenya. The Participatory Slum Upgrading Programme 
(PSUP), implemented by UN-Habitat in Kenya and in other 32 African, Caribbean 
and Pacific countries, has partnered for the development of this tool with FUPOL 
Consortium (Future Policy Modelling). In Mtwapa, half of the 60,000 population 
live in informal settlements and slums. PSUP-Mtwapa aims to address the five 
main deprivations that characterise slum dwellers’ life: lack of improved sanitation, 
lack of access to drinking water, lack of sufficient living area, lack of durable 
housing and lack of security of tenure. The PSUP approach promotes community 
participation by bringing together slum communities and authorities to engage in 
participatory decision-making, planning and implementation of activities to 
improve the quality of life within slums, in the understanding that such a process is 
crucial to provide sustainability to slum upgrading. In line with this, the PSUP 
eParticipation tool is intended to be used as a platform to gather public inputs, 
judge consensus, disseminate key information, offer two-way discussions between 
residents and authorities, and to develop and monitor slum upgrading projects. The 
programme’s implementation is envisaged for 2014 – 2015. The ePart2014 
workshop is a timely opportunity to get an expert review of this tool. 

Keywords. eParticipation, slum upgrading, urban poverty, PSUP, FUPOL, Kenya 

Introduction 

PSUP-Mtwapa is a slum upgrading programme that, in regard to its participatory 
approach to planning and implementation of slum upgrading activities, has 
incorporated eParticipation in order to support meaningful community engagement in 
PSUP actions. Key partners in the programme are the Ministry of Land, Housing and 
Urban Development of Kenya and the Kilifi County Council, representing central and 
local governments, respectively. Mtwapa Town is located in Kilifi County, in the 
vicinity of Mombasa City. Half of the town's population lives in informal settlements. 
PSUP-Mtwapa’s overall objective is to improve the standard of life of Mtwapa' slum 
dwellers by regularizing all informal settlements and improving infrastructure services. 

Aiming to achieve this objective in an environ of increased participation, 
governance, transparency and accountability, the programme has identified the use of 
eParticipation tools (blogs, social media) by concerned stakeholders as an effective way 
of consolidating a platform to exchange ideas, get informed, monitor activities and, 
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most significantly, make decisions. A strategy to avoid exclusion from eParticipation 
have also been devised by combining new technologies with traditional ways of 
community interaction, communication and organisation. 

This innovative application of eParticipation for sustainable slum upgrading is a 
way to enhance citizen engagement and to provide key information and guidance to 
authorities. Hence, the discussion of the Mtwapa pilot project is expected to be relevant 
both to ePart2014 – particularly refering to the use of social media and policy 
modelling instruments – and to the understanding of the little explored area of 
eParticipation in developing countries. 

1. Workshop Objective 

The main objective of the workshop is to discuss and envision how eParticipation can 
effectively support slum upgrading and strengthen the capacity of concerned 
communities and authorities in addressing the challenges posed by informal settlements 
in a coordinated way. 

Expecting significant contributions from an audience made out of experts and 
researchers, the workshop will provide valuable inputs on how eParticipation can 
contribute to improve urban governance, especially in the context of urban poverty.  

2. Expected Outcomes of the Workshop  

� Collect opinions and views on the PSUP eParticipation’s approach and tools 
� Raise awareness and understanding on eParticipation in developing countries 
� Gather reccomendations on eGovernance and eParticipation methodologies 
� Develop knowledge on ICT in the context of slums and informal economy 

3. Workshop Structure and Audience Participation  

The workshop will combine thematic presentations with open debate. Presentations 
will include (i) background information about PSUP and PSUP-Mtwapa, (ii) a general 
overview of slums’ living conditions, set-up and incidence, (iii) Mtwapa and Kenya’s 
current social and political settings, (iv) FUPOL network and strategy, and (v) PSUP 
eParticipation’s methodology, tools and first findings. 

Interested researchers, policy-makers and urban practictionners attending 
ePart2014 are the target audience. Participants from developing countries are 
particularly expected as they can share their own experiences and findings on the use of 
eParticipation in the developing world. 

The open debate will be structured around the following questions: 

� How can the slum upgrading process be supported by eParticipation? 
� How can eParticipation avoid social exclusion in a poor urban context? 
� How can eParticipation build trust among vulnerable citizens? 
� How can eParticipation build trust among authorities unacquainted with it? 
� How can eParticipation improve urban governance in developing countries? 
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