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A B S T R A C T

Currents can affect the evolution of waves in nearshore regions through altering their wavenumber and
amplitude. Including the effect of ambient currents (e.g., tidal and wind-driven) on waves in phase-resolving
wave models is not straightforward as it requires appropriate boundary conditions in combination with a
large domain size and long simulation duration. In this paper, we extended the non-hydrostatic wave-flow
model SWASH with additional terms that account for the influence of a depth-uniform ambient current on the
wave dynamics, in which the current field can be taken from an external source (e.g., from observations or
a circulation model). We verified the model ability by comparing predictions to results from linear theory,
laboratory experiments and a spectral wave model that accounts for wave interference effects. With this
extension, the model was able to account for current-induced changes to the wave field (i.e., changes to
the wave amplitude, length and direction) due to following and opposing currents, and two classical examples
of sheared currents (a jet-like current and vortex ring). Furthermore, the model captured the wave dynamics
in the presence of strong opposing currents. This includes reflections of relatively small amplitude waves at
the theoretical blocking point, and transmission of breaking waves beyond the theoretical blocking point for
larger wave amplitudes. The proposed model extension allows phase-resolving models to more accurately and
efficiently simulate the wave dynamics in coastal regions with tidal and/or wind-driven flows.
1. Introduction

Complex coastal regions such as estuaries and tidal inlets often fea-
ture the joint occurrence of surface gravity waves (e.g., swell and wind
seas) and currents (e.g., riverine, tidal, and wind-driven flows). These
processes typically occur at different spatial and temporal length scales.
Currents generally experience variations at hour to day timescales and
over (km) length scales. To the contrary, waves have periods of several
seconds and length scales of (10 − 100 m).

Waves propagating over spatially varying currents conserve wave
action (e.g., Bretherton and Garret, 1968; Mei et al., 2005) but ex-
perience a change in their wavelength associated with the Doppler’
shift (e.g., Peregrine, 1976; Holthuijsen, 2007). As a result, the wave
celerity and group velocity change, resulting in changes in wave am-
plitude and wave direction (current-induced shoaling and refraction).
In strong currents that oppose the direction of wave propagation, the
group velocity 𝑐𝑔 approaches zero, resulting in significant increases
of the wave height and wave-blocking when 𝑐𝑔 = 0 (e.g., Chawla

∗ Corresponding author.
E-mail address: d.p.rijnsdorp@tudelft.nl (D.P. Rijnsdorp).

and Kirby, 2002). Furthermore, waves steepen in opposing currents
which may trigger wave breaking resulting in additional dissipation of
wave energy (e.g., Chawla and Kirby, 2002). Current-induced changes
in the wave shape can in turn impact the magnitude of wave-driven
sediment transport (e.g., Roelvink and Stive, 1989; Hoefel and Elgar,
2003). Including for the current effects on waves is thus important
when predicting sediment transport and the resulting morphological
changes in coastal regions.

To date, modelling of combined wave–current actions in coastal
regions has generally relied on the coupling of phase-averaged wave
models and circulation models (e.g., Lesser et al., 2004; Roelvink
et al., 2009; Uchiyama et al., 2010; Kumar et al., 2012; Dodet et al.,
2013; Olabarrieta et al., 2014) through either the radiation stress (e.g.,
Longuet-Higgins and Stewart, 1962, 1964) or vortex force formal-
ism (e.g., Craik and Leibovich, 1976; McWilliams et al., 2004). Such
coupled models have been successfully adopted to simulate the hy-
drodynamics in a variety of nearshore regions, ranging from sandy
vailable online 31 October 2023
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beaches (e.g., Orzech et al., 2011; Hansen et al., 2015; Luijendijk et al.,
2017; Rafati et al., 2021) to tidal inlets and rivers where strong ambient
currents can occur (e.g., Dodet et al., 2013; Chen et al., 2015; Nienhuis
et al., 2016; Hopkins et al., 2018). However, such a coupled approach
relies on spectral wave models that do not intrinsically account for
phase-dependent (e.g., wave-interference and diffraction) and nonlin-
ear wave processes (e.g., triad interactions and wave breaking) but rely
on parametrizations thereof.

As an alternative to phase-averaged wave models, phase-resolving
wave models have been developed to simulate the nearshore evolution
of waves in the presence of ambient currents. Linear phase-resolving
wave models based on the mild-slope equations have been shown to
capture changes to the wave kinematics associated with the Doppler
shift (e.g., Booij, 1981; Kirby and Dalrymple, 1986). This has allowed
such models to capture the effect of prescribed ambient currents on
the nearshore wave evolution (e.g., Chen et al., 2005; Touboul et al.,
2016). Models based on the mild-slope equations generally rely on
assumptions of linear wave theory, although they can be extended to
account for higher order wave effects (e.g., Kaihatu and Kirby, 1995).
Furthermore, they do not inherently account for wave-induced currents
but require a coupling to a circulation model to capture such effects.

Alternatively, weakly to fully nonlinear phase-resolving wave-flow
models based on Boussinesq-type formulations (e.g., Peregrine, 1967;
Madsen et al., 1991; Nwogu, 1993; Kirby, 2016) or the non-hydrostatic
approach (e.g., Zijlema et al., 2011; Ma et al., 2012; Wei and Jia, 2014)
can be used to simulate waves and wave-induced currents in coastal
regions (e.g., Chen et al., 1999; Feddersen et al., 2011; Rijnsdorp
et al., 2015; Baker et al., 2021). Such models intrinsically account
for phase-dependent wave effects, nonlinear wave interactions, and
the generation of wave-induced currents (e.g., longshore currents and
rip currents). However, directly including tidal and/or wind-driven
currents in such models is not straightforward due to the range of
spatial and temporal scales required. For example, including tidal cur-
rents in a phase-resolving model would typically require a significantly
larger computational time to allow for spin-up of the tidal flow and a
larger domain with appropriate boundary conditions to allow for the
propagation of the tidal wave in and out of the domain. Due to the
excessive computational costs of such a model setup, this presently
inhibits a direct inclusion of such currents in phase-resolving wave-flow
models.

Several efforts have been made to account for the interactions
between waves and a prescribed ambient current in nonlinear phase-
resolving models based on the Boussinesq or non-hydrostatic approach.
Most efforts focused on extending Boussinesq-type formulations to
account for interactions between waves and an ambient current (e.g.,
Son and Lynett, 2014; Yang and Liu, 2020, 2022). Efforts to extend
non-hydrostatic models have been limited to de Wit et al. (2017), who
added a spatially homogeneous pressure term in the alongshore mo-
mentum equation of a non-hydrostatic model to simulate the nearshore
wave dynamics in the presence of alongshore tidal flows at a sandy
beach. Despite this progress on including the effect of ambient currents
on waves in nonlinear phase-resolving wave-flow models, their appli-
cation at complex coastal sites have not yet been able to account for
the effect of spatially varying current fields from tides and/or wind on
the wave dynamics (e.g., Risandi et al., 2020; Rijnsdorp et al., 2021;
Baker et al., 2021).

In this work, we extend the non-hydrostatic wave model SWASH
(Zijlema et al., 2011) to account for the effect of a prescribed depth-
uniform ambient current on the wave dynamics, in which the current
field can be obtained from an external source (e.g., observations or a
circulation model). By introducing a separation of scales and assum-
ing vertically uniform mean flows, we derive additional terms to the
governing equations that account for the effect of a spatially varying
depth-uniform current on the waves (Section 2). Comparisons with
linear wave theory, a spectral wave model and flume experiments
2

show that the proposed model is able to account for changes in the
wave height and wavelength due to an ambient currents (Sections
3–4). In Sections 5–6, we discuss the results and the limitations of
the model, and conclude that the proposed extension allows non-
hydrostatic models to account for the effect of ambient currents on
waves.

2. Numerical methodology

2.1. Governing equations

The governing equations of the model are the Reynolds-Averaged
Navier–Stokes (RANS) equations for an incompressible fluid that is
bounded by the bottom 𝑑(𝑥, 𝑦) and a free-surface 𝜁 (𝑥, 𝑦, 𝑡), where (𝑥, 𝑦, 𝑧)
re the Cartesian coordinates and 𝑡 is time,
𝜕𝑢
𝜕𝑥

+ 𝜕𝑣
𝜕𝑦

+ 𝜕𝑤
𝜕𝑧

= 0, (1)

𝜕𝑢
𝜕𝑡

+ 𝑢 𝜕𝑢
𝜕𝑥

+ 𝑣 𝜕𝑢
𝜕𝑦

+𝑤𝜕𝑢
𝜕𝑧

+ 𝑔
𝜕𝜁
𝜕𝑥

+
𝜕𝑝𝑛ℎ
𝜕𝑥

=
𝜕𝜏𝑥𝑥
𝜕𝑥

+
𝜕𝜏𝑥𝑦
𝜕𝑦

+
𝜕𝜏𝑥𝑧
𝜕𝑧

, (2)

𝜕𝑣
𝜕𝑡

+ 𝑢 𝜕𝑣
𝜕𝑥

+ 𝑣 𝜕𝑣
𝜕𝑦

+𝑤𝜕𝑣
𝜕𝑧

+ 𝑔
𝜕𝜁
𝜕𝑦

+
𝜕𝑝𝑛ℎ
𝜕𝑦

=
𝜕𝜏𝑦𝑥
𝜕𝑥

+
𝜕𝜏𝑦𝑦
𝜕𝑦

+
𝜕𝜏𝑦𝑧
𝜕𝑧

, (3)

𝜕𝑤
𝜕𝑡

+ 𝑢 𝜕𝑤
𝜕𝑥

+ 𝑣 𝜕𝑤
𝜕𝑦

+𝑤𝜕𝑤
𝜕𝑧

+
𝜕𝑝𝑛ℎ
𝜕𝑧

=
𝜕𝜏𝑧𝑥
𝜕𝑥

+
𝜕𝜏𝑧𝑦
𝜕𝑦

+
𝜕𝜏𝑧𝑧
𝜕𝑧

. (4)

In this set of equations, 𝑝𝑛ℎ is the non-hydrostatic pressure, (𝑢, 𝑣,𝑤)
are the velocity components in (𝑥, 𝑦, 𝑧) direction, respectively, 𝜏 repre-
ents the turbulent stress (estimated using an eddy viscosity approx-
mation). The kinematic boundary conditions at the bottom and the
ree-surface follow from the assumption that the vertical boundaries
f the fluid are single valued functions of the horizontal coordinates,

𝑧=𝜁 =
𝜕𝜁
𝜕𝑡

+ 𝑢
𝜕𝜁
𝜕𝑥

+ 𝑣
𝜕𝜁
𝜕𝑦

, (5)

𝑤𝑧=−𝑑 = −𝑢 𝜕𝑑
𝜕𝑥

− 𝑣 𝜕𝑑
𝜕𝑦

. (6)

Integrating the local continuity equation over the water column
results in a global continuity equation that describes the temporal
evolution of the free-surface,

𝜕𝜁
𝜕𝑡

+ 𝜕
𝜕𝑥 ∫

𝜁

−𝑑
𝑢d𝑧 + 𝜕

𝜕𝑦 ∫

𝜁

−𝑑
𝑣d𝑧 = 0. (7)

Assuming a constant atmospheric pressure (equal to zero for con-
enience) and neglecting viscous stresses at the free-surface, the non-
ydrostatic pressure is set to zero at the free-surface (e.g., Stelling and
ijlema, 2003). At the bottom, the tangential stress is prescribed based
n the quadratic friction law (in the case of a coarse vertical resolution)
r the law of the wall (in the case of a fine vertical resolution).
urbulent stresses are modelled using the eddy-viscosity model and
he k-𝜖 turbulence closure model (See Rijnsdorp et al., 2017, for more

details). Combined with boundary conditions at all horizontal edges of
the physical domain, the above set of equations forms the basis of the
SWASH model.

2.2. Including the effect of currents on waves

In this work, we set out to decouple the modelling of the surface
waves and the currents that are slowly-varying with respect to the
wave timescale (e.g., tidal currents and wind-driven currents). With this
approach, we aim to account for the current effect on waves through
prescribing an ambient current field from an other model (e.g., a
circulation model) that alters the wave dynamics solved by the RANS
equations.

To this end, we separate the horizontal flow variables and surface
elevation as,

𝑢(𝑥, 𝑦, 𝑧, 𝑡) = 𝑈 (𝑥, 𝑦) + 𝑢′(𝑥, 𝑦, 𝑧, 𝑡), (8)
′
𝑣(𝑥, 𝑦, 𝑧, 𝑡) = 𝑉 (𝑥, 𝑦) + 𝑣 (𝑥, 𝑦, 𝑧, 𝑡), (9)
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𝜁 (𝑥, 𝑦, 𝑡) = 𝜂(𝑥, 𝑦) + 𝜁 ′(𝑥, 𝑦, 𝑡). (10)

In these equations, [...]′ denotes variables which we associate with
wave-related motions and wave-induced currents. Capital letters (𝑈
and 𝑉 ) represent vertically uniform horizontal flow velocities and 𝜂 a
mean water level, which both vary over a timescale much larger than
the wave motions and are considered to be constant over the wave-
timescale. Substituting this separation of variables into the governing
equations and neglecting the viscous contributions and tangential stress
at the bottom yields,
𝜕(𝑈 + 𝑢′)

𝜕𝑥
+

𝜕(𝑉 + 𝑣′)
𝜕𝑦

+ 𝜕𝑤
𝜕𝑧

= 0, (11)

𝜕(𝑈 + 𝑢′)
𝜕𝑡

+ (𝑈 + 𝑢′)
𝜕(𝑈 + 𝑢′)

𝜕𝑥
+ (𝑉 + 𝑣′)

𝜕(𝑈 + 𝑢′)
𝜕𝑦

+𝑤
𝜕(𝑈 + 𝑢′)

𝜕𝑧
+ 𝑔

𝜕(𝜂 + 𝜁 ′)
𝜕𝑥

+
𝜕𝑝𝑛ℎ
𝜕𝑥

= 0, (12)

𝜕(𝑉 + 𝑣′)
𝜕𝑡

+ (𝑈 + 𝑢′)
𝜕(𝑉 + 𝑣′)

𝜕𝑥
+ (𝑉 + 𝑣′)

𝜕(𝑉 + 𝑣′)
𝜕𝑦

+𝑤
𝜕(𝑉 + 𝑣′)

𝜕𝑧

+ 𝑔
𝜕(𝜂 + 𝜁 ′)

𝜕𝑦
+

𝜕𝑝𝑛ℎ
𝜕𝑦

= 0, (13)

𝜕𝑤
𝜕𝑡

+ (𝑈 + 𝑢′) 𝜕𝑤
𝜕𝑥

+ (𝑉 + 𝑣′) 𝜕𝑤
𝜕𝑦

+𝑤𝜕𝑤
𝜕𝑧

+
𝜕𝑝𝑛ℎ
𝜕𝑧

= 0, (14)

𝜕(𝜂 + 𝜁 ′)
𝜕𝑡

+ 𝜕
𝜕𝑥 ∫

𝜂+𝜁 ′

−𝑑
(𝑈 + 𝑢′)d𝑧 + 𝜕

𝜕𝑦 ∫

𝜂+𝜁 ′

−𝑑
(𝑉 + 𝑣′)d𝑧 = 0. (15)

By taking the temporal average over the wave-motion scales and
integrating the horizontal momentum equations over the vertical we
obtain the following depth-averaged mean flow equations (in which
we retained the temporal derivatives of the ambient current field for
illustrative purposes),
𝜕𝑈
𝜕𝑥

+ 𝜕𝑉
𝜕𝑦

= 0, (16)

𝜕𝑈
𝜕𝑡

+ 𝑈 𝜕𝑈
𝜕𝑥

+ 𝑉 𝜕𝑈
𝜕𝑦

+ 𝑔
𝜕𝜂
𝜕𝑥

= − 1
𝑑 + 𝜂

[

∫

𝜂

−𝑑
(𝑢′ 𝜕𝑢

′

𝜕𝑥
+ 𝑣′ 𝜕𝑢

′

𝜕𝑦
)d𝑧 + 𝜕

𝜕𝑥 ∫

𝜂

−𝑑
𝑝𝑛ℎd𝑧 − 𝑝𝑛ℎ

𝜕𝑑
𝜕𝑥

]

, (17)

𝜕𝑉
𝜕𝑡

+ 𝑈 𝜕𝑉
𝜕𝑥

+ 𝑉 𝜕𝑉
𝜕𝑦

+ 𝑔
𝜕𝜂
𝜕𝑦

= − 1
𝑑 + 𝜂

[

∫

𝜂

−𝑑
(𝑢′ 𝜕𝑣

′

𝜕𝑥
+ 𝑣′ 𝜕𝑣

′

𝜕𝑦
)d𝑧 + 𝜕

𝜕𝑦 ∫

𝜂

−𝑑
𝑝𝑛ℎd𝑧 − 𝑝𝑛ℎ

𝜕𝑑
𝜕𝑦

]

, (18)

𝜕𝜂
𝜕𝑡

+
𝜕 (𝑑 + 𝜂)𝑈

𝜕𝑥
+

𝜕 (𝑑 + 𝜂)𝑉
𝜕𝑦

= − 𝜕
𝜕𝑥∫

𝜂+𝜁 ′

−𝑑
𝑢′d𝑧 − 𝜕

𝜕𝑦∫

𝜂+𝜁 ′

−𝑑
𝑣′d𝑧. (19)

In these equations, we can recognize the contribution to the radia-
tion stress gradient from the orbital velocities (e.g., 𝑢′ 𝜕𝑢′𝜕𝑥 ) and pressure
(e.g., 𝜕𝑥 ∫

𝜂
−𝑑 𝑝𝑛ℎd𝑧), and contributions in the global continuity equation

that are related to stokes drift (i.e., the part of the integral above the
wave trough in the right-hand-side of Eq. (19)). In the following we
assume that waves do not influence the ambient currents, and neglect
these contributions in the mean flow equations.

Subsequently, we derive a new set of wave equations by subtracting
the mean Eqs. (16)–(19) from the instantaneous Eqs. (11)–(15),
𝜕𝑢′

𝜕𝑥
+ 𝜕𝑣′

𝜕𝑦
+ 𝜕𝑤

𝜕𝑧
= 0, (20)

𝜕𝑢′

𝜕𝑡
+ 𝑢′ 𝜕𝑢

′

𝜕𝑥
+ 𝑣′ 𝜕𝑢

′

𝜕𝑦
+𝑤𝜕𝑢′

𝜕𝑧
+ 𝑔

𝜕𝜁 ′

𝜕𝑥
+

𝜕𝑝𝑛ℎ
𝜕𝑥

= −(𝑈 𝜕𝑢′

𝜕𝑥
+ 𝑢′ 𝜕𝑈

𝜕𝑥
+ 𝑉 𝜕𝑢′

𝜕𝑦
+ 𝑣′ 𝜕𝑈

𝜕𝑦
), (21)

𝜕𝑣′

𝜕𝑡
+ 𝑢′ 𝜕𝑣

′

𝜕𝑥
+ 𝑣′ 𝜕𝑣

′

𝜕𝑦
+𝑤𝜕𝑣′

𝜕𝑧
+ 𝑔

𝜕𝜁 ′

𝜕𝑦
+

𝜕𝑝𝑛ℎ
𝜕𝑦

= −(𝑈 𝜕𝑣′ + 𝑢′ 𝜕𝑉 + 𝑉 𝜕𝑣′ + 𝑣′ 𝜕𝑉 ), (22)
3

𝜕𝑥 𝜕𝑥 𝜕𝑦 𝜕𝑦
Fig. 1. Illustration of the arrangement of the ambient velocity 𝑈 and 𝑉 and
wave-related variables [𝜁 ′ , 𝑢′ , 𝑣′] on the computational grid.

𝜕𝑤
𝜕𝑡

+ 𝑢′ 𝜕𝑤
𝜕𝑥

+ 𝑣′ 𝜕𝑤
𝜕𝑦

+𝑤𝜕𝑤
𝜕𝑧

+
𝜕𝑝𝑛ℎ
𝜕𝑧

= −(𝑈 𝜕𝑤
𝜕𝑥

+ 𝑉 𝜕𝑤
𝜕𝑦

), (23)

𝜕𝜁 ′

𝜕𝑡
+ 𝜕

𝜕𝑥 ∫

𝜂+𝜁 ′

−𝑑
𝑢′d𝑧 + 𝜕

𝜕𝑦 ∫

𝜂+𝜁 ′

−𝑑
𝑣′d𝑧 = −

𝜕𝜁 ′𝑈
𝜕𝑥

−
𝜕𝜁 ′𝑉
𝜕𝑦

. (24)

In the above set of equations, we can recognize the original set
of equations (when dropping the prime superscripts) including several
additional terms (on the right-hand-side) that account for the influence
of a depth-uniform ambient current on the wave motions. We note that
the influence of changes in the mean water level associated with the
ambient current in the global continuity equation (i.e., the integral
up to 𝜂 + 𝜁 ′ in Eq. (24)) can be straightforwardly incorporated by
incorporating 𝜂 in the still water depth (𝑑 = 𝑑 + 𝜂).

2.3. Numerical implementation

In the numerical implementation of the governing set of equa-
tions, the continuous description of time and horizontal dimensions
are replaced by discrete approximations. In SWASH, the equations are
discretized on regular or curvilinear grid for the horizontal dimensions
and a terrain-following layering system for the vertical coordinate. A
staggered grid arrangement is used to position the flow variables on
the grid. Further details regarding the numerical implementation of the
original set of equations can be found in several previous papers (e.g.,
Stelling and Zijlema, 2003; Zijlema and Stelling, 2005; Zijlema et al.,
2011), and will not be detailed here.

The flow velocities [𝑈, 𝑉 ] from the ambient current are positioned
on the grid at the same location as the free-surface variable of the origi-
nal set of equations 𝜁 ′ (i.e., at horizontal cell centres, see Fig. 1). Linear
interpolation is used to define the ambient current on the SWASH
grid in the case that the ambient current is provided on a coarser
grid. The numerical implementation of the additional terms is – where
possible – based on the existing implementation of the advective terms.
The terms in the horizontal momentum equations are discretized using
the MacCormack predictor–corrector technique (MacCormack, 1969)
combined with flux limiters (See Zijlema et al., 2011, for more details).
We use a flux limited first-order explicit Euler scheme to discretize the
terms in the vertical momentum equation. Finally, the terms in the
global continuity equation are discretized using central differences and
the Crank–Nicholson method.

3. Linear properties of the model equations

We analysed the linear properties of the model equations by de-
riving the numerical linear dispersion relationship (see C) to verify
that the model captures the effect of currents on waves. The numerical
dispersion relationship derived from the extended model Eqs. (20)–
(24) provides a polynomial relationship 𝑓𝑁 between the absolute wave
frequency 𝜔 (in the reference frame of a stationary observer) and the
wavenumber 𝑘 for depth 𝑑 and current velocity 𝑈 depending on the
number of layers 𝑁 ,

𝜔 = 𝑓 (𝑘, 𝑑, 𝑈,𝑁). (25)
𝑁
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Fig. 2. Absolute relative error in the absolute wave frequency 𝜔 (panel a–d) and relative group velocity 𝑐𝑔,𝑟 = 𝜕𝜎
𝜕𝑘

(panel e–h) as a function of the normalized water depth 𝑘𝑑
for 𝑈 = [4, 0,−2,−4] m∕s (left to right panels, as indicated by the subplot titles) based on the numerical dispersion relationship of the 𝑁 layer system. Results are shown for
𝑁 = [1, 2, 4] layers, as indicated by the line colours. The vertical dashed and full lines indicates where blocking occurs according to the numerical (dashed coloured) and linear
(full black) dispersion relationship, respectively.
We compared linear wave properties based on this numerical disper-
sion relationship with the Doppler shifted dispersion relationship from
linear theory (e.g., Holthuijsen, 2007),

𝜔 − 𝑘𝑈 = 𝜎 =
√

𝑔𝑘 tanh 𝑘𝑑, (26)

in which 𝜎 is the intrinsic angular frequency (in the reference frame of
an observer that is moving with the current). Based on this numerical
and linear dispersion relationship, several wave properties can be de-
rived. The relative group velocity (in a reference frame moving with
the current) is given by 𝑐𝑔,𝑟 = 𝜕𝜎

𝜕𝑘 , and the absolute group velocity (in
the reference frame of a fixed observer) is 𝑐𝑔 = 𝑐𝑔,𝑟 + 𝑈 .

Furthermore, we also compared the numerical dispersion relation-
ship of the extended model equations to the Doppler shifted numerical
relationship of the original model equations,

𝜔 − 𝑘𝑈 = 𝜎 = 𝑓𝑁,𝑈=0(𝑘, 𝑑,𝑁), (27)

where 𝑓𝑁,𝑈=0 is the numerical dispersion relationship in the absence of
a current (Smit et al., 2014). This Doppler shifted numerical dispersion
relationship provides the influence of a current on waves when the
current is simulated as part of the model equations (e.g., by means of a
pump system as described in Appendix B). Importantly, we found that
all linear properties based on Eq. (25) (the numerical dispersion re-
lationship of the extended model equations) and Eq. (27) (the Doppler
shifted numerical dispersion relationship) were identical. This confirms
that the linear effect of current on waves can be captured by including
additional terms in the model equations. In the remainder of this
section, we therefore only compared linear wave properties based on
4

the numerical dispersion relationship of the extended model Eqs. (25)
and the Doppler shifted dispersion relationship based on linear theory
(26).

Assuming that the horizontal scales are sufficiently resolved, the
dispersive property of the model depends on the number of vertical
layers (Fig. 2b). Introducing a current does not significantly affect the
error in wave dispersion, as 𝛥𝜔 under currents is comparable to the
case with 𝑈 = 0 m∕s (compare Fig. 2a,c,d with Fig. 2b). Discrepancies
in 𝑐𝑔,𝑟 similarly depend on the number of layers and are not significantly
affected by introducing a current (Fig. 2e-f). When introducing an
opposing current (𝑈 < 0), no wave solution exists beyond a certain
𝑘𝑑 as indicated by the vertical lines in Fig. 2c–d and 2g–h. Here, waves
are blocked as 𝑐𝑔 = 0. The 𝑘𝑑 at which blocking occurs is sensitive
to the number of layers, and is in better agreement with linear theory
when a larger number of layers is used. This is further illustrated in
Fig. 3, which shows the current velocity at which blocking occurs
(𝑈𝑏) as a function of 𝑘𝑑 based on the linear and numerical dispersion
relationship. With coarse vertical resolutions, waves are blocked on
weaker opposing currents compared to linear theory. Increasing the
number of vertical layers improves 𝑈𝑏, with errors in 𝑈𝑏 < 10% for
𝑘𝑑 < [2, 7, 30] in the case of 𝑁 = [1, 2, 4] layers, respectively.

The introduction of a current also affects the vertical structure of
the orbital velocities. According to linear wave theory, the amplitude
of the horizontal orbital velocity of a progressive regular wave is given
by (e.g., Silva et al., 2016),

�̂�(𝑧) = 𝑎𝜎
cosh 𝑘(𝑑 + 𝑧)

, (28)

sinh 𝑘 + 𝑑
Fig. 3. Panel a: Blocking current velocity 𝑈𝑏 (panel a) as a function of 𝑘𝑑 based on the linear dispersion relationship (black line) and the numerical dispersion relationship for
𝑁 = [1, 2, 4] (blue, red, and yellow line, respectively). Panel b: Absolute relative error in 𝑈𝑏 from the numerical dispersion relationship for 𝑁 = [1, 2, 4] relative to the linear
dispersion relationship as a function of 𝑘𝑑.
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𝑢

Fig. 4. Vertical structure of the normalized horizontal orbital velocities below the free-surface. Comparison between the results from linear wave theory, and the semi-discrete
model with 𝑁 = [2, 4, 10] vertical layers for three different wave periods 𝑇 = [5, 10, 15𝑠] (panel a-c) and three different current velocities 𝑈 = [0.9𝑈𝑏 , 0,

√

𝑔𝑑] at 𝑑 = 10 m. The
horizontal velocities are normalized by the velocity amplitude at 𝑧 = 0 from linear wave theory. In each panel, results are shown for three different current velocities 𝑈 (as
indicated by the text box in each panel).
where 𝑎 is the wave amplitude and 𝑧 is the vertical coordinate. Current
induced changes in 𝜎 and 𝑘 thus cause a change in the amplitude and
vertical structure of the horizontal orbital velocity �̂�. We compared the
linear model solution (see C for the derivation) with the theoretical
̂ for three wave periods (𝑇 = [5, 10, 15] s) and three current velocities
(𝑈 = [−0.9𝑈𝑏, 0,

√

𝑔𝑑]) at a water depth 𝑑 = 10 m (Fig. 4). For opposing
currents, the wavenumber 𝑘 increases, resulting in a stronger vertical
variation of �̂�. On the other hand, following currents cause a decrease
of 𝑘 and weaker vertical variations of �̂�. The solution of the vertical
flow structure from the semi-discretized model equations captured the
changes to the vertical structure with just two vertical layers and
approaches the results from linear wave theory when increasing the
number of vertical layers (Fig. 4).

The findings of this section demonstrate that the number of layers
controlled the accuracy with which the model recovers the linear wave
properties in the presence of a current. Furthermore, the number of
layers determined how well the model resolves the vertical variation of
the wave kinematics. The introduction of a current did not significantly
affect how well the model reproduced the linear wave properties and
thus does not pose an additional restriction on the number of layers.
These results suggest that for linear waves, in terms of numerical
accuracy, the number of layers can be chosen based on the maximum
𝑘𝑑 of the wave frequencies of interest in the absence of a current.

4. Test cases

4.1. Linear waves on opposing and following currents

To verify the numerical implementation of the additional terms in
the governing equations, we compared model predictions of changes
in the wavelength and wave amplitude due to a gradient in the current
velocity to linear wave theory. As illustrated by the linear properties
of the equations (Section 3), waves that travel over a current gradient
experience a change in their kinematics. The wavelength decreases
and the amplitude increases for waves on an opposing current and
vice-versa on a following current. In this section, we verify if the
developed model captures these changes to the wave field for linear
waves that interact with opposing and following currents. We con-
sidered monochromatic waves with a height of 𝐻 = 0.01 m and
wave periods 𝑇 = [5, 10, 15] s in water of constant depth 𝑑 = 10 m
(corresponding to 𝑘𝑑 = [1.7, 0.7, 0.4] in the absence of a current). A
range of current velocities was simulated with 𝑈 ranging from −6 to
4 m/s with 0.25 m/s increments.
5

We compared the influence of the current on the wave height and
the wavelength with linear wave theory. The change in wavelength and
group velocity follows from the linear dispersion relationship (26). The
change in wave height follows from the conservation of wave action,

𝜕
𝜕𝑥

𝑐𝑔𝐸
𝜎

= 0, (29)

with the wave energy density 𝐸 of a monochromatic wave (𝐸 = 1∕8𝐻2)
and the absolute group velocity 𝑐𝑔 taken from linear theory (with 𝑐𝑔 =
𝑐𝑔,𝑟+𝑈 , and 𝑐𝑔,𝑟 =

𝜕𝜎
𝜕𝑘 obtained from the linear dispersion relationship).

4.1.1. Model set-up
To allow for the current effect on the waves to develop, the model

setup included a transition region with a width of several wavelengths
to gradually transition from no current to the respective maximum cur-
rent velocity. The transition region had a width of 10𝐿0, and the region
with maximum flow had a width of 10𝐿0 (with 𝐿0 the wavelength in
the absence of a current). These widths were found to be sufficient
to allow for a gradual change in the wave dynamics, and provided
a sufficiently large domain to determine the wave parameters in the
presence of the current. Waves were generated at the left boundary
with a wavemaker based on linear wave theory which was positioned
3𝐿0 away from the transition region. A sponge layer with a width of
5𝐿0 was positioned in front of the right boundary to absorb the waves
and prevent any wave reflections. The sponge layer was positioned at a
distance of 3𝐿0 from the transition region. The model was set-up with
two layers in the vertical. The horizontal resolution and time-step were
selected based on a sensitivity study A: the horizontal grid resolution
was set at 𝛥𝑥 = 𝐿0∕100 and the time-step was set at 𝛥𝑡 = 𝑇 ∕1000 (with 𝑇
the incident wave period). The surface elevation 𝜁 was outputted at all
computational grid points for a duration of 5 wave periods after a spin-
up time that ensured statistically stationary results inside the numerical
domain.

We used zero-crossing analysis in the maximum current region to
determine the wavelength in presence of a current. First, the surface
elevation 𝜁 was interpolated to a fine horizontal grid in the current
region to allow for an accurate estimation of the wavelength indepen-
dent of the grid resolution. The wavelength was subsequently computed
from the zero-crossing analysis as the average wavelength over the
current region and the output duration. We computed the wave height
in the current region as 𝐻 = 2

√

2𝑚0 (with the zeroth order moment
𝑚 computed as the standard deviation of the surface elevation 𝜁). To
0
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Fig. 5. Snapshot of the modelled surface elevation (blue line, left axis) and ambient current velocity (red line, right axis) in the numerical domain for three different current
velocities (𝑈 = [−3, 0, 3] m∕s) for a monochromatic wave with amplitude 𝑎 = 0.01 m and period 𝑇 = 10 s). The dashed black line indicates the envelope of the wave elevation, and
the title of each panel indicates the respective current velocity.
gain insight in the spatial variation of 𝐻 , we computed the mean, the
maximum and minimum value of 𝐻 in the current region. Results were
excluded when wave-blocking occurred in the model simulation. Wave
blocking was recognized when the wave energy at the down-wave end
of the domain (behind the current region) was < 1% of the incident
wave energy at the numerical wavemaker.

4.1.2. Results
To illustrate the impact of the current on the wave field, Fig. 5

shows an example of the surface elevation inside the model domain
for three different current velocities. For these three cases, modelled
changes to the surface elevation in opposing and following currents
qualitatively agreed with the expected changes to the wave field. In
an opposing current, the wavelength decreased and the wave height
increased (Fig. 5a). In contrast, the wavelength increased and the
wave height decreased for a following current (Fig. 5c). In all three
illustrative cases, the wave signal at the downwave end of the flume
(𝑥 > 3000 m) was identical to the incident wave signal (𝑥 = 0). This
confirms that wave action is conserved in these simulations.

To verify the model results quantitatively, we compared the change
in the wave height and wavelength inside the current region with the
6

results from linear wave theory (Fig. 6). For all three wave periods,
linear wave theory predicted that the wave height and wavelength
varied significantly for the considered range of current velocities (using
Eq. (29)). For opposing currents, the wave height 𝐻 increased and
the wavelength 𝐿 decreased, and vice versa for following currents
(as was visually observed in Fig. 5). Current induced changes to the
wave field at a given 𝑈 were larger for shorter wave periods, with
wave blocking theoretically occurring for 𝑇 = [5, 10, 15] s at 𝑈 ≈
[−1.92,−3.74,−4.87] m∕s (indicated by the vertical black dashed line).

SWASH captured the changes to the wave height and wavelength
for the range of ambient current velocities and the three wave periods
(Fig. 6). This included the nonlinear dependence of 𝐻 and 𝐿 for
𝑈 < 0 m∕s. Furthermore, the model captured blocking of waves for
opposing currents that are stronger than the critical flow velocity of
linear wave theory (indicated by the dashed black lines in Fig. 6). For
all three wave periods, simulations with current velocities stronger than
the theoretical blocking velocity showed a strong decay of the wave
height down-wave of the blocking point (not shown). For simulations
with 𝑈 close to but just weaker than the theoretical blocking velocity,
dissipation of wave energy occurred in the model over the current
Fig. 6. Normalized change to the wave height 𝐻 (panel a) and wavelength 𝐿 (panel b) as a function of the current velocity 𝑈 for small-amplitude monochromatic waves with
𝑇 = [5, 10, 15] s. The wave height and wavelength were normalized by the wave parameters in absence of a current (indicated by [...]0). Converged model results of simulations
(with 𝛥𝑡 = 𝑇 ∕1000 and 𝛥𝑥 = 𝐿∕100) are indicated by coloured lines (see legend) and results from linear wave theory are indicated by the thick black line. In panel (a), boxplots
are indicative to the change in the simulated wave height 𝐻 over the current region. The dashed vertical black lines indicate the current velocity at which wave blocking occurs
according to linear wave theory.
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region (as indicated by the boxplots in Fig. 6a). In the absence of
physical mechanisms for dissipation, this is likely related to numerical
diffusion when the waves (with shorter lengths) propagate in the
current region. For weaker 𝑈 this dissipation becomes smaller and
the model results were in good agreement with linear theory. This
numerical dissipation was found to be dependent on the horizontal grid
resolution and time step, with improved agreement for strong 𝑈 for
finer spatial and temporal resolutions (in accordance with the results
in A).

4.2. Horizontally sheared current fields

In coastal regions, spatially varying current fields exist (e.g., tidal
currents) that can induce wave refraction and result in focal zones that
give rise to wave interference patterns (e.g., Yoon and Liu, 1989; Akrish
et al., 2020). In this section, we verify the ability of the model to cap-
ture such wave patterns using two classical examples of wave–current
interactions: the interactions of waves with a jet-like current and a
vortex ring. Model results were compared with the spectral wave model
SWAN (Booij et al., 1999) extended with a quasi-coherent formulation
that accounts for wave interference due to variable topography (Smit
and Janssen, 2013; Smit et al., 2015) and currents (Akrish et al., 2020).

4.2.1. Model set-up
The model set-up was based on the work of Akrish et al. (2020).

The region of interest spanned a domain of 4 × 4 km. Two different
simulations were considered, one with a jet-shaped and the other with
a vortex-shaped current field, positioned along the central axis of the
domain. The maximum velocities for the simulations were 0.38 m/s and
1.0 m/s, respectively (refer to Akrish et al., 2020, for a mathemetical
formulation of the current fields). At the wavemaker positioned along
the western boundary, a Gaussian shaped wave-spectrum in frequency
and direction was forced with 𝐻𝑠 = 1 m, 𝑇𝑝 = 20 s and a standard
deviation of 0.0015 Hz in frequency space and 1.78◦ in directional
space. The waves had a mean direction of 𝜃0 = 15◦ and 0◦ (in Cartesian
coordinates) for the jet and vortex current, respectively.

In the SWAN model, the physical domain was discretized with
𝛥𝑥 = 𝛥𝑦 = 50 m. The spectral domain was discretized with 45
discrete frequencies that were logarithmically spaced between 0.005
and 0.085 Hz, and with a directional resolution of 2◦ between −90 and
0◦. For the SWASH model, we extended the domain with a 500 m wide
ponge layer at the eastern side of the domain to prevent any wave
eflections. The domain was discretized with a resolution of 𝛥𝑥 = 2

m and 𝛥𝑦 = 4 m (which resulted in ≈ 100 points per wavelength
throughout the domain). The time step was set at 𝛥𝑡 = 0.05 s, equalling
300 points per wave period and resulting in 𝐶𝐹𝐿 ≈ 0.6.

.2.2. Results
Due to changes in wavelength induced by the current, waves were

efracted by the vortex ring (Fig. 7a-c and 7g-i). This current-induced
efraction resulted in considerable variations in the significant wave
eight, with ridges of larger wave heights where waves focussed and
epressions of lower wave heights where waves diverged (Fig. 7a-f).
or this current field, quasi-coherent (QC) effects needed to be taken
nto account in SWAN to resolve the constructive and de-constructive
ave interference that altered the wave field downstream of the vortex

ing (e.g., Akrish et al., 2020). The bulk wave heights and mean wave
irections predicted by the extended SWASH model were in satisfactory
greement with the results from the SWAN QC model throughout the
omain.

Similarly, waves refract as they propagated into the jet-like current
ield, resulting in a change of mean wave direction (Fig. 8g-i) and
n regions with increased and decreased wave heights due to conver-
ence/divergence of wave energy (Fig. 8a-f). Similar to the vortex ring,
uasi-coherent effects need to be incorporated in SWAN to account for
he constructive and de-constructive wave interference that altered the
7

wave field, although this effect was smaller compared to the vortex
ring. In general, the SWASH predictions were in good agreement with
SWAN QC. The results of this test case, and the vortex ring, illustrate
that SWASH including the additional terms in the model equations is
able to capture the effect of current-induced refraction on the wave
propagation and the resulting spatial variability in the wave field.

4.3. Wave blocking, reflections and breaking on opposing currents

As a final test case, we compare model predictions with the labo-
ratory experiment of Chawla and Kirby (1999, 2002) that considered
wave blocking on opposing currents. The flume had a length of 30 m,
a width of 0.6 m and still water depth of 0.5 m, with a pump system to
generate a recirculating current (with a discharge of 0.095 m3/s) and
a perforated wavemaker to generate waves on the current. A spatially
varying current was generated by means of a false wall constricting the
width of the flume, with a minimal width of 0.36 m (see black line in
Fig. 9a). Blocking of waves occurred close to the start of this narrow
part of the flume.

The experiments with monochromatic waves considered a total of
23 test conditions that included 3 different incident wave periods (𝑇 =
[1.2, 1.3, 1.4] s) for a range of wave heights (𝐻 = 0.012−0.14 m). For the
low amplitude and low period waves, waves reflected with negligible
transmission of wave energy beyond the blocking point. For increasing
wave heights, waves started breaking at the blocking point of linear
theory combined with increased transmission of wave energy beyond
this theoretical blocking point. In this paper, we considered 4 out of the
23 test cases: the largest and smallest wave height of both the smallest
and largest wave period (see Table 1). For case R1 and R11 waves
reflected at the blocking point, whereas waves were breaking and wave
energy was transmitted beyond the theoretical blocking point for case
B6 and B18.

We compared model predictions with these laboratory observations
for these 4 test cases. Furthermore, we also computed the wave height
transformation based on conservation of wave action (Eq. (29)). Con-
servation of wave action is computed based on the linear dispersion
relationship (similar to Section 4.1) and also based on the nonlinear
dispersion relationship from 2nd order Stokes theory (e.g., Dean and
Dalrymple, 1991). This nonlinear dispersion relationship accounts for
the effect of amplitude dispersion, which was found to be important for
these laboratory experiments (Chawla and Kirby, 2002).

4.3.1. Model setup
We used a curvilinear grid with a constant streamwise resolution

but varying alongshore width and resolution to replicate the flume in
the numerical model. Based on the sensitivity study for linear waves
A, the horizontal grid resolution in streamwise direction was set to
ensure at least 100 points per wavelength (in the absence of a current).
This resulted in a total of 1500 cells in the streamwise direction.
We used 3 cells in the spanwise direction to reduce computational
overhead. This implies that spanwise effects were not included in the
modelling, such as the sidewall boundary layers that were observed
in the flume (Chawla and Kirby, 2002). To investigate the influence
of the vertical resolution, simulations were run with [2, 4, 20] layers.
The model time step was set at a value that corresponds to 𝐶𝐹𝐿 ≈ 0.4
resulting in about 250–500 points per wave period, which was found
to be sufficiently fine for these test conditions. Waves were generated
based on linear wave theory at 𝑥 = −15 m (in the absence of a current),
with the incident wave height calculated from conservation of wave
action (Eq. (29)) based on the measured wave height at the first wave
gauge (located at 𝑥 ≈ −5 m). A sponge layer with a width of at least
three wavelengths was positioned at the end of the flume to prevent
wave reflections.

We conducted two sets of simulations to replicate the four test
cases. In the first set, which serves as a benchmark for the proposed
model extension, the waves and current were modelled simultaneously
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Fig. 7. Changes to the significant wave height 𝐻𝑚0 and mean wave direction 𝜃 due to a vortex ring current field. Panels a-c show a spatial overview of the significant wave
height (colours) and mean wave direction (black arrows), with the red arrows indicating the ambient current field, for SWASH (panel a), SWAN including the Quasi-Coherent (QC)
formulation (panel b) and default SWAN (panel c). Panels d–i show the wave height (d–f) and mean wave direction (g–i) along three alongshore transects predicted by SWASH
(black lines), SWAN QC (orange lines) and default SWAN (blue lines).
Table 1
Experimental conditions (wave height 𝐻 , wave period 𝑇 , theoretical blocking velocity 𝑈𝑏, and normalized water depth 𝑘𝑑
for three current velocities) of the four test cases of the Chawla and Kirby (1999) flume experiment that were considered in
this paper. The wave height and wave period were measured at the first wave gauge inside the flume, at a distance of 4.2 m
(case 1 and 3) and 5.2 m downstream (case 2 and 4) of the start of the narrow flume section. The blocking velocity was
computed based on the linear dispersion relationship. The normalized water depth based on linear wave theory is provided
in the absence of the current, for 𝑈 = −0.32 m∕s, and at the theoretical blocking velocity 𝑈𝑏.

𝐻 (m) 𝑇 (s) 𝑈𝑏 (m/s) 𝑘𝑑 (𝑈 = 0 m∕s) 𝑘𝑑 (𝑈 = −0.32 m∕s) 𝑘𝑑 (𝑈 = 𝑈𝑏 m∕s)

R1 0.012 1.2 −0.47 1.53 2.36 5.59
B6 0.126 1.2 −0.47 1.53 2.36 5.59
R11 0.015 1.4 −0.55 1.22 1.69 4.14
B18 0.141 1.4 −0.55 1.22 1.69 4.14
through the original set of model equations. A re-circulating current
was generated through modifying the kinematic boundary condition at
the bottom (see Appendix B). The resulting discharge that is imposed at
the bottom replicates a pump system through which a volume of water
is pumped into the domain at one end of the flume and is taken out
at the other end of the flume. In this manner, a current was generated
inside the numerical flume. In all simulations with this pump system,
the discharge was set at 𝑄 = 0.095 m3/s based on (Chawla and Kirby,
2002). With this model set-up, the modelled depth-averaged current
field was in good agreement with observations taken in the flume
for a reference case excluding waves (Fig. 9b). In the second set of
simulations, we account for the current through the additional terms
in the equations that were derived in Section 2. The ambient current
velocities were obtained from the simulation with the pump system
without waves (Fig. 9b). In the following, we refer to the simulations
with the additional terms to model the influence of the current on
8

waves as an Ambient Current (AC) simulation, and we refer to the
benchmark simulations as a Pump simulation.

Non-hydrostatic models like SWASH inherently account for the
dissipation by breaking waves but require high vertical resolutions to
capture the onset of wave breaking correctly (e.g,. Smit et al., 2013).
To capture the onset of breaking with coarse resolutions, Smit et al.
(2013) introduced the Hydrostatic Front Approximation (HFA) that
neglects the non-hydrostatic pressure locally to trigger wave breaking
(i.e., switching to the Non-Linear Shallow Water Equations, NSLWE).
However, numerical instabilities developed in all 2-layer simulations
with HFA. We believe this is related to the normalized water depth of
the waves at breaking. For depth-induced wave breaking in the absence
of currents (for which the HFA is normally applied), the normalized
water depth is relatively low at breaking (𝑘𝑑 < 1), resulting in a
relatively small non-hydrostatic pressure contribution. In the wave–
current simulations of this test case, the normalized water depth is
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Fig. 8. Changes to the significant wave height 𝐻𝑚0 and mean wave direction 𝜃 due to a jet-like current field. Panels a-c show a spatial overview of the significant wave height
(colours) and mean wave direction (black arrows), with the red arrows indicating the ambient current field, for SWASH (panel a), SWAN including the Quasi-Coherent (QC)
formulation (panel b) and default SWAN (panel c). Panels d–i show the wave height (d–f) and mean wave direction (g–i) along three alongshore transects predicted by SWASH
(black lines), SWAN QC (orange lines) and default SWAN (blue lines).
Fig. 9. Overview of the numerical setup of the Chawla and Kirby (1999) flume experiment. The top panel (a) shows the flume width (black line, left axis) and a snapshot of the
modelled free-surface elevation for test case 1 (blue line, right axis). The bottom panel (b) shows the modelled (red line) and measured (black markers) current velocity (in the
absence of waves).
relatively large (𝑘𝑑 > 4 near wave blocking, see Table 1). As a
result, the contribution from the non-hydrostatic pressure is relatively
large at the location of incipient wave breaking. Excluding a relatively
large contribution from the non-hydrostatic pressure likely resulted in
numerical instabilities and caused the model to crash. As a result, the
HFA approach cannot be used to improve the model predictions of
the 2-layer model in the case of breaking waves on a strong opposing
current. In the following, we therefore only show results for 2-layer
simulations excluding HFA.
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4.3.2. Results - wave reflections
For the wave condition with the smallest wave height and wave pe-

riod (case R1, Table 1), waves reflected at the blocking point, resulting
in a nodal pattern in the wave height 𝐻 and negligible transmission
of wave energy for 𝑥 > 0 m (Fig. 10a). An energy balance based on
conservation of wave action (Eq. (29)) provided a reasonable good
description of the location of wave blocking. Differences between the
energy balance with the linear dispersion relationship and 2nd order
Stokes dispersion relationship were generally small except near the
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Fig. 10. Comparisons between the measured and modelled wave height for test cases R1 and R11 of the wave–current flume experiment of Chawla and Kirby (1999). The black
circle markers indicate the experimental observations, and the coloured lines indicate the model predictions (light and dark blue, 2 and 4-layer simulations with AC (Ambient
Current), respectively; black, benchmark 4-layer simulation with pump system). The thin red lines show the results from an energy balance based on conservation of wave action
using the linear dispersion relationship (dashed red line) and the 2nd order Stokes dispersion relationship (full red line).
blocking location, where the blocking location is spatially shifted by
approximately 0.25 m when accounting for amplitude dispersion.

In Fig. 10a, we compare both results of the simulations with an
Ambient Current (AC) and of a benchmark simulation in which the
current is included through a re-circulating pump. Both model setups
(AC and Pump) reproduced this blocking and reflection of waves as
the simulations captured the nodal pattern in the wave height for
𝑥 < 0 m and wave energy was not transmitted beyond 𝑥 = 0 m
(Fig. 10a). Model simulations were found to be sensitive to the number
of layers, and were approximately converged for 4 layers (as illustrated
by the results of the AC simulations). The nodal structure in 𝐻 was
stronger and spatially shifted towards the wavemaker using two vertical
layers with both the AC (Fig. 10a) and Pump setup (not shown). This
indicates that reflections were stronger and blocking occurred at a
weaker opposing current velocity when using this coarsest vertical
resolution. Increasing the vertical resolution improved the results of the
AC simulation, although 𝐻 was over predicted at blocking compared
to the measurements and the benchmark simulation. Results of the 4-
layer benchmark Pump simulation were in good agreement with the
measurements, apart from a slight spatial shift (approx. 0.15 m) of the
blocking location and nodal pattern.

For test case R11, blocking was expected at 𝑥 ≈ 0 m based on
the energy balance with linear dispersion (Fig. 10b). In contrast, the
energy balance with 2nd order dispersion predicted no blocking but
transmission of energy for 𝑥 > 0 m. In the laboratory, partial reflections
occurred at the blocking point with partial transmission of energy for
𝑥 > 0. Both the AC and Pump simulations captured these patterns.
Similar to case R1, simulations approximately converged when 4 layers
were used. The 4-layer benchmark simulation was in best agreement
with the observations, and captured both the spatial variability and
magnitude of 𝐻 . The 4-layer AC simulations overpredicted 𝐻 near the
linear blocking point for 𝑥 > 0 m (similar to test case R1) and predicted
weaker reflections resulting in a less pronounced nodal pattern for
𝑥 < 0 m.

These results show that the proposed extension of the model equa-
tions captured the overall patterns in the wave height that was observed
in the laboratory and simulated by the benchmark model. Model results
of both the AC and Pump simulations were found to be sensitive to the
number of layers, indicating that the dispersive properties of the model
affected the location of blocking and controlled the magnitude of wave
reflections. Discrepancies in the blocking location at coarse vertical
resolutions were larger for case R1 (with a smaller wave period and
thus larger 𝑘𝑑 compared to R11). This is consistent with the expected
response based on the numerical dispersion relationship (Fig. 3): the
relative absolute error in 𝑈𝑏 compared to linear theory was 1.49% and
0.42% for R1 and R11 when using 2 layers, respectively, and < 0.25%
when using 4 layers.
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4.3.3. Results - wave breaking
For larger incident wave heights (case B6 and B18), wave breaking

on the opposing current was observed during the experiment in the
narrow region of the flume (𝑥 = 0 − 5 m) and wave energy was
transmitted beyond the blocking point from linear theory (Fig. 11). For
case B6, the 2-layer AC simulation did not capture the transmission
of wave energy beyond the blocking point, but showed signs of wave
reflections near 𝑥 = 0 m, resulting in an over prediction of the wave
height for −2 < 𝑥 < 0 m (Fig. 11a). Similar results were observed for
the simulation with a Pump system (not shown). These results indicate
that the 2-layer simulations failed to capture the breaking of waves
and transmission of energy beyond the linear blocking point for this
particular test case. Increasing the number of vertical layers signifi-
cantly improved the model results (as indicated by the 4 and 20-layer
AC simulations, Fig. 11a). In particular, the 20 V Pump benchmark
simulation captured 𝐻 throughout most of the domain, including the
transmission of energy beyond the linear blocking point and the gradual
decay of 𝐻 for 𝑥 > 0 m. The 20 V AC simulation also captured part of
this wave transmission but only up to 𝑥 ≈ 1 m, and over predicted 𝐻
near 𝑥 = 0 m.

For case B18, with a larger incident wave height and period, wave
energy was transmitted beyond the linear blocking point for the 2-layer
simulation with no sign of wave reflections (Fig. 11b). However, 𝐻
was over predicted for 𝑥 > −2 m. Simulations with the Pump provided
similar results (not shown). Increasing the number of vertical layers
significantly improved the model results, and 20 V AC simulations
agreed well with 20 V Pump simulations apart from a slight over
prediction for 𝑥 > −1 m. Both 20 V models were also in satisfactory
agreement with the observations, apart from an over prediction of 𝐻
for 𝑥 > 0 m.

For the test cases with breaking waves, the model predictions
were found to be sensitive to the vertical resolution. A relatively fine
vertical resolution was found to be required to capture changes in the
wave height. For case B6, a fine vertical resolution was required to
prevent wave-reflections at the blocking point and to capture (part of)
the transmission of energy for 𝑥 > 0. In contrast, wave energy was
transmitted beyond the linear blocking point at coarse resolutions for
case B18. For this test case, higher vertical resolutions were required
to better capture the shoaling of waves on the opposing current. The
shoaling in 2-layer simulations was similar to the linear energy balance,
whereas shoaling in the case of more vertical layers was comparable to
the nonlinear energy balance and the measurements. This suggests that
for B18 a higher vertical resolution is required to capture the effect of
(nonlinear) amplitude dispersion.



Coastal Engineering 187 (2024) 104420D.P. Rijnsdorp et al.
Fig. 11. Comparisons between the measured and modelled (20-layer simulations) wave height for test cases B6 and B18 of the wave–current flume experiment of Chawla and Kirby
(1999). The black circle markers indicate the experimental observations, and the coloured lines indicate the model predictions (light to dark blue, 2, 4 and 20-layer simulations
with AC (Ambient Current); black, benchmark 20-layer simulations with pump system). The thin red lines show the results from an energy balance based on conservation of wave
action using the linear dispersion relationship (dashed red line) and the 2nd order Stokes dispersion relationship (full red line).
5. Discussion

The results of this work demonstrated that the extended SWASH
model was able to capture the dominant effects of currents on waves.
Comparisons with linear theory and a spectral wave model showed
that the model captured current-induced changes to the wave ampli-
tude and length, and current-induced refraction. Comparisons with the
laboratory experiment of Chawla and Kirby (1999, 2002) showed that
the model reproduced the (partial) reflection of monochromatic waves
on an opposing current near the blocking point in the case of small
amplitude waves, and (partial) transmission and wave breaking in the
case of larger amplitude waves.

5.1. Model accuracy

For the laboratory test cases (Section 4.3), model results were found
to be sensitive to the number of vertical layers. In particular, a fine
vertical resolution was required to capture the nonlinear shoaling,
breaking and (partial) transmission of the large amplitude waves on the
opposing current. Importantly, the results from the extended SWASH
model were generally in good agreement with fully resolved benchmark
simulations that intrinsically accounted for the wave–current interac-
tions. This indicates that additional physics in the fully resolved SWASH
model (e.g., vertical variations in the ambient flow, and the influence
of waves on the ambient currents) did not significantly affect the wave
dynamics in these test cases.

Instead, this indicates that model-data discrepancies were largely
inherited from the fully resolved model. For example, these could be
related to the exclusion of span-wise flow effects, and shortcomings in
the turbulence modelling (e.g., no wave breaking induced turbulence at
the free-surface, incomplete description of turbulent boundary layers).
To our knowledge, current state-of-the-art CFD models such as RANS
and SPH-type models have not been widely used to simulate these
nor similar laboratory experiments that consider such complex wave–
current interactions. Only a few authors have used CFD for selected
cases of laboratory experiments (e.g., Olabarrieta et al., 2010; Teles
et al., 2013; Chen and Zou, 2018; Yao et al., 2023) but not for a wide
variety of conditions such as the reflective and breaking cases that were
considered in this work. As such, we currently lack a clear benchmark
that indicates how accurate fully resolved 3D models including more
sophisticated turbulence models can capture wave–current interactions.
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5.2. Model limitations

The main two assumptions of the present work are that the ambient
current is constant over the wave-time scale and is uniform over the
vertical. As such, the methodology cannot represent ambient currents
that vary at a time scale comparable to the wave-time scale. Secondly,
the methodology does not account for the effect of vertically sheared
ambient currents on the wave kinematics, which is known to intro-
duce an additional change to the dispersion relationship besides the
Doppler shift (e.g., Dalrymple, 1974; Kirby and Chen, 1989; Nepf and
Monismith, 1994). Formally, this restricts the model to depth-uniform
ambient currents that vary slowly compared to the wave-time scale.

The effect of vertical shear on the dispersion relationship can how-
ever be approximated by using different approaches to define the
depth-uniform current 𝑈 based on a vertically varying current field
𝑈 (𝑧) (e.g., obtained from a circulation model). For example, previous
studies with coupled spectral-wave and circulation models used the
velocity at the surface or a wave-weighted velocity (Skop, 1987; Kirby
and Chen, 1989) to capture the effect of vertical shear on the wave
dynamics (e.g., Ardhuin et al., 2017; Elias et al., 2012; Olabarrieta
et al., 2011). Comparisons to the exact dispersion relationship for
linearly sheared currents indicate that the proposed model, with an
appropriate depth-uniform current from 𝑈 (𝑧) of a 3D hydrodynamic
model (e.g., the surface, depth-averaged or wave-weighted velocity),
will capture the leading order current effects on linear waves for moder-
ate vertical shear away from wave blocking (see Appendix D). However,
care must be taken when using the proposed model in regions with
near blocking opposing currents and baroclinic effects (e.g., stratified
estuaries), where the full effect of vertical shear on the wave dynamics
might need to be resolved.

6. Conclusions

This study has demonstrated that the non-hydrostatic modelling
approach can be extended to account for the effect of depth-uniform
currents on the wave dynamics. By introducing a separation of scales
and assuming vertically uniform mean currents, additional terms were
derived that account for changes in the wave properties in the presence
of spatially varying currents. These additional terms were included in
the open-source SWASH model.

A linear analysis of the model equations confirmed that the pro-
posed model extension resolves the effect of currents on the linear wave
properties (e.g., changes in wavelength, group velocity and the horizon-
tal orbital velocity). Comparisons of model predictions with linear wave
theory further verified the numerical implementation. The extended
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SWASH model captured changes in the wavelength and amplitude in
the presence of opposing and following currents for small amplitude
waves. As a next step, we validated the model for more complex
spatially varying flow fields: a vortex ring and a jet-like current. SWASH
predictions were compared with the spectral wave model SWAN, in-
cluding the Quasi-Coherent formulation to account for constructive
and de-constructive wave interference effects. Comparisons of bulk
wave parameters (significant wave height and mean wave direction)
showed that the extended SWASH model was able to account for the
current-induced refraction of both flow fields, and the resulting spatial
variability in the wave height.

Finally, we compared model predictions with a flume experiment
that considered blocking and breaking of monochromatic waves on a
strong opposing current. Although the model tended to overpredict the
wave height, it was able to reproduce reflections of small amplitude
waves, and breaking of larger amplitude waves. For breaking waves,
model results were improved by increasing the vertical resolution (from
2 to 20 layers). Results of the newly derived model were generally
consistent with fully resolved SWASH simulations (in which a recircu-
lating current was included through an inflow and outflow boundary at
the bottom). This indicates that model-data discrepancies were largely
inherited from the fully-resolved model and not introduced by missing
physics in the extended model (e.g., no vertical variation of the ambient
current, and no effect of waves on the ambient current).

The findings of this work thereby demonstrated that phase-resolving
models can be extended with additional terms to account for the major
effect of ambient depth-uniform currents on the wave dynamics. This
will allow models like SWASH to more accurately and efficiently sim-
ulate the wave dynamics in coastal environments where tidal and/or
wind-driven currents are present.
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Appendix A. Sensitivity study

The behaviour of the SWASH model was found to be sensitive to
the horizontal grid resolution 𝛥𝑥 and the time-step 𝛥𝑡. To illustrate
the sensitivity to the grid resolution, we consider a set of simulations
of a 𝑇 = 10 s monochromatic wave on a 𝑈 = [−3,−1] m∕s current
for a range of horizontal grid and temporal resolutions. To study the
influence of 𝛥𝑡 and 𝛥𝑥 separately, the first set considers simulations
with fixed 𝛥𝑥 = 𝐿0∕60 for a range of 𝛥𝑡, and the second set corresponds
to several simulations with fixed 𝛥𝑡 = 𝑇 ∕1000 but for a range of 𝛥𝑥.

Changes to the wavelength 𝐿 were not sensitive to either 𝛥𝑥 and
𝛥𝑡. On the other hand, changes to the wave height 𝐻 were sensitive to
the model settings. The sensitivity was larger for the stronger current
velocity. Modelled changes to 𝐻 were less sensitive to the horizontal
grid resolution, except for coarse resolutions (𝛥𝑥∕𝐿0 < 40), with
elatively weak improvement for 𝛥𝑥∕𝐿0 ≤ 40 (Fig. A.1). Modelled
hanges to 𝐻 were sensitive to the time-step, especially for 𝑈 = −3 m∕s.

For this current velocity at larger time-steps, significant dissipation of
wave energy occurred in the current region (as illustrated by the ver-
tical lines in Fig. A.1 at smaller 𝛥𝑡∕𝑇 ). For finer temporal resolutions,
this non-physical dissipation reduced and model results approximately
converged to the solution of linear wave theory. This sensitivity to
the horizontal grid and temporal resolution was primarily significant
for strong opposing currents relative to the wave group velocity. For
following currents and weak opposing currents the model results were
not sensitive to 𝛥𝑥 and 𝛥𝑡 (as illustrated by the results for 𝑈 =
−1 m∕s). Based on this sensitivity study, the optimal horizontal grid
and temporal resolution for which model predictions were sufficiently
converged was concluded to be 𝛥𝑥 = 𝐿0∕100 and 𝛥𝑡 = 𝑇 ∕1000.

Appendix B. Re-circulating current

To generate a re-circulating current in the model, we impose an
inward and outward flux at the bottom at either side of the model
domain. For this purpose, we have adopted the kinematic boundary
condition as follows,

𝑤𝑧=−𝑑 = −𝑢 𝜕𝑑
𝜕𝑥

− 𝑣 𝜕𝑑
𝜕𝑦

± 𝑓𝑠
𝑃
𝑊

, (B.1)

where 𝑃 is a discharge and 𝑊 is the width of the region where the
discharge is specified. By introducing an equal discharge of opposing
sign in a region at either side of the numerical domain, a recirculating
current is generated inside the domain. To reduce the spin-up time, we
use a smoothing function 𝑓𝑠 to gradually ramp up the discharge from
0 to 𝑃 . The smoothing function is defined as,

𝑓𝑠 = 0.5 (1 + tanh( 𝑡
𝑇𝑆

− 3)), (B.2)

where 𝑇𝑆 is the smoothing period of the pump (taken as 𝑇𝑆 = 15 s in
the simulations of this work).

Appendix C. Linear semi-discrete analysis of the model equations

The numerical dispersion relationship can be derived from the
linearized and semi-discretized set of model equations (e.g., Cui et al.,
2014; Bai and Cheung, 2013; Smit et al., 2014). Based on Smit et al.
(2014), the linearized and semi-discretized SWASH equations extended
with the additional terms for the wave–current interactions (on the
right hand side) for 𝑁 vertical layers reads,
𝜕𝑢′𝑛−1∕2

𝜕𝑡
+ 𝑔

𝜕𝜁 ′

𝜕𝑥
+ 1

2
𝜕𝑝𝑛ℎ,𝑛
𝜕𝑥

+ 1
2
𝜕𝑝𝑛ℎ,𝑛−1

𝜕𝑥
= −𝑈

𝜕𝑢′𝑛−1∕2
𝜕𝑥

, for 𝑛 = 1...𝑁,

(C.1)
𝜕𝑤𝑛 +𝑤𝑛−1

𝜕𝑡
+ 2

𝑝𝑛ℎ,𝑛 − 𝑝𝑛ℎ,𝑛−1
𝛥𝑧

= −𝑈
𝜕𝑤𝑛 +𝑤𝑛−1

𝜕𝑥
, for 𝑛 = 1...𝑁, (C.2)

𝜕𝑢′𝑛−1∕2 +
𝑤𝑛 −𝑤𝑛−1 = 0, for 𝑛 = 1...𝑁, (C.3)
𝜕𝑥 𝛥𝑧
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Fig. A.1. Changes to the height (panel a and c) and length (panel b and d) of a monochromatic wave (𝑇 = 10 s) on an opposing current (𝑈 = [−3,−1] m∕s) as a function of the
temporal resolution with a fixed grid resolution 𝛥𝑥∕𝐿0 = 60 (panel a–b) and as a function of the horizontal grid resolution with a fixed temporal resolution 𝛥𝑡 = 𝑇 ∕1000 (panel
c–d). The full lines indicate the SWASH results and the dashed lines indicate the results according to linear wave theory. Results for 𝑈 = −3 m∕s are printed in blue and results for
𝑈 = −1 m∕s in orange. For SWASH, the horizontal line with marker indicates the average change to the simulated wave height 𝐻 in the current region, and the vertical lines with
horizontal endings indicate the maximum and minimum 𝐻 in the current region. The wave height and length are normalized by the incident wave height and length, respectively.
𝜕𝜁 ′

𝜕𝑡
+ 𝛥𝑧

𝑁
∑

𝑛=1

𝜕𝑢′𝑛−1∕2
𝜕𝑥

= −𝑈
𝜕𝜁 ′

𝜕𝑥
. (C.4)

The flow variables in the above set of equations are located on a
staggered grid, with 𝑢′ located in a cell center (𝑛 − 1

2 ) and 𝑤 and
𝑝𝑛ℎ at a vertical cell face (𝑛). Assuming a horizontal bottom (𝑤0=0)
and considering the initial value problem in an infinite domain (with
𝛥𝑧 = 𝑑∕𝑁), we assume that the flow variables have a solution of the
form 𝑦 = �̂� exp(𝑖𝑘𝑥 − 𝑖𝜔𝑡) (where �̂� is the complex amplitude of a flow
variable, 𝑘 is the wavenumber and 𝜔 the absolute wave frequency).
Substituting this into the above set of equations for each variable
results in a system of equations of the form 𝐴�̂� = 0. The numerical
dispersion relationship can subsequently found from Det(𝐴) = 0 using
symbolic algebra software. With the addition of an ambient current 𝑈 ,
the numerical dispersion relationship provides a relationship between
𝜔 and 𝑘 in the presence of a current with velocity 𝑈 for 𝑁 vertical
layers. The relative group velocity can be found from the numerical
dispersion relationship as 𝑐𝑔,𝑟 =

𝜕𝜎
𝜕𝑘 for an arbitrary current velocity 𝑈

(with 𝜔 = 𝜎+𝑘𝑈). To find the complex amplitude of the flow variables
�̂�, we substitute the numerical dispersion relationship into the matrix
𝐴 and determine the null-space.

Appendix D. Influence of vertical current shear on wave disper-
sion

To quantify the influence of neglecting the vertical shear of the
current on the waves, we compare an exact dispersion relationship
for a linearly sheared current with the Doppler shifted relationship
(Eq. (26)). For a linearly sheared current of the form,

𝑈 (𝑧) = 𝑈s(1 + 𝛼 𝑧
𝑑
), (D.1)

in which 𝑈s is the surface velocity, 𝛼 = 𝑆𝑑
𝑈𝑠

, and 𝑆 = 𝜕𝑈
𝜕𝑧 , the

exact dispersion relationship is given by Jonsson et al. (e.g., 1978),
Dingemans (e.g., 1997),
(𝜔
𝑘
− 𝑈s

)2
= 1

𝑘

(

𝑔 − 𝑆
(𝜔
𝑘
− 𝑈s

))

tanh (𝑘𝑑) . (D.2)

To improve the accuracy of the Doppler shifted dispersion relation-
ship (Eq. (26)) in the presence of vertically sheared currents, several
approaches have been proposed to define the depth-uniform current 𝑈
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based on a vertically varying current 𝑈 (𝑧). In coupled spectral wave
and circulation models, the surface current 𝑈s has traditionally been
used to represent 𝑈 (𝑧) (e.g., Elias et al., 2012; Ardhuin et al., 2017).
As an alternative, several studies used a low-order wave-weighted
approach (Skop, 1987; Kirby and Chen, 1989; Banihashemi et al., 2017;
Banihashemi and Kirby, 2019) in such coupled modelling systems (e.g.,
Elias et al., 2012; Olabarrieta et al., 2011),

𝑈 = 2𝑘
sinh(2𝑘𝑑) ∫

𝜂

−𝑑
𝑈 (𝑧) cosh (2𝑘 (𝑧 + 𝑑))d𝑧. (D.3)

In previous studies, the wavenumber in the above equation was gener-
ally taken as a constant value based on the peak period (e.g., Lesser,
2009; Warner et al., 2010) or as a spectral mean wave number (e.g.,
Elias et al., 2012).

For a linearly sheared current, we compared differences in 𝑐𝑔 be-
tween the exact dispersion relationship (Eq. (D.2)), and Doppler shifted
dispersion relationship (Eq. (26)) with 𝑈 taken as the (i) surface
current, (ii) depth-averaged current, and (iii) wave-weighted current
(Eq. (D.3)). As the proposed model is a nonlinear time domain model,
we cannot account for any frequency variation and can only use a single
value for the wavenumber in Eq. (D.3) to produce a single weighted
current field. To gain insight in the accuracy of the wave-weighted
approach in coastal waters, we calculated a wave-weighted current
with a single 𝑘 in Eq. (D.3) that represents an intermediate water depth
wave with 𝑘0𝑑 = 1 (with 𝑘0 the wavenumber when 𝑈 = 0).

Fig. D.2 shows the relative difference in 𝑐𝑔 at 𝑑 = 10 m for a
range of 𝑘0𝑑 and for a range of naturally representative shear (with
𝑈 (𝑧 = −𝑑) = 0 for 𝛼 = 1, and 𝑈 (𝑧 = −𝑑) = 2𝑈𝑠 for 𝛼 = −1). For
a following current, the surface current approach results in significant
discrepancies (> 10%) for shallow water waves 𝑘0𝑑 ≪ 1 when |𝛼| > 0.4
(Fig. D.2d), whereas errors are generally small (< 5%) for 𝑘0𝑑 > 10. The
depth-averaged and wave-weighted approach improve 𝑐𝑔 estimates for
𝑘0𝑑 < 3 but results in larger discrepancies for deep water waves when
𝑘0𝑑 > 10 (Fig. D.2e-f). Compared to the depth-averaged approach,
the wave-weighted approach (with weighing based on 𝑘𝑑=1) yields
improved 𝑐𝑔 estimates at 𝑘0𝑑 > 1, at the cost of larger discrepancies
for shallow water waves (𝑘0𝑑 ≪ 1) when 𝛼 < 0.

For an opposing current, the depth-averaged and wave-weighted
approach result in small errors in 𝑐𝑔 for 𝑘0𝑑 ≪ 1 (Fig. D.2b,c).
Discrepancies are largest near wave blocking (indicated by the dashed
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Fig. D.2. Relative absolute difference in the group velocity 𝛥𝑐𝑔 of the Doppler shifted dispersion relationship with a depth-uniform current (Eq. (26)) and the exact dispersion
relationship of a linearly sheared current (Eq. (D.2)) for a water depth of 𝑑 = 10 m, as a function of the normalized water depth in the absence of a current (𝑘0𝑑) and the
normalized vertical shear (𝛼 = 𝑆𝑑∕𝑈s). Results are shown for an opposing and following current with velocities at the free surface of 𝑈s = [−0.2, 1]

√

𝑔𝑑 (left and right panels,
respectively), and three approaches to determine the depth-uniform current velocity (as indicated by the text in each panel). The dashed and full red lines indicate the contours
beyond which wave blocking occurs according to the Doppler shifted (Eq. (26)) and exact dispersion relationship (Eq. (D.2)), respectively. The dashed and full white lines indicate
the 5% and 10% 𝛥𝑐𝑔 contour, respectively.
and full red line in Fig. D.2a-c). Using the surface velocity improves the
results in the region of wave blocking, but results in larger errors for
𝑘0𝑑 < 1 (Fig. D.2a).

These results indicate that the Doppler shifted dispersion relation-
ship, with an appropriate method to compute the depth-uniform cur-
rent from 𝑈 (𝑧), can capture the linear wave properties for opposing and
following currents with moderate shear (|𝛼| < 0.5) over a wide range of
𝑘0𝑑. For an opposing sheared current, significant discrepancies arise in
the vicinity of wave blocking when using the Doppler shifted dispersion
relationship with either of the three approaches. This suggests that in
this case the full effect of the vertical shear needs to be taken into
account.
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