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SUMMARY

In typical power system operations, failures, e.g., caused by degradation, may result in
service interruption and loss of power supply. Furthermore, low-occurrence-probability
but high-impact extreme events, e.g., natural disasters and cyber-attacks, may also dam-
age the power grid. This thesis aims to develop innovative strategies for handling these
two kinds of failures in power grids. In particular, we develop preventive maintenance
strategies, a pre-disaster electrical vehicle charging control strategy, an accurate fault
location algorithm, and an unmanned aerial vehicles routing strategy for post-disaster
distribution networks.

In the first part of this thesis, we develop failure prevention strategies for power grids.
We propose a short-term condition-based preventive maintenance scheduling strategy
that considers the supporting potential of distributed generators and batteries. Then
a novel bidding mechanism for maintenance of generation units is proposed. In this
mechanism, the generation companies (GENCOs) of the host independent system oper-
ator (ISO) can change their maintenance slots by purchasing supportive energy from the
GENCOs of the neighbor ISOs and/or by paying penalty fees in case the energy transmit-
ted from the host ISO to the neighbor ISOs is reduced for ensuring the reserved energy
level in the host ISO. Consequently, more maintenance actions can be performed on
the generation units so that the reliability of the transmission power network can be en-
hanced. Afterwards, a truthful maintenance platform is proposed for generation units
in transmission power networks. By using the proposed platform for truthful condition-
based maintenance of generation units, the GENCOs and manufacturers of the equip-
ment can share their data in a trustworthy environment without worrying about tam-
pered data or data breaches.

In the second part of this thesis, we propose a novel charging control strategy for pre-
disaster evacuation situations. Compared with the charging strategies in the literature,
we explicitly include two specific contributions. Firstly, compared with the load and
charging demands prediction method for regular daily situations, a more accurate load
and charging demands prediction method for pre-disaster situations is proposed based
on human evacuation behaviour. Secondly, to ensure fairness, in the method to deter-
mine the charging schedule for the plugged-in electric vehicles (EVs), a higher priority
is given to plugged-in EVs whose departure times are more heavily delayed. Then we
propose a novel Aitken-distributed-model-predictive-control algorithm with fast con-
vergence speeds to solve the charging optimal control problem for plugged-in EVs.

In the third part of this thesis, we propose an estimation method based on maxi-
mum likelihood estimation that can effectively reduce the uncertainty in the measure-
ments when determining the transmission line parameters. In this way, the inspection
distance for searching the fault location by the crews can be reduced. Besides, an un-
manned aerial vehicle routing strategy integrating of monitoring roads and lines, and
inspection of damages for post-disaster situations is proposed for distribution networks.

xiii



xiv SUMMARY

To adapt to unpredictable events, the UAV routing strategy is implemented in real time
by adopting a receding horizon strategy. This routing strategy can facilitate to find the
damages and potential dangers and also can provide the real-time traffic situation to the
repair crews.
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1
INTRODUCTION

1.1. BACKGROUND AND SCOPE

1.1.1. BASIC COMPONENTS IN POWER SYSTEMS
Current power systems mainly include generation units, distributed generators, trans-
formers, transmission lines, distribution networks, batteries, and loads, as shown in Fig-
ure 1.1. The electrical energy in power systems is generated from the generation units.
Then, the transmission networks that include transmission lines deliver the generated
energy from generation units to distribution networks. Afterward, distribution networks
distribute the energy to the loads. Note that there can be distributed generators in the
distribution networks. These distributed generators also can generate electrical energy
but deliver the generated energy directly to the distribution network [90].

In power systems, the generation units are managed by the generation companies
(GENCOs). One of the basic purposes of a GENCO is to earn benefits from energy gen-
eration. Furthermore, in power systems, there is another entity called the independent
system operator (ISO). The ISO is a non-profit organization that manages the power sys-
tems in an area. It is responsible for scheduling the maintenance actions of the genera-
tion units in its area to ensure the reliability of the power systems in the given area.

In this thesis, failure prevention strategies of generation units and distribution net-
works are considered in Chapters 2 to 4. The GENCOs and ISOs are considered in failure
prevention strategies of the generation units in Chapters 3 and 4. Moreover, the distri-
bution network is considered in the charging strategy in Chapters 5. Furthermore, fail-
ure restoration strategies of the distribution and transmission networks are discussed in
Chapters 6 and 7.

1.1.2. POWER SYSTEM RELIABILITY AND RESILIENCE
In general, power system reliability addresses service interruptions and power supply
losses in power systems [141]. Service interruption occurs when e.g. scheduled mainte-
nance actions are performed or a component breaks down, and may result in load loss.

1
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Generation 

unit

Transformer

Transmission 

line

Distribution 

line

Load

Legend

Distributed 

generator

Battery

Figure 1.1: Basic components of power systems

Thus, power system reliability is an important performance criterion and highly influ-
ences the quality of service of the power system.

The resilience of the power system describes the fast restoration capacity after the
power system has been impaired by e.g., extreme natural disasters [32] and cyberat-
tacks [158]. Different from the reliability, resilience involves low-probability but high-
influence events. A fast restoration process with less load loss reduces the influence of
the outage on the quality of living and even on the basic requirements of the residents,
e.g., as reported in the recent winter storm in Texas 2021 [60]. Power system resilience
has received increased attention in recent decades because of the frequent occurrences
of extreme natural disasters around the world.

1.1.3. POWER SYSTEM MAINTENANCE

To guarantee the power system reliability, maintenance actions should be performed on
the components of the power systems. Maintenance actions reduce the failure rate of
the components so as to prevent sudden failures that may result in large-scale outages
or damage the other components. The components in power systems mainly include
generation units, transformers, and transmission lines. Since without implementing
a redundant design, performing maintenance actions usually results in the scheduled
(i.e., non-sudden) shutdown of the components, scheduling the maintenance actions
with the lowest costs is one of the major responsibilities of the power system operators.
These costs involve the maintenance performance costs, load loss costs resulting from
performing scheduled maintenance actions, penalty fees for shutting-down the compo-
nents, and so on.

1.1.4. PRE-DISASTER EMERGENCY COUNTERMEASURES

The pre-disaster emergency situation is in the period before an extreme natural disaster
occurs. During the pre-disaster situation, the residents may behave differently from their
behavior in regular daily life. Thus, operation and control strategies for power systems
should adapt to pre-disaster human behavior. For instance, in pre-disaster situations,
the charging requirements of the owners of electric vehicles (EVs) may increase signif-
icantly. That is because the owners may intend to use their EVs to evacuate before the
disaster. So, the load and charging demands in pre-disaster evacuation situations cannot
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be accurately predicted by using the load and charging demands prediction methods for
regular daily life. Consequently, it is important to develop a charging control strategy for
pre-disaster evacuation situations.

1.1.5. POWER SYSTEM RESTORATION

After extreme natural disasters, the components in power systems may be damaged. To
recover the power systems quickly, the power system operators require to first know
where the damages are. For distribution networks, locating the damages via electrical
fault signals only is very difficult. Thus, the inspections of damage via nonelectrical mea-
sures should be performed, e.g., by human crews or unmanned aerial vehicles (UAVs).

1.2. PROBLEM STATEMENT

1.2.1. POWER SYSTEM CONDITION-BASED MAINTENANCE SCHEDULING

Maintenance strategies can be mainly categorized into corrective and preventive main-
tenance strategies [71], [194], [207]. The corrective maintenance involves repairing the
failures after they have occurred. Corrective maintenance is easy to implement, since
there is no need to estimate the degradation conditions of the components. However,
the sudden shutdowns caused by failures may result in large-scale outage or instability
of the power system. Customers will be unhappy with sudden outages and other compo-
nents in the power system may get influenced by the sudden shutdowns of some com-
ponents. Preventive maintenance is to regularly perform maintenance actions on the
equipment aiming at avoiding sudden failures. Thus, preventive maintenance should
be developed for power systems.

Preventive maintenance can further be categorized into periodical maintenance [155]
and condition-based maintenance [71]. In periodical maintenance, the maintenance
actions are scheduled periodically according to the degradation curves of the compo-
nents, e.g., bathtub curves. The degradation curves of the components can be provided
by the producers via accelerated ageing tests and/or data/experience collected from the
real-life environment. However, not all the components produced by the same producer
have the same degradation curves. Moreover, the same components in different envi-
ronments may have different degradation curves. Thus, periodical maintenance actions
may be performed on components with low failure rates (e.g., as they are installed in an
environment with slower degradation). On the other hand, periodical maintenance ac-
tions may be performed on components installed in an environment with faster degra-
dation. Thus, the maintenance period design in periodical maintenance may result in
over-maintenance in an environment with slower degradation and lack of maintenance
in an environment with faster degradation. Therefore, this thesis focuses on condition-
based preventive maintenance, which periodically estimates the degradation status of
the components, and next determines whether the components should be maintained.

The first problem considered in this thesis involves how to develop a preventive
maintenance scheduling strategy for distribution networks integrated with distributed
generators (called active distribution networks). Currently, more and more distributed
generators are integrated into the distribution network. Different from the traditional
distribution networks, the distributed generators can provide some of the required en-
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ergy during the outage caused by performing maintenance actions on the upstream
components. Thus, this motivates us to develop a maintenance strategy for active distri-
bution networks that takes into account the generation capabilities of distributed gen-
erators.

The second problem involves how to design an improved bidding mechanism for the
maintenance of generation units in power systems. In deregulated power systems, the
generation units are assets of the generation companies. The independent system op-
erator manages the maintenance scheduling of the generation units by maximizing the
overall profits of the GENCOs that the ISO manages while guaranteeing the power system
reliability.However, maximizing the overall profits may conflict with the profits of indi-
vidual GENCOs. Consequently, in deregulated environments, the GENCOs are allowed
to change their scheduled maintenance time slots. In the literature, some authors, e.g.,
[67], [212] propose bidding mechanisms for maintenance of generation units. However,
the question then arises whether it is possible to design an improved bidding mecha-
nism by considering the inter-ISO power exchange, so that the GENCOs can gain more
chances to change their scheduled maintenance time slots.

The third problem involves how blockchain technology can improve the state-of-
the-art condition-based maintenance for maintenance of generation units in power sys-
tems. The maintenance scheduling of generation units mainly involves five processes,
operational data acquisition, failure rate diagnosis/prognosis, maintenance scheduling,
bidding for changing scheduled time slots, and performance of maintenance actions.
Furthermore, blockchain technology is mainly characterized by the immutability of the
stored data, distributed data storage, smart contracts [43]. Thus, one may wonder whether
the features of the blockchain technology can improve the data trustworthiness and
decision-making result transparency of the five processes for maintenance scheduling
of generation units.

1.2.2. EV CHARGING CONTROL FOR PRE-DISASTER EVACUATIONS

The fourth problem addressed in this thesis involves EV charging strategies for pre-disaster
evacuation situations. Since in pre-disaster situations residents may intend to evacuate
to other safe places, the pre-disaster charging requirements may intensively increase.
Predicting the charging loads for pre-disaster evacuation situations require studying hu-
man behaviors. Thus, the question arises how to predict the charging loads and how
to design the charging control strategies to counter the intensive increased charging re-
quirements.

1.2.3. DAMAGE LOCATION IN POST-DISASTER RESTORATION

The fifth problem involves fault location of faults on two-terminal high voltage trans-
mission lines. In post-disaster restoration situation, a fast restoration requires an accu-
rate fault location, so that the size of the regions for manual inspection can be shrunk.
To locate the faults on the transmission line, parameters of the transmission line, e.g.,
impedance and conductance, should be estimated. However, the uncertainty of the
measurement devices may influence the accuracy of parameter estimation. Thus, this
motivates us to develop an accurate transmission line parameter estimation algorithm,
so that the fault location can be more accurate.
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For the fifth problem, we propose a fault location algorithm for transmission lines.
The sixth problem considered in this PhD thesis involves using UAVs to inspect and mon-
itor damages in distribution networks. Since after extreme natural disasters the distri-
bution network may be damaged and potential dangers may occur, locating the dam-
ages and potential dangers can facilitate fast restoration of the distribution networks.
However, in some situations, it is dangerous for human crews to perform inspection and
monitoring tasks. Thus, it is important to investigate whether it is possible to use UAVs
to inspect the damages and monitor the potential dangers of the distribution networks.
Furthermore, the question arises whether the UAVs can also monitor the road situation
so that the repair crews can select a non-blocked path to reach the damages and then fix
the damages.

1.3. CONTRIBUTIONS
The contributions of the thesis are listed below:

1. We propose a short-term condition-based preventive maintenance scheduling
strategy that considers the supporting potential of distributed generators and batter-
ies. Aspects faced in practice are included, such as the uncertainties in decision making,
different electricity prices in different locations, and different durations of maintenance
actions. A depth-first search clustering method is proposed to simplify the topology into
a smaller-scale but equivalent topology, resulting in a large reduction of the complexity
of the distribution network topology and the computational burden. Furthermore, two
optimization algorithms are considered: a branch-and-bound algorithm and a modified
particle swarm optimization algorithm.

2. A novel bidding mechanism for maintenance of generation units is proposed. In
this mechanism, the GENCOs of the host ISO can change their maintenance slots by
purchasing supportive energy from the GENCOs of the neighbor ISOs, paying penalty
fees in case the energy transmitted from the host ISO to the neighbor ISOs is reduced
for ensuring the reserved energy level in the host ISO, or both. Afterwards, a non-linear
mixed-integer bidding programming problem is formulated to include the load loss on
the tie lines caused by inter-ISO energy exchange of supportive energy. A coordination
algorithm based on genetic algorithms and particle swarm optimization is proposed to
solve the formulated bidding programming problem. Then, three possible organization
schemes, i.e., centralized, priority, and impromptu bidding schemes, for starting the bid-
ding processes in a large power grid associated with multiple ISOs are discussed.

3. A truthful maintenance platform is proposed for generation units in power sys-
tems. By using the proposed platform for truthful condition-based maintenance of gen-
eration units platform, the stored data can be immutable, data sharing can be efficient
and secure, and the decision making can be fair. Furthermore, maintenance schedul-
ing problems are time-costly mixed-integer quadratic programming problems. Then,
two novel dedicated valid inequalities based on technical/physical analysis and greedy-
based heuristic initialization are proposed for accelerating the convergence speed of
Benders decomposition for solving the formulated maintenance scheduling problems.
Finally, a truthful condition-based maintenance of generation units platform is estab-
lished and tested on the Go-Ethereal platform.

4. We propose a novel charging control strategy for pre-disaster evacuation situa-
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tions. Compared with the charging strategies in the literature, we explicitly include two
specific contributions. Firstly, compared with the load and charging demands prediction
method for regular daily situations, a more accurate load and charging demands predic-
tion method for pre-disaster situations is proposed based on human evacuation behav-
ior. Secondly, to ensure fairness, in the method to determine the charging schedule for
the plugged-in EVs, a higher priority is given to plugged-in EVs whose departure times
are more heavily delayed. Then we propose a novel Aitken-DMPC algorithm to solve the
plugged-in EVs for charging optimal control problem for fast convergence speeds.

5. We analyze the influence of the uncertainty in the measurements on the fault
location algorithms for transmission lines based on a case study. Then, we model the
uncertainty in the measurements of phasor measurement units based on the informa-
tion supplied by the phasor measurement unit supplier or by a newly proposed method
based on the confidence level and deviation bounds if the information on the distribu-
tions of the uncertainties is not available. Afterwards, we propose an estimation method
based on maximum likelihood estimation that can effectively reduce the uncertainty in
the measurements when determining the transmission line parameters.

6. To facilitate the post-disaster restoration process and to make the human crews
work safely and efficiently, a UAV routing strategy integrating of monitoring roads and
lines, and inspection of damages is proposed for distribution networks. To adapt to
unpredictable events, the UAV routing strategy is implemented in real time by adopt-
ing a receding horizon strategy. Moreover, a two-layer decision-making architecture is
adopted due to inconsistency between time scales of inspection and monitoring. In the
first layer, a method to roughly route the traces of UAVs is proposed. In addition, in the
second layer, a method is proposed to determine the routes of UAVs in detail.

1.4. ORGANIZATION AND CATEGORIZATION OF THE THESIS
This thesis consists of eight chapters whose organization and relationship are shown
in Figure 1.2. Chapters 2 to 7 are a collection of published and submitted journal pa-
pers. In Chapter 2, based on [71], a short-term preventive maintenance scheduling
method for distribution networks with distributed generators and batteries is presented.
Chapter 3, based on [73], deals with a bidding mechanism for maintenance of gener-
ation units considering inter-ISO power exchange. Based on [74], a truthful platform
for condition-based maintenance of generation units in power systems is presented in
Chapter 4. Chapter 5, based on [72], proposes a real-time accelerated distributed charg-
ing control strategy for plugged-in EVs for pre-disaster evacuation situations. Chapter
6, based on [76], presents the influence of measurement uncertainty on parameter esti-
mation and fault location for transmission lines. In Chapter 7, based on [75], a real-time
UAV routing strategy for monitoring and inspection for post-disaster restoration of dis-
tribution networks is proposed. Chapter 8 concludes the whole thesis.

Apart from the organization figure, we also provide a structure figure to categorize
the contents of the main chapters as shown in Figure 1.3. The arrows in Figure 1.3 re-
fer to the categories the contents in the main chapters attribute to. The categories in
this thesis include transmission network/distribution network, and blockchain/optimal
planning & control/situation awareness.
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2
ACTIVE DISTRIBUTION NETWORK

PREDICTIVE MAINTENANCE

2.1. INTRODUCTION
In 2016, 12% of the installed wind turbine capacity in Europe was older than 15 years,
and this share will increase to 28% by 2020 [52]. These old wind turbines will soon reach
the end of their designed service life, which is typically 20 years [246]. In addition, in
today’s power systems, commonly used XLPE cables are suffering from degradation, es-
pecially the water tree [237], [243]. Transformers, one of the critical assets in a power
grid, are also suffering from degradation [5], [88]. Due to the deterioration of the com-
ponents in the power system, the efficiency of generation and the reliability of the power
system will be decreased, as the power system may suffer from faults or breakdowns.
Thus, adequately scheduled maintenance actions are necessary to ensure the quality of
the components and the efficiency and reliability of power generation and delivery.

Maintenance scheduling of power systems is mostly corrective or preventive [203].
Corrective maintenance is performed after failure of components [18], [138]. Preventive
maintenance is performed before the failure of components [3], [26], [209]. It can result
in significant budget savings compared to the corrective maintenance. For example, in
[123], [159], [166], [178], the preventive maintenance actions are performed to avoid fail-
ures of generation units. Besides, in [11], [12], [35], [98] a new preventive maintenance
concept “smart maintenance" has been proposed. Smart maintenance utilizes smart
inspections based on big data analysis technologies, smart devices to collect the data,
smart services, asset management, and other techniques to make preventive mainte-
nance decisions. In particular, in [35], a review of the possible applications of big data
on failure diagnosis, the internet of things on data collecting, and other technologies on
smart maintenance can be found.

In preventive maintenance, the degradation conditions of the components can be

This chapter is based on [71].
The nomenclature of this chapter is at the end of this chapter.

9
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evaluated based on different standards. For example, [8] analyzed the influence of fac-
tors such as power fluctuation, states of charge, and the charging/discharging rates on
the life spans of the electric vehicle batteries. According to the factors, a charging plan
was proposed to enlarge the life spans of electric vehicle batteries. In [10], the bathtub
curve is used to measure the probability that a component will survive beyond an estab-
lished time. A mathematical quantification model is presented to evaluate the degrada-
tion condition of the components by representing the bathtub curve as a Markov pro-
cess. Then the degradation condition is used in the preventive maintenance of gener-
ation units. In [238], a reliability modeling method for systems composed by multiple
components is proposed. The reliability indices of each component were used to derive
the reliability of the whole system. In the standards such as the “Guide for condition
evaluation of distribution network equipment", as shown in Chapter 7 of [168], a proce-
dure to evaluate the condition scores of the components is described by evaluating the
condition score of each sub-component individually and then summing them up with
different weights.

Then, a cost-effective strategy [3] or a reliability-based strategy [2], [56], [232] can
be used to determine a maintenance schedule. In the literature, different methods for
preventive maintenance scheduling have been proposed [28], [144]. In [28], preven-
tive maintenance is derived by considering the impact of increased short-circuit current
flows on the failure rate. In [144], a cost-effective maintenance scheduling method with
reliability constraints for overhead lines is proposed. Cost-based reliability indices are
used for modeling. The methods in the literature for preventive maintenance scheduling
in power systems minimize maintenance costs, maximize reliability, and also consider
other factors, e.g., the influence of short-circuit currents on the failure rate [28] and the
reliability [144]. In these preventive maintenance scheduling methods, the supporting
power potential of DGs and batteries to reduce load loss cost was not explicitly consid-
ered. In [163], a preventive maintenance strategy considering the distributed generation
in distribution networks is proposed. However, the islanding mode of the microgrids
is not considered in the problem formulation. Thus, the supporting power potential
of the DGs and batteries when microgrids are being islanded was not assessed. Then,
the scheduled maintenance actions without considering the supporting power poten-
tial may result in more shed loads when these maintenance actions are preformed. Con-
sequently, this chapter proposes a method characterized by considering the supporting
power potential of the DGs and batteries in the maintenance scheduling of the distri-
bution networks. Then, the maintenance actions can be scheduled in better time slots
resulting in fewer shed loads.

In literature, corrective maintenance and system restoration methods have been pro-
posed considering the supporting power potential of DGs, batteries and the reconfigura-
tion [17], [18], [30], [45]. Although one of the objectives of these methods is to serve more
loads using DGs and batteries, these methods are designed for scheduling the main-
tenance actions after the failures and damages have emerged, e.g., a flood or a hurri-
cane. However, preventive maintenance methods are designed for scheduling the main-
tenance actions so as to prevent the failures by considering the trade-off between the
degradation status of the components and the total maintenance cost including cost of
load shedding and the cost of performing maintenance actions. Thus, corrective main-
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tenance methods differ from preventive maintenance methods and they cannot be used
for the short-term preventive maintenance scheduling directly.

When the number of nodes of the distribution network increases, the number of the
variables increases and the computation burden is enlarged. In this chapter, a state-
of-art depth-first-search (DFS) clustering method is proposed to simplify the topology
of the network into a smaller-scale but still equivalent topology. Different zones in the
distribution network are constructed according to the locations of the candidate main-
tenance actions. Grouping by zones results in a significant decrease of the number of
nodes. In this way, the formulated preventive maintenance scheduling problem is sim-
plified, and the computational burden is reduced.

Further, a scenario-based approach is proposed to allow the inclusion of stochastici-
ties in the optimization problem while avoiding expensive computational efforts result-
ing from traditional robust approaches that require complete realizations of the stochas-
ticities. Still, the scenario-based approach is more complicated than a deterministic so-
lution (where no stochasticities are included), but it can be kept tractable according to
the selected scenario generation method and scenario reduction method.

After that, two solvers are analyzed, branch-and-bound (BB) and particle swarm op-
timization (PSO). The BB solver can obtain the optimal solution but takes more compu-
tation time. While the PSO solver cannot obtain the optimal solution but can take less
computation time. Interesting results using the PSO solver have been reported in the
literature. For example, a PSO algorithm is used in [115] to minimize the overall cost,
including investment, replacement, operation, and maintenance costs during the 20
years of a hybrid wind/photovoltaic generation system lifetime. A novel multi-objective
PSO optimization algorithm is proposed in [24] to minimize three objective functions,
namely the annualized cost of the system, loss of load expected, and loss of energy
expected, when designing hybrid wind-solar generating microgrid systems. A multi-
objective PSO algorithm is proposed in [22] to solve the optimal allocation problem for
flexible alternating current transmission system devices. Besides, a new multi-objective
optimization problem for the coordination of overcurrent relays in interconnected net-
works is presented in [23]. The problem is then solved by using multi-objective PSO and
a fuzzy decision-making tool.

The main contributions of this chapter are:

• A short-term condition-based preventive maintenance scheduling method that
considers the supporting potential of DGs and batteries is proposed.

• Aspects faced in practice are included, such as the uncertainties in decision mak-
ing, different electricity prices in different locations, and different durations of
maintenance actions. The problem is formulated as a stochastic mixed-integer
non-linear programming problem and solved using a scenario-based approach.

• A DFS clustering method is proposed to simplify the topology into a smaller-scale
but equivalent topology, resulting in a large reduction of the complexity of the dis-
tribution network topology and the computational burden.

• Two optimization algorithms are considered: BB and a modified PSO algorithm.
The BB approach uses an exact reformulation of the mixed-integer non-linear pro-
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gramming problem into a linear programming one. The BB solver always finds
the optimal global solution; however, recasting the problem increases the num-
ber of optimization variables. The modified PSO algorithm directly solves the
mixed-integer non-linear programming problem and allows managing the com-
putational burden at the expense of performance.

The remainder of this chapter is organized as follows. Section 2.2 describes the issues
of the preventive maintenance problem and the framework of the proposed method.
Section 2.3 introduces the method to simplify the topology of the distribution network.
Section 2.4 proposes a method to generate topological connectivity constraints so as to
obtain explicit relationships between served loads by DGs and batteries and mainte-
nance decision making variables. Section 2.5 formulates the maintenance scheduling
problem, proposes a method to generate and reduce the number of scenarios, and then
introduces the BB solver and proposes a specific PSO solver for this problem. Section 2.6
presents the results and analysis of a case study. Section 2.7 discusses the contributions
and possible applications of the proposed method. Finally, in Section 2.8 conclusions
and topics for future research are included.

2.2. PROBLEM DESCRIPTION AND PROPOSED FRAMEWORK
In this section, we will first describe the problems we face and intend to tackle. After that,
we propose a framework for scheduling short-term preventive maintenance actions and
give a brief introduction.

2.2.1. PROBLEM DESCRIPTION

Mid-term preventive maintenance scheduling is a basic component in asset manage-
ment of distribution networks. It is a maintenance scheduling strategy with a larger time
scale and a longer period than the short-term preventive maintenance scheduling. Thus,
it is a rougher preventive maintenance decision-making strategy. In the mid-term pre-
ventive maintenance scheduling, the maintenance actions are determined based on the
operation cost, load loss, and degradation of the components in a medium time scale,
e.g., one month or several months. In this chapter, we assume that a mid-term mainte-
nance scheduling method determines which maintenance actions should be performed
one week in advance [203]. Then we propose a method to allocate these candidate main-
tenance actions within the days of a week. Now, we discuss two major problems for the
design of preventive short-term maintenance scheduling considering the supporting en-
ergy from DGs and batteries.

PROBLEM 1

In the case of large-scale distribution networks, the number of variables to characterize
the possible dynamics during maintenance in the maintenance scheduling problem can
be huge. As such, a method to reduce redundant variables and to simplify the distribu-
tion network without losing crucial information is required. In this chapter, a clustering
method is proposed to simply the network so as to reduce the number of variables in the
maintenance scheduling problem.



2.2. PROBLEM DESCRIPTION AND PROPOSED FRAMEWORK

2

13

PCC

1

load battery DG

Legend

1 9- candidate maintenance action 1-9

(a) Maintenance in one spot

1 2

3

4

PCC

(b) Maintenance in four spots

Figure 2.1: Distribution networks for illustrating Problem 2

PROBLEM 2

Figure 2.1 shows two networks to discuss another problem addressed in this chapter. The
numbers in circles with an arrow indicate the locations where preventive maintenance
actions are to be conducted and the numbers represent labels of maintenance actions.
The blue circles represent DGs, while the red boxes represent batteries.

In practice, the isolation switches are applied to isolate the components, e.g., dis-
tribution lines, where maintenance actions are performed. Then, when performing the
maintenance actions on the components, the connectivity will be changed.

In Figure 2.1(a), 1⃝ should be maintained when the DGs and the battery can sup-
port the loads as much as possible to reduce the load loss. The load loss is given by the
power required by the loads minus the power provided by the DGs and the battery. Thus,
the time slots to maintain 1⃝ when the minimum load loss happens can be estimated.
However, when there are several maintenance actions and the network is more complex
as shown in Figure 2.1(b), the load loss cannot be calculated easily because of the con-
nectivities between loads, DGs and the battery determined by where and when mainte-
nance actions are performed. Where and when maintenance actions are performed are
decision making variables in the maintenance scheduling problem. For example, the
served load in the dashed box of Figure 2.1(b) is determined by the sum of all the other
connecting loads, DGs and the battery. Further, the connectivities are different for dif-
ferent combinations of maintenance actions, e.g., when maintenance is performed at 2⃝
or when 2⃝ and 3⃝ are maintained simultaneously. Thus, another problem is to establish
the relationships between load loss at each time step and maintenance action decision
making variables for complex distribution networks.

2.2.2. PROPOSED FRAMEWORK

A framework for scheduling short-term preventive maintenance is proposed as shown
in Figure 2.2.

In this framework, after obtaining the candidate maintenance actions from the mid-
term maintenance scheduling method, a clustering method is applied to divide the net-
work into zones according to the week-ahead candidate maintenance operations. Then,
a sum of products method is proposed to represent the connectivity of the topology by
maintenance decision making variables. The explicit expression of the relationship be-
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tween maintenance decision making variables and load loss cost is then derived. After
that, the scenarios used to describe the uncertainties in the programming problem will
be generated by scenario generation and reduction methods. Then a stochastic MINLP
problem is formulated and solved to determine the daily preventive maintenance sched-
ule. The method determines the maintenance schedule by minimizing the maintenance
cost including the performance cost, load loss cost, and the cost related to the degrada-
tion of the components based on a score index. We next introduce the three main parts
of the proposed method including: clustering method, generation of topological con-
nectivity constraints, and problem formulation associated with the scenario generation
and reduction methods as well as two possible solvers.

2.3. CLUSTERING METHOD
Distribution networks consist of many components, e.g., paths, DGs, and batteries. Each
of these components can be modeled to understand the dynamics of the network. How-
ever, when considering maintenance operations, usually not all the components have to
be maintained. Thus, the detailed dynamics of each component might not be required
for maintenance scheduling purposes, and methods can be used to reduce the com-
plexity of the network. In this chapter, we define a zone as the maximal set of connected
components such that no matter when and which candidate maintenance actions are
performed, the connectivity in one zone will not change.

For illustration purposes, Figure 2.3 shows a distribution network with a coupled
loop topology. There are five candidate maintenance actions, marked from 1⃝ to 5⃝.
In Figure 2.3(a), zone 1 contains one DG, one battery, and loads, while zone 2 contains
loads; zone 3 contains one DG and zone 0 is a point of common coupling (PCC) zone
that connects the outside system. From Figure 2.3(a), it can be seen that the connectiv-
ity between components within the five zones will not change when any of the candidate
maintenance actions are being performed. The simplified representation of the distri-
bution network in Figure 2.3(a) is shown in Figure 2.3(b).

In Figure 2.3(b), 1⃝ and 5⃝ are inner maintenance actions of zone 1 whose sched-
uled execution time will not influence the connectivities of the components. From Fig-
ure 2.3(a) and Figure 2.3(b), it can be seen that components in Figure 2.3(a) are clustered
into four zones in Figure 2.3(b). A zone can be seen as an integrated component, so the
scale of the maintenance scheduling problem can be largely simplified.

As for a method to search the zones to simplify the network, the depth first search
(DFS) method [20], [201], [206] is considered to find the largest connecting areas. To
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Figure 2.3: Illustrations of the proposed clustering mechanism

fit the DFS method in the maintenance clustering problem, each component is seen as
a node, and the paths that do not need to be maintained are seen as connecting path,
while the paths that need to be maintained are seen as break-points, as shown in Figure
2.3(c). Here we define a tree as a set of connected paths and nodes. The details of the
steps of the DFS method are as follows:

1) Select as starting node one of the nodes that has not been visited by other trees.
Start a new tree from this starting node.

2) Visit paths that come out of the most recently visited node p0. Consider only paths
going to un-visited nodes.

3) When all of p0’s paths have been visited, the search backtracks until it reaches an
un-visited adjacent node. This process continues until all of the nodes that are
reachable from the starting node have been visited. Then a largest connecting tree
has been generated and the components on the tree originated from the starting
point can be included in one zone.
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4) If there are any un-visited nodes, select one of them as a new starting point and
repeat the search from that node.

5) The algorithm repeats this entire process until it has visited every node. In this
chapter, we define the zone that includes the PCC point as zone 0.

Different starting points selection sequences do not influence the simplified topol-
ogy, because if from a node pu there is a path that can reach another node pv , this means
that from pv there must be a path can reach pu . In Figure 2.3(c), the zone generation pro-
cess is shown. The search trees for the cluster generations are marked with a purple line,
red lines, a blue line, and a green line to represent zone 0 to zone 3 respectively. In addi-
tion, the starting nodes of these searching trees are marked as filled circles in respective
colors.

2.4. GENERATION OF TOPOLOGICAL CONNECTIVITY CONSTRAINTS
The load loss cost mentioned in Section 2.2 is related to the gap between the power
served to loads and the power required by the loads, such that for zone p:

Ploss,p (t ) = Ppred,p (t )−Pp (t ) (2.1)

where Pp (t ) is determined by the connectivity between the loads and other loads, DGs,
batteries, and the PCC based on power balance equation, such that:

nZ∑
q=0

δp,q (t )Pp (t ) = 0, ∀t ∈ {1, ..., td} (2.2)

where the zone containing the PCC is zone 0. In (2.2), the binary variable δp,q (t ) is intro-
duced to describe the connectivity between zones. Define δp,q (t ) equals 1 if zone p and
zone q are connected in time slot t . The connectivity variables δp,q (t ) are determined
by the maintenance actions because these will generate break-points dynamically in the
network. Next, we propose a method to express the connectivity between zones by the
maintenance decision making variables.

We introduce the binary maintenance decision making variable ∆ j ,p,q (t ) to indicate
whether the maintenance actions are performed or not. If the j th maintenance action
is assigned to be performed on the path between zone p and zone q in time slot t , then
∆ j ,p,q (t ) = 1; else ∆ j ,p,q (t ) = 0.

Two points need to be clarified: Firstly, for the maintenance actions on DGs (or bat-
teries), e.g. the DG in zone 3 of Figure 2.3(a), the DG in zone 3 will be shut down and
disconnected from zone 1. Furthermore, performing maintenance actions on the con-
necting path between the DG in zone 3 and zone 1 will also cause the DG in zone 3 to be
disconnected from zone 1. Thus, maintenance actions on DGs or batteries can be seen
as maintenance actions on the connecting paths between these DGs or batteries and the
other parts of the network. Secondly, if a maintenance action takes several hours, e.g. 4
hours, then the corresponding connectivity variable ∆ j ,p,q (t ) equals 1 for each of the 4
hours when the maintenance action is performed.
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After defining maintenance decision making variable ∆ j ,p,q (t ), firstly the connectiv-
ity status of zone p and its neighbor zone q can be derived as:

δp,q (t ) =
Nz∏
j=1

(1−∆ j ,p,q (t )),

∀t ∈ {1, ..., td},∀p ∈ {0, ...,nZ}, q ∈Ωp , j ∈Θp,q

(2.3)

Equation (2.3) represents that when maintenance actions are performed on the path
between zone p and its neighbor zone q in time slot t , zone p and zone q will be discon-
nected. Secondly, by definingΩc

p as the set of the non-neighbor zones of p, for each pair
of zones p and q ′ (with p ̸= q ′ and q ′ ∈ Ωc

p ), we determine all possible elementary (i.e.
without circuits) paths p 7→ p1 7→ p2 7→ ... 7→ ph−1 7→ q ′ from zone p to zone q ′, possibly
including the PCC (with index 0) by using the paths searching approaches mentioned in,
e.g. [142]. Let (p, p1, p2, ..., ph−1, q ′) represent an elementary path from p to q ′ and let
Hp,q ′ be the set of all such paths, then we have:

δp,q ′ (t ) =


0

∑
(p,...,q ′)∈Hp,q′

δp,p (t )δp,p1 (t )...δph−1,q ′ (t ) = 0

1 otherwise

(2.4)

In this way, the relationship between the maintenance decision variables∆ and the con-
nectivity variables δ can be derived. Apart from that, the connectivity status from zone
p to its neighbor zone q or non-neighbor zone q ′ is the same as that from zone q ′ or
zone q to zone p. In addition, the value for any δp,p is equal to 1 at any time because the
status between a zone and itself is always connected. Thus, we have:

δp,q (t ) = δq,p (t ), δp,q ′ (t ) = δq ′,p (t ), δp,p (t ) = 1,

∀t ∈ {1, ..., td},∀p ∈ {0, ...,nZ},∀q ∈Ωp ,∀q ′ ∈Ωc
p

(2.5)

Figure 2.4 shows an example for illustration purposes. In Figure 2.4, we will derive
δ1,8(t ) by using (2.3) to build the relationship between the connectivity status variable
of zone 1 and zone 8 and the maintenance decision making variables. There are 3 paths
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from zone 1 to zone 8, so H1,8 = {(1,3,5,8), (1,6,5,8), (1,6,9,8)}. Thus, we can derive that:

δ1,8(t ) =


0
∑

(p,...,q ′)∈H1,8

δp,p (t )δp,p1 (t )...δph−1,q ′ (t ) = 0

1 otherwise
(2.6)

as well as:
δ1,6(t ) = (1−∆1,1,6(t ))(1−∆2,1,6(t )),

δ5,6(t ) = 1−∆1,5,6(t ), ∀t ∈ {1, ..., td},
(2.7)

where∆1,1,6(t ),∆2,1,6(t ) and∆1,5,6(t ) represent whether to perform maintenance actions
1⃝, 2⃝ and 3⃝ respectively in time slot t . Thus, in this way, the relationship between all

the connectivity variables and maintenance decision-making variables can be built. The
relationships can be used to generate the power balance functions. The generated power
balance functions can dynamically represent the served powers to the zones using the
maintenance decision variables (see Section 2.5.1).

2.5. SCHEDULING PROBLEM AND POSSIBLE SOLVERS
In this section, firstly the stochastic MINLP problem of the proposed short-term pre-
ventive maintenance method will be formulated. Secondly, the scenario generation and
reduction methods will be illustrated. Thirdly, two possible solvers will be introduced.

2.5.1. PROBLEM FORMULATION
This subsection formulates the optimization problem for the proposed method. We
search for a vector ∆ that contains all the variables ∆ j ,p,q (t ), and that minimizes the
following objective function:

min
∆

J = EΦ[Closs,s +Cmain −Cdeg +Csoc,s ] (2.8)

where EΦ represents the expected value for scenario setΦ. More specifically,

Closs,s =
td∑

t=1

( nZ∑
p=1

(
Ppred,p,s (t )−Pp,s (t )

)
Cpril,p (t )

)
(2.9)

Cmain =
nZ∑

p=1

nZ∑
q=p+1

∑
j∈Θp,q

1

τ j ,p,q

( ∑
t∈T D

(1−∆ j ,p,q (t ))C D
j ,p,q + ∑

t∈T N

(1−∆ j ,p,q (t ))C N
j ,p,q

)
(2.10)

In this chapter we assume that the working crews of day-time and night-time are dif-
ferent; so we do not consider maintenance actions that are partially performed during
the day-time and partially during the night-time. Note that the result of summing the
(1−∆ j ,p,q (t )) values is τ j ,p,q , so the result should be divided τ j ,p,q in order to avoid the
maintenance cost C j ,p,q being added multiple times. In addition,

Cdeg =α
nZ∑

p=1

nZ∑
q=p+1

∑
j∈Θp,q

d j ,p,q

τ j ,p,q

(
td −

td∑
t=1

(1−∆ j ,p,q (t ))
)

(2.11)
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In (2.11), the deterioration stage d j ,p,q can be identified by technicians based on stan-
dards (further discussed in Section 2.6.1).

It should be noticed that in the short-term preventive maintenance, the degradation
condition of the components should also be included in the scheduling problem. That
is because, if there are too many candidate maintenance actions to be performed in the
current week, due to various uncertainties, limitations, and conditions, only a few time
slots can be used for performing them. As not all candidate maintenance actions can be
performed this week, the components more likely to become defective associated with a
heavy degradation status should be maintained with a higher priority. Thus, the degra-
dation status can help define a sort of priority to perform the maintenance actions in the
short-term preventive maintenance when not all the maintenance actions can be per-
formed. In our formulation, not only degradation but also other objectives such as costs
are considered. Additionally, mid-term degradation evaluation is usually rougher, more
uncertain, and dependent on a good degradation model. In the case of the degradation
in the short-term, this can be more refined, for instance, if it relies on measurements
conducted recently on the component. The short-term degradation factor will thus in-
clude the spatial behavior with the fact that at some locations, the degradation condition
is different than in other locations. Regarding the temporal dimension, as the prediction
is short-term, it is assumed that no huge changes in the dynamics of degradation are
expected. If this is not the case for an application, reactive maintenance methodologies
are to be considered. Furthermore,

Csoc,s =β
Nb∑

b=1

td∑
t=1

| Sbat,b,s (t )−σScap
bat,b | (2.12)

where CSoc,s is defined to keep the SOC of all batteries of scenario s around a certain
level σ, by adding penalties when the SOC is below or above this level, and the weight to
assure the SOC to stay around the level σ is β.

Using the topological connectivity variables between two zones introduced in Sec-
tion 2.4, now the power balance constraints can be derived:

nZ∑
q=0

δp,q (t )Pp,s (t ) = 0, ∀t ∈ {1, ..., td}, ∀p ∈ {0, ...,nZ}, ∀s ∈Φ (2.13)

The output power of one zone is the sum of all the output powers of all the loads,
DGs, and batteries in this zone:

Pp,s (t ) =
Wp∑
k=1

Pp,k,s (t ), ∀t ∈ {1, ..., td}, ∀p ∈ {1, ...,nZ}, ∀s ∈Φ (2.14)

The power constraints of the components in the zones can be described as:

P min
p,k (t ) ≤ Pp,k,s (t ) ≤ P max

p,k (t ), ∀t ∈ {1, ..., td},

∀p ∈ {1, ...,nZ}, ∀k ∈ {1, ...,Wm}, ∀s ∈Φ
(2.15)
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The constraints on the maintenance costs are as follows:

1

τ j ,p,q

nZ∑
p=1

nZ∑
q=p+1

∑
j∈Θp,q

∆ j ,p,q (t )C D
j ,p,q ≤ Cday

set (t ), ∀t ∈T D,

1

τ j ,p,q

nZ∑
p=1

nZ∑
q=p+1

∑
j∈Θp,q

∆ j ,p,q (t )C N
j ,p,q ≤ Cnight

set (t ), ∀t ∈T N

(2.16)

To avoid that maintenance actions are performed more than once, the total main-
tenance duration for each maintenance action must be zero (i.e. maintenance will not
be performed at all) or it should be equal to the duration τ j ,p,q (i.e. maintenance will be
performed, but only once). So, the following constraint is added:

td∑
t=1
∆ j ,p,q (t ) = τ j ,p,q ∨

td∑
t=1
∆ j ,p,q (t ) = 0, ∀p, q ∈ {1, ...,nZ}, ∀ j ∈Θp,q (2.17)

In order to keep the process of performing maintenance action continuous, we have
the following constraint by assuming ∆ j ,p,q (0) = 0:

td∑
t=1

|∆ j ,p,q (t )−∆ j ,p,q (t −1) |≤ 2, ∀p, q ∈ {1, ...,nZ}, ∀ j ∈Θp,q (2.18)

which means that if a certain maintenance action will be performed, we can only start
once (i.e. ∆ j ,p,q (t−1) = 0,∆ j ,p,q (t ) = 1) and only stop once (i.e. ∆ j ,p,q (t−1) = 1,∆ j ,p,q (t ) =
0). Furthermore, the SOC dynamic equations are:

Sbat,b,s (t ) = ζleakSbat,b,s (t −1)+ζcharPbat,b,s (t ),

∀t ∈ {1, ..., td}, ∀b ∈ {1, ..., Nb}, ∀s ∈Φ (2.19)

The remaining capacity constraints are:

Smin
bat,b ≤ Sbat,b,s (t ) ≤ Smax

bat,b , ∀t ∈ {1, ..., td}, ∀b ∈ {1, ..., Nb}, ∀s ∈Φ (2.20)

2.5.2. SCENARIO GENERATION METHOD AND REDUCTION METHOD
In the short-term preventive maintenance problem, the uncertainties in the prediction
of DG generated powers and load demands will affect the scheduling solutions. In this
chapter, we include the uncertainties of the DG generations and load demands in the op-
timization problem as scenarios related to stochastic distributions [76]. The autoregres-
sive moving average (ARMA) model is applied to generate a scenario tree [27]. However,
the number of generated scenarios will increase with the number of prediction steps,
and the computational efforts might become time-prohibitive. Thus, to reduce the com-
putational burden, a fast forward selection scenario reduction method is applied.

A classic scenario tree is shown in Figure 2.5. In the figure, stages represent the pre-
diction periods. For example, in this chapter, the weekly prediction horizon is 120 hours
(24 hours per day and five workdays in one week), and each stage represents 4 hours.
Then, there are 30 stages in the weekly prediction horizon. Stage 0 is the current time, so
the value of the variables in stage 0 is known (deterministic). Then, to predict the value



2.5. SCHEDULING PROBLEM AND POSSIBLE SOLVERS

2

21

Stage 0 Stage 1 Stage 2 Stage 30

Figure 2.5: Scenario generation process and scenario tree

of stage 1, different scenarios are predicted and branched based on the value of stage 0.
Iteratively, scenarios of each stage can be generated by the values of its related previous
stage.

To generate the scenario tree of the wind speeds, solar radiations, and load de-
mands, an ARMA model is used [235]. We define X (k) = [XL(k), XW(k), XP(k)]T as the
prediction error where XL(k), XD(k), and XP(k) are prediction errors of the load de-
mand, the wind speeds, and solar radiations at stage k, respectively. Then, the vec-
tor Y (k) = [YL(k),YW(k),YP(k)]T includes the random Gaussian variables, where YL(k),
YW(k), and YP(k) are random Gaussian variables of the load demands, the wind speeds
and solar radiations at stage k with standard deviations σL, σW and σP respectively.
The general ARMA(pg,qg) model whose numbers of autoregressive terms and moving-
average terms are pg and qg respectively, can be expressed as:

X (k) = ρ0 +
pg∑

m=1
ρm X (k −m)+Y (k)+

qg∑
n=1

ϱnY (k −n) (2.21)

where parameters ρ, σL, σW and σP of the Gaussian distributions can be obtained based
on the historical data of the wind speeds, solar radiations, and load demands [106]. In
order to branch the scenarios randomly, Y (k) is sampled using the Monte-Carlo method.
Then, each X (k) obtained by each sampled Y (k) is considered as one possible scenario
at stage k.

The predictions of wind speeds, solar radiations, and demand loads are obtained
by adding their averaged predicted profiles with their corresponding errors X (k). The
original prediction curves can be derived by data methods, e.g., regression analysis [106].
Then, the generation power of the wind turbines can be obtained by the equation below
based on the wind speeds [77]:

pWT =


0, vw < vstart
1
2ρACpv3

w, vstart ≤ vw ≤ vwmax
1
2ρACpv3

wmax, vwmax < vw ≤ vout

0, vw > vout

(2.22)
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As for the PV panels, the generated powers can be obtained by [190]:

pPV = IPVSPVηPV

(
1−αPV(Tem −T ref

em)
)

(2.23)

A fixed number of scenarios per stage leads to many possible scenarios for the whole
prediction horizon. For example, if ten scenarios are considered, at the 30 th stage of
the scenario tree, there will be 1030 possible cases, which makes the scheduling problem
unsolvable. Thus, we apply a fast forward selection method in [161] to reduce the num-
ber of generated scenarios. The goal is to reduce the original scenario set into a smaller
one that still preserves characteristics of the original scenario set. In the fast forward
selection method, at one particular stage, the preserved scenario set is generated based
on minimizing the Kantorovich distances between the original scenario set distribution
and the preserved scenario set distribution. The preserved scenarios are selected one by
one until a maximum number of scenarios has been reached. Furthermore, the proba-
bility of one preserved scenario will be recomputed by summing its original probability
and the probabilities of the deleted scenarios that are closest to this preserved scenario.

2.5.3. TWO POSSIBLE SOLVERS
In this chapter, we consider two solution strategies to solve the formulated MINLP prob-
lem. The BB solver can obtain the optimal solution, and the modified PSO solver may
obtain a solution near the optimal solution but much faster than the BB solver [22]–[24],
[115], [160].

BB SOLVER

The problem formulated in Section 2.5.1 can be transformed into an MILP problem. The
‘or’ logic in (2.17), the absolute value in (2.12) and (2.18), the products between binary
variables in (2.3) and (2.4), can all be exactly recast into mixed-integer linear constraints
as described in [29]. Thus, the optimization problem with objective function (2.8) and
constraints (2.3) - (2.5), (2.9) - (2.20) can be categorized as an MILP problem. In the liter-
ature, various solvers are very useful for MILP problems. For instance, the BB solver can
be used to obtain the optimal solution of the MILP problem.

PSO SOLVER

Using the PSO algorithm [22]–[24], [115], the optimization problem can be solved di-
rectly from its MINLP form. It is possible to directly handle non-linear constraints, e.g.,
the ‘or’ logic, the absolute values, or products between binary variables. That is because
we just have to evaluate them when computing the objective function value and/or the
constraint violations. Additionally, constraints can be converted into soft constraints via
a penalty function. The PSO solver considers a population of candidate solutions (par-
ticles) and defines the dynamics of how these particles will move in the search space
by updating their position and velocity. In the maintenance problem formulated in
this chapter, it is difficult for randomly generated particles to satisfy the many included
constraints. Thus, we propose a modified PSO algorithm such that the number of con-
straints is substantially reduced, making it more likely to obtain feasible solutions. The
scheme of the modified PSO algorithm is shown in Figure 2.6.

Four main modifications are considered in the proposed PSO-based solution. The
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Figure 2.6: Modified PSO algorithm

first one is to deal with (2.17) and (2.18). These two constraints are hard to be satisfied
when the binary decision-making variables∆ j ,p,q (t ) are generated randomly. That is be-
cause for ∆ j ,p,q (t ) where t ∈ {1, ..., td } we have 2td combinations of ∆ j ,p,q , but only very
a little number of them satisfy (2.17) and (2.18). Thus, instead of ∆ j ,p,q (t ), we consider
the variable ∆̃ j ,p,q (t ), t ∈ {0, ..., td }, which represents the starting time of the maintenance
action. Only one component in ∆̃ j ,p,q (t ) where t ∈ {1, ..., td } will be equal to 1, and the
others are set to 0. When we do not perform the maintenance action at any time slot,
∆̃ j ,p,q (0) will be set to 1, and other components are set to 0. For example, ∆̃ j ,p,q (5) = 1
and ∆̃ j ,p,q (t ) = 0 for t ∈ {0, ..., td }\{5} represents a solution where the maintenance action
∆ j ,p,q is performed starting at time slot 5. With ∆̃ j ,p,q and maintenance action durations
τ j ,p,q is possible to calculate ∆ j ,p,q . For example, if ∆̃ j ,p,q (2) = 1 and τ j ,p,q = 2, then
∆ j ,p,q is equal to 1 at t = 2, ∆ j ,p,q (2) = 1. As the duration is 2, then ∆ j ,p,q is equal to 1 at
t = 3,∆ j ,p,q (3) = 1. Finally,∆ j ,p,q = 0 for all other values of t . By using this transformation
strategy, the number of combinations of∆ j ,p,q can be reduced from 2td to (td +2−τ j ,p,q ),
and constraints (2.17) and (2.18) can be easily satisfied by randomly generated variables.

The second modification is to obtain intermediate variables. For example, δp,q (t )
can be obtained from ∆ j ,p,q (t ) using (2.3), (2.4), and (2.5). Variable Pp,s (t ) can be ob-
tained from Pp,k,s (t ) via (2.14). Variable Sbat,b,s (t ) can be obtained from Pbat,b,s (t ). Then,
constraints (2.3) - (2.5), (2.14), and (2.19) will be satisfied automatically, and the number
of variables is further reduced.

The third modification is to set the boundaries of the particles by using some of the
constraints. For instance, when generating the particle position of Pp,k,s (t ), (2.15) can
limit the particle position of Pp,k,s within its boundary. Then (2.15) can be removed from
the feasibility checking process.

The fourth modification is that some of the equality constraints can be included in
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the objective function via a penalty term weighted with considerable high value. Then
these constraints can be removed from the feasibility checking process. Including the
constraints (2.8) - (2.13) in the objective function results in the following:

J = EΦ
[

Closs,s +Cmain −Cdeg +Csoc,s +ϖ ·
nZ∑

p=0

∣∣∣∣∣ nZ∑
q=0

δp,q (t )Pp,s (t )

∣∣∣∣∣
]

(2.24)

whereϖ≫ 1 is a very high positive number. Finally, only the inequality constraints (2.16)
and (2.20) can be violated with the randomly generated particles, resulting in a reduced
number of constraints in the feasibility checking process compared to the original prob-
lem.

As for updating the particle velocity and location iteration by iteration, the variables
expressed by the particles are ∆̃ j ,p,q and Pp,k,s . First, feasibility check is conducted for
each particle. For particles that do not lead to constraint violations, the velocities and
positions of Pp,k,s can be updated according to the basic PSO algorithm such that:

vPp,k,s (h, g +1) = wp · vPp,k,s (h, g )+ c1p · rand() · (P lbest
p,k,s (h)−Pp,k,s (h, g ))+

c2p ·Rand() · (P gbest
p,k,s −Pp,k,s (h, g ))

(2.25)

Pp,k,s (h, g +1) = Pp,k,s (h, g )+ vPp,k,s (h, g +1) (2.26)

where rand() and Rand() are independent random variables, uniformly distributed be-
tween 0 and 1. Unfeasible particles are not updated, but they are also not removed from
the population. In the next iteration, all particles are updated based on the feasible par-
ticles in the previous iteration. For the binary variable ∆̃ j ,p,q , (2.25) and (2.26) cannot
be applied as these are the equations of PSO for continuous variables. Thus, we use an
integer/discrete strategy to update the velocity and position of ∆̃ j ,p,q in the next itera-
tion directly, by introducing the 1-value index of ∆̃ j ,p,q . By definition, among ∆̃ j ,p,q (t ),
t ∈ {0, ..., td }, there is only one value of t for which ∆̃ j ,p,q (t ) = 1, and we define t as the 1-
value index. Then the updating steps of the 1-value index of ∆̃ j ,p,q for the next iteration
are:

1. Firstly, the 1-value index of ∆̃ j ,p,q is a one dimensional representation of the parti-
cle position. Then we can obtain the velocity and position of the 1-value index in
the next iteration using (2.25) and (2.26). The updated variables can then be real
values.

2. Secondly, we separate the interval [0, td + 2 − τ j ,p,q ) into td + 1 − τ j ,p,q intervals
[k1,k2) where k1 ∈ {0, ..., td + 1− τ j ,p,q } and k2 = k1 + 1. If the position in the di-
mension of the 1-value index falls in interval [k1,k2), then we assume the integer
solution will be at the 1-value index k1.

An example of the updating mechanism is shown in Figure 2.7. In Figure 2.7, at the
current iteration, the 1-value index of ∆̃ j ,p,q (t ) is 12, which represents that the particle
position in the dimension of the 1-value index is 12. Just as an example, we assume that
the current best 1-value index is 1, while the global best 1-value index is 3. Then the
particle is updated according to (2.25)-(2.26). At the next iteration, this 1-value index
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Figure 2.7: Update the 1-value index

moves to 7.83. So the position of the particle in the dimension of the 1-value index is 7.
Until now, the 1-value index moves from t = 12 to t = 7. By doing this, we can update the
1-value index of ∆̃ j ,p,q and equivalently update ∆ j ,p,q (t ).

2.6. CASE STUDY
The test case considers a modified version of the IEEE 34-bus distribution network [102]
as shown in Figure 2.8(a). Compared to the IEEE 34-bus network in [102], a path is added
to generate a loop topology. Furthermore, two batteries and four DGs are added into the
distribution network.

As for the candidate maintenance actions, five sets of candidate maintenance actions
that have already been determined by the mid-term preventive maintenance scheduling
are considered as five cases. In addition, in each case we consider scenarios with differ-
ent generated powers of the DGs and different load demands that are generated by the
scenario tree method and the scenario reduction method.

A comparison method that does not consider the the supporting ability of DGs and
batteries in the preventive maintenance is designed to quantify the effectiveness of the
proposed method. Both the proposed method and the comparison method will use the
results from the clustering method, the topological constraints generation, and the sce-
narios generation and reduction.

Furthermore, after the comparison between the methods, the BB solver and PSO
solver will be compared. Both solvers are implemented on Matlab R2020a.

2.6.1. SET-UP OF THE CASES

The case study networks marked with candidate maintenance actions of Case 1 - 5 are
shown in Figure 2.8(a) and Figure 2.9, and the maintenance actions are indicated with
an arrow pointing to the location where they are to be performed. The numbers sur-
rounded by circles are the labels of the maintenance actions. Here we assume that the
maintenance personnel only works from Monday to Friday, which means that td equals
to 24×5. Because different sets of candidate maintenance actions cause different sim-
plified network, here we only show the simplified networks of Case 1 after using the clus-
tering method in Figure 2.8(b).

We assume that from the mid-term maintenance scheduling step we have obtained
candidate maintenance actions as shown in Table 2.1, where “Performance duration” is
the number of time slots (hours) required to perform these maintenance actions, the
column of “Day-time cost” is the cost for performing the candidate maintenance action
during the day-time (8:00-18:00) while the night-time (19:00-7:00) cost is shown in the
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(a) Modified IEEE 34-bus network
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(b) Zones obtained with the clustering method for Case 1

Figure 2.8: Distribution network of the case study and its simplification for Case 1

Table 2.1: Parameters of the candidate maintenance actions

Case
Candidate

maintenance action
Performance duration

(Hours)
Day-time cost

($/10 k)
Night-time cost

($/10 k)
Deterioration

stage

1

1⃝ 1 1.82 2.22 34
2⃝ 2 1.59 1.99 35
3⃝ 3 2.76 3.36 41
4⃝ 1 2.75 2.95 59
5⃝ 1 1.91 2.11 81
6⃝ 2 2.06 2.46 76
7⃝ 1 2.71 2.91 62
8⃝ 2 1.18 1.58 52
9⃝ 3 1.46 2.06 52

2

1⃝ 2 1.11 2.02 45
2⃝ 2 2.59 4.99 65
3⃝ 3 1000 2.36 24
4⃝ 3 2 3.95 81
5⃝ 3 2.01 3.11 79
6⃝ 2 1.76 2.54 63
7⃝ 2 1.13 2.45 52
8⃝ 2 1.38 2.76 48

3

1⃝ 1 1.11 4.02 36
2⃝ 2 2 6.86 75
3⃝ 3 1.4 1.76 64
4⃝ 2 1.78 3.82 43

4
1⃝ 2 1.76 5.9 40
2⃝ 2 1.89 8.2 73

5
1⃝ 2 1.76 5.9 40
2⃝ 2 1.89 8.2 73
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Figure 2.9: Distribution networks of Case 2 to Case 5

“Night-time cost” column. In Case 2, we consider a restriction that maintenance action 3
must be performed at night-time by giving the action a large day-time costs (1000 $/10 k).
Other parameters, e.g. DGs and batteries parameters are the same as for Case 1. In addi-
tion, in all cases, we assume that after performing maintenance, the deterioration stage
of the component will be zero (as good as new).

In Table 2.1, “Deterioration stage” is a score from 0 to 100 to represent the deteriora-
tion level of a component that this candidate maintenance action has to be performed
on. The score for the deterioration stage can be evaluated based on standards, e.g., the
ones of the State Grids for Chinese distribution network (Q/GDW 643-2011, Q/GDW 644-
2011, and Q/GDW 645-2011). To evaluate the degradation status of a transmission line
unit, the degradation statuses of the sub-components, e.g., conductors and tower struc-
ture, will be evaluated first by checking the temperature, broken strands, rustiness, etc.,
for conductors as well as toppling, and cracks, etc., for the tower structure. Then, the
degradation status of each sub-component is multiplied by their weights and then be
summed up as the degradation status of the whole transmission line unit [199].

Furthermore, for distribution networks, maintenance actions can be repair, replace-
ment of the sub-components, or replacement of the component. According to different
scoring results for the “deterioration stage", the most appropriate maintenance actions
can be estimated by experts, by the manufacturer of the components, or by repair crews.

In addition, the rated generated powers of DG1, DG2, DG3, and DG4 are 100 kW,
150 kW, 200 kW, and 150 kW respectively; their composition details are shown in Table
2.2. We assume that these wind turbines and PV panels can operate in islanding mode.
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Table 2.2: Composition of the DGs

DG Wind turbine (kW) PV panel (kW) Controllable DGs (kW)

DG1 10 20 70
DG2 30 20 100
DG3 40 40 120
DG4 10 40 100

Table 2.3: Parameters of the batteries

Label
Capacity

(kW.h)
Minimal/Maximal Capacity

(kW.h)
Minimal/Minimal

Power (kW)

1 300 45/270 -30/30
2 800 120/720 -80/80

This can be realized by planning controllable DGs, e.g., small hydro generators, which
can support reference voltage and frequency when in islanding mode, and by installing
small capacity batteries on the DC links of the wind turbines and PV panels as indicated
in [133]. Furthermore, the parameters of the batteries are listed in Table 2.3 and the ini-
tial SOCs of the batteries are all 50%.

The load demand curves for the 10 scenarios are shown in Figure 2.10(a). The wind
turbine generated power curves are shown in Figure 2.10(b). The PV panel generation
curves are shown in Figure 2.10(c) and the load prices of the 34 buses are shown in Figure
2.10(d). In Figure 2.10(c), the power generated by the PV panels at night is 0 and during
the day the generated power of the PV panels can slightly exceed their rated power [211].
In Figure 2.10(d), we adopt the electricity price data in the USA such that the industrial
electricity, commercial electricity and residential electricity prices are 0.07 $, 0.1 $ and
0.13 $ per kW.h individually. Then the electricity prices of the 34 buses are the mixtures
of these three different electricity prices.

The parameter α in (2.11) is set to be large enough to assume that all the mainte-
nance actions obtained from the mid-term scheduling step are actually performed, e.g.
α= 1. Moreover, β and σ in (2.12) is set to 0.0001 and 0.5 individually to assure that the
batteries can provide supporting energy to the shed loads as well as recover the SOC to
the level σ when the SOC deviates from this level.

2.6.2. COMPARISON OF METHODS
The method used for comparison does not consider the supporting energy ability of the
DGs and batteries. Thus, the corresponding optimization problem can be presented as:

min
∆′ J ′ = EΦ[C ′

loss,s +C ′
cost +C ′

deg] (2.27)

where the expressions of the terms are the same as (2.8)-(2.10). In constraints (2.13)
and (2.14), the computation of the total output power of the zones omits the generation
powers of the DGs and batteries in the zones, such that (2.14) we have:

P ′
p,s (t ) =

W ′
m∑

k=1
Pp,k,s (t ), ∀t ∈ {1, ..., td}, ∀p ∈ {0, ...,nZ}, ∀s ∈Φ (2.28)
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Figure 2.10: Scenarios curves and load price curves

Table 2.4: Modifications programming problem for comparison

Constraints or objective function Modification

(2.3)-(2.5), (2.9)-(2.11), (2.13), (2.16)-(2.18) No modification
(2.8), (2.14)-(2.15) Delete terms related to DGs and batteries

(2.12), (2.19)-(2.20) Not included

where W ′
m is the total number of consuming components in zone p regardless of the

powers of the DGs and the batteries, and P ′
p,k,s (t ) is the power generated or consumed

by the kth consuming component in zone p in time slot t of scenario s. In addition in
(2.15), the power limitations on the components in the zones can be described as:

P min
p,k (t ) ≤ P ′

p,k,s (t ) ≤ P max
p,k (t ), ∀t ∈ {1, ..., td},

∀p ∈ {1, ...,nZ}, ∀k ∈ {1, ...,W ′
m} ∀s ∈Φ

(2.29)

As for (2.19)-(2.20), they are not included in the comparison model. The modifications
of the programming problem for comparison are shown in Table 2.4.

In order to find the optimal solution, the BB solver is used for the proposed method
and the comparison method. The simulation results are shown in Table 2.5 and Table
2.6. In Table 2.5, the details of the maintenance action performances are listed. In Table
2.6, the “Load loss costs for the proposed method” was calculated from the expectation
of Closs,s in (2.8). The “Load loss costs for the comparison method” is the sum of the load
loss costs in each zone while maintenance actions are performed.

When comparing between Case 4 and Case 5, although the durations of the mainte-
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Table 2.5: Maintenance actions details of methods comparison

Case
Candidate

maintenance action
Performance time slots

of the proposed method
Performance time slots

of the comparison method

1

1⃝ 72 74
2⃝ 73 - 74 73 - 74
3⃝ 33 - 35 105 - 107
4⃝ 9 60
5⃝ 18 87
6⃝ 62 - 63 83 - 84
7⃝ 13 81
8⃝ 108 - 109 71 - 72
9⃝ 72 - 74 71 - 73

2

1⃝ 105 - 106 57 - 58
2⃝ 105 - 106 57 - 58
3⃝ 72 - 74 72 - 74
4⃝ 11 - 13 107 - 109
5⃝ 84 - 86 36 - 38
6⃝ 81 - 82 9 - 10
7⃝ 83 - 84 12 - 13
8⃝ 62 - 63 36 - 37

3

1⃝ 109 57
2⃝ 107 - 108 58 - 59
3⃝ 107 - 109 57 - 59
4⃝ 73 - 74 73 - 74

4
1⃝ 108 - 109 57 - 58
2⃝ 108 - 109 57 - 58

5
1⃝ 105 - 106 9-10
2⃝ 105 - 106 57-58

Table 2.6: Load loss costs of method comparison

Case
Load loss costs for

the proposed method ($)
Load loss costs for

the comparison method ($)

1 124.8 167.87
2 454.18 533.65
3 200.49 215.13
4 227.98 247.14
5 0 0

nance actions are the same, the load loss costs are different. That is because in Case 4
maintenance actions are in the main paths, and performing these maintenance actions
will cause a large amount of load loss. However in Case 5, performing maintenance ac-
tions will cause no load loss because DG3 and DG4 are sufficient to support the loads
isolated from the PCC while maintenance actions are performed. So the more mainte-
nance actions are on the main paths, the more load will be shed.

Furthermore, among the cases, the load loss costs of the proposed method are much
lower than those obtained by the comparison method, with 35%, 17.5%, 7.3%, 8.4% load
loss costs reductions in Case 1 to Case 4 individually. Thus, the proposed method can
reduce the load loss costs effectively.



2.6. CASE STUDY

2

31

Table 2.7: Comparison between the PSO solver and the BB solver

Case
PSO solver BB solver

Worst Best STD AVR Time Cost Time

1 248.85 130.79 33.4 174.89 4743 124.8 7563

2 646.99 489.89 66.89 570.31 725 454.18 1398

3 230.78 204.04 12.2 211.5 42.6 200.49 96

4 241.32 227.98 3.71 229 12.4 227.98 36

5 0 0 0 0 3 0 30

2.6.3. COMPARISON OF THE SOLVERS
In this subsection, the results of the comparison between the BB solver and the modified
PSO solver will be presented and analyzed. After sensitivity analysis, we find the param-
eters associated with good performance are ϖ = 500000, wp = 0.9, c1p = c2p = 0.9, and
the velocity boundaries are ±100. We study the influence of the number of particles and
the number of iterations on the performance of the modified PSO solver, including the
load loss costs and the CPU time. For each selected combination of the number of par-
ticles and the number of iterations, we run the PSO solver 10 times to obtain the average
values of the load loss costs and the CPU time. The results are presented in Figure 2.11.
Results of Case 5 are not included in Figure 2.11 because when the number of particles
is 20 and the number of iterations is 20, the PSO can obtain the optimal solution in 3 s.

In Figure 2.11, in the parentheses are the number of iterations and the number of
particles used to obtain the data point. From Figure 2.11, we can observe that when
the combinations of the number of iterations and the number of particles are (500,30),
(600,20), (200,20), (80,20), for Case 1 to 4 respectively, the increase of the number of it-
erations influences little on reducing the costs, but it results in a large increment of CPU
time. We will use the combinations (500,30), (600,20), (200,20), (80,20), (20,20) for Case
1 to 5 respectively, to compare with the BB solver. The results of the comparison are in
Table 2.7.

In Table 2.7, “Worst” and “Best” are the best and worst costs among ten runs sep-
arately. “STD” represents the standard deviation, and “AVR” the average of the costs.
“Time” of the PSO solver is the average CPU time of the ten runs. It can be seen from Ta-
ble 2.7 that the modified PSO solver obtains sub-optimal solutions that deviate from the
optimal solution obtained by the BB solver with 40.14%, 25.57%, 5.49%, and 0.45%, and
0% for Cases 1 to 5, respectively. However, the modified PSO solver can largely reduce
the computation time with 37.29%, 48.14%, 55.63%, 65.56%, and 90% for Cases 1 to 5,
respectively. Besides, the relative standard deviations of the load loss costs with respect
to 19.1%, 11.73%, 5.77%, 1.62%, and 0% for Cases 1 to 5, respectively.

According to the results, when the scale of the problem becomes larger, the sub-
optimal solutions obtained by the PSO solver are characterized by larger differences
from the optimal solution, but the computation time reduction is significant for all the
cases. Also, the standard deviations for the PSO solver are not very large, except for
Case 1. However, regarding the IEEE 34-bus distribution network associated with a small
number of candidate maintenance actions, e.g., below 10, the computation time for BB
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Figure 2.11: PSO simulation results
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solver is acceptable. That is because, for weekly preventive maintenance scheduling,
the decision-making time is sufficient. In this case study, the longest computing time
is 7563 seconds. At the beginning of every week, the system operator can use 2-3 hours
to solve the proposed short-term preventive maintenance scheduling problem using the
BB solver. In this case, the BB solver is better than the PSO solver. In settings where less
time is available for decision making, larger networks, and more maintenance activities,
PSO will provide a sub-optimal solution within the time limitations.

2.7. DISCUSSIONS
The proposed short-term preventive maintenance scheduling method is evaluated in
five cases to schedule the maintenance actions to their optimal time slots. In these cases,
different numbers of candidate maintenance actions with different locations, different
durations, and different costs are considered. In all the cases, load losses can be caused
when performing maintenance actions. The proposed method can reduce the load loss
costs from 7.3% to 35% when the supporting power potential of the DGs and batteries is
considered. The proposed short-term preventive maintenance method can be used by
the power system operator to reduce the influence of the load shedding when perform-
ing maintenance actions.

Furthermore, a comparison between two different solvers is performed and the re-
sults are analyzed. The BB solver can obtain the optimal global solution, but the com-
putation time is higher due to the number of equations and variables included when
the exact reformulation of the original problem is constructed. With the modified PSO
solver, sub-optimal solutions are obtained, but the computation time can be reduced. In
addition, the evaluation of the cost function for each particle in PSO can be performed in
a fully parallel way. That would make the computation time of PSO even more competi-
tive. The power system operator should define the right trade-off between accuracy and
computation time when selecting the right solver for the application. When the prob-
lem is solved for small-scale or medium-scale networks, e.g., the IEEE 34-bus network
used in the case study, the computation time of the BB solver can be acceptable. How-
ever, when the topology of the distribution network is much more complex, and when
there are many candidate maintenance actions, e.g., above ten candidate maintenance
actions for the IEEE 34-bus network, the modified PSO might become a better choice.

In this study, the DGs can support energy to the loads, particularly when they are part
of a dynamically formed microgrid functioning in islanding mode. An interesting further
study would be to consider how to reduce the influence of the switching between the is-
landing mode and the connected mode on the power system stability. When the DGs
are connected to the power systems by inverters, this will require to include aspects of
power electronics, and for instance, to improve the performance of the controllers. This
can be done by installing communication devices in the network, so that a synchronized
or coordinated control can be realized. Other control frameworks proposed in the liter-
ature can be tested, such as the hierarchical droop-based control of [21].

In the case study settings of this chapter, we have assumed that there are control-
lable DGs and enough capacity batteries on the DC links of the wind turbines and PV
panels. However, in some networks, this assumption might not hold. Then, additional
constraints have to be included in the optimization problem. For instance, consider a
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distribution network containing any number of loads, one DG whose zone label is d ,
one PCC whose zone label is 0, and one battery whose zone label is b. The actual gener-
ated power of the DG is Pd (t ), and the rated generated power of the DG is PDG(t ). Then
if we consider that the DGs can only operate when they are connected to the battery or
PCC or both of them, the following additional constraint is required:

Pd (t ) = PDG(t )
(
1− (1−δd ,0(t ))(1−δd ,b(t ))

)
where δd ,0(t ) and δd ,b(t ) are the connecting statuses from the distributed generator to
the PCC and to the battery at time step t . Then, if the distributed generator is neither
connected to the PCC nor the battery, the value of Pd (t ) will be zero which means that
no power is generated by the distributed generator.

In addition, the proposed approach is not limited to the use of the topological con-
nectivity constraints to formulate the problem as shown in this chapter, but it can also
consider constraints based on power balance rules or others.

2.8. CONCLUSIONS AND FUTURE WORK
This chapter has proposed a short-term preventive scheduling method for power sys-
tems to reduce the load loss costs when performing maintenance actions. The power
supporting potential of DGs and batteries when performing maintenance actions in the
distribution network can be systematically optimized with the proposed method. A DFS
clustering method has been proposed to reduce the computational complexity of the
short-term based scheduling problem. To be able to express the power balance equa-
tions in case of maintenance actions being performed, topological connectivity con-
straints are generated and used to define the corresponding maintenance action con-
nectivity variables, which are then used to write down in the power balance equations.
In addition, the scenarios generated by the scenario generation and reduction methods
are considered to express the uncertainties of the generation powers of the DGs. The
simulation results show the effectiveness and improvement of this method and its ca-
pacity to reduce the load loss costs during maintenance. In addition, for the IEEE 34-bus
network with a small number of candidate maintenance actions, the BB solver is better
than the PSO solver. As for the future work, the control strategy of the DGs, e.g., hier-
archical droop-based control, will be considered so that the formed microgrids during
maintenance can operate more in a more stable condition. Another topic of further re-
search is the inclusion of transient stages in the formulation, particularly when the sys-
tem switches from one configuration to another. Moreover, an approach based on Bayes
theorem maybe be used for short-term preventive maintenance scheduling.
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NOMENCLATURE
b Battery index

g Iteration index in PSO

h Particle index in PSO

j Candidate maintenance action index

k Generating or consuming component index

p, q, q ′ Zone index

t Time slot index

T D Set of day time slots

T N Set of night time slots

Ωp Set of neighbor zones of zone p

Ωc
p Set of non-neighbor zones of zone p

Θp,q Set of candidate maintenance actions on the path between zone p
and its neighbor zone q

Φ Set of scenarios

A Sweep area of wind turbine blades

c1p,c2p Acceleration constants of PSO

Cp Tip speed ratio of wind turbines

Cpril,p (t ) Electricity price for zone p in time slot t

C D
j ,p,q ,C N

j ,p,q Day-time and night-time maintenance cost for action j between zone

p and its neighbor zone q

Cday
set (t ) Budget for performing day-time maintenance in time slot t

Cnight
set (t ) Budget for performing night-time maintenance in time slot t

d j ,p,q Deterioration stage of the component where maintenance action j
has to be performed on the path between zone p and zone q

nZ Total number of non-PCC zones after clustering

Nb Number of batteries

Ppred,p,s (t ) Predicted load of zone p in time slot t when no maintenance actions
are performed in time slot t for scenario s
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SPV Area of PV panel

Smin
bat,b Minimal battery capacity of battery b

Smax
bat,b Maximal battery capacity of battery b

Scap
bat,b Capacity of battery b

td Number of time slots in this maintenance scheduling period

Tem Temperature of PV panel

T ref
em Reference temperature of PV panel

vout Cut-off wind speed

vstart Start-up wind speed

vwmax Maximum wind speed

wp Inertia weight factor of PSO

Wp Total number of generating, consuming and energy storage compo-
nents in zone p

α Weight coefficient of the deterioration cost

αPV Temperature coefficient

β Weight coefficient to assure that SOC stays around the level σ

ηPV PV panel conversion efficiency

ρ Air density

σ SOC penalty level

τ j ,p,q Duration of action j between zone p and its neighbor zone q

ϖ Equality penalty weight in PSO

ζleak Battery leakage coefficient

ζchar Battery charging efficiency

Closs,s Total cost of load losses for scenario s

Cmain Total cost of performing maintenance actions

Cdeg Cost related to the degradation of the components

Csoc,s Penalty term for the SOC utilization of the batteries for scenario s

IPV Solar radiations
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Pp,k,s (t ) Power generated or consumed by the kth generating, consuming, or
energy storage component in zone p in time slot t for scenario s

Pbat,b,s (t ) Power generated/consumed by battery b in time slot t for scenario s

Ploss,p,s (t ) Load loss of the zone p in time slot t for scenario s

Pp,s (t ) Served load for zone p when maintenance actions are being performed
in time slot t for scenario s

Sbat,b,s (t ) SOC level of battery b at the end of time slot t for scenario s

vw Wind speed

δp,q (t ) Connectivity between zone p and any other zone q in the distribution
network in time slot t

∆ j ,p,q (t ) Indicates whether the j th maintenance action on the path between
the zone p and its neighbor zone q is performed in time slot t





3
MAINTENANCE OF GENERATION

UNITS CONSIDERING INTER-ISO
POWER EXCHANGE

3.1. INTRODUCTION
To ensure the reliability of a power system, keeping generation units in a good condi-
tion is one of the responsibilities of an independent system operator (ISO) [139], [147],
[200]. In addition, the reserved energy should be above a certain level when some of the
generation units are undergoing maintenance, so that the risks of large-scale load loss
caused by a reserved energy shortage can be avoided. Thus, the maintenance sched-
ules are required to be properly planned [108], [149], [169], [192]. The ISO manages the
planning process of the maintenance considering the costs of maintenance actions for
the generation units and the power system reliability. Maintenance scheduling is usu-
ally performed in a multi-time-scale manner and can consequently be categorized into
long-term scheduling [61], [104], [148], mid-term scheduling [25], [222], and short-term
scheduling [81], [173]. This chapter focuses on the design of a long-term maintenance
scheduling framework.

Long-term maintenance of generation units (MGU) coordination frameworks that
consider both the total benefits of the entire power system and the benefits of individual
generation units are widely considered in the literature [50], [67], [82], [83], [134], [212].
For instance, a maintenance decision making model for generation companies (GEN-
COs) in an oligopolistic electricity market environment is proposed in [82]. The mainte-
nance plans developed by GENCOs are reviewed and have to be approved by the ISO. In
[50], a coordinating framework is introduced based on incentives/disincentives to bal-
ance the profits of producers and the reliability of the power system. In [83], the mainte-
nance plan of generation units is scheduled considering N-1 examination for transmis-

This chapter is based on [73].
The nomenclature of this chapter is at the end of this chapter.
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sion lines random failures. Then, the maintenance budget and power system reliability
are balanced. In [134], random failures on transmission lines are considered in the main-
tenance scheduling of generation units. The uncertainty of the line failure is modeled via
scenarios, and these scenarios are obtained randomly according to arbitrary failure rate
functions. In [61], a risk-based model is proposed to schedule the preventive mainte-
nance of generators by considering the stochastic wind energy. The model includes the
risk of load loss and the desired level of risk. In [177], a multi-objective maintenance
scheduling strategy for generation units in deregulated power systems is proposed. The
objectives of GENCOs and the ISO are both considered in the strategy. Just as in the
above literature, this chapter also focuses on designing a coordination framework to ob-
tain a balanced trade-off between the overall power system benefit and the benefits of
individual generation units.

In practice, some power systems operate in a deregulated environment, while oth-
ers do not. In the case of the traditional regulated environment, the scheduling of the
maintenance actions is managed by the power system operator. Then, the power pro-
ducers are forced to perform maintenance actions according to the schedule defined by
the operators [67]. In a deregulated environment, the GENCOs and the ISO are different
entities. The role of the GENCOs is to supply energy to the power system with a major
focus on obtaining profits. An important role of the ISO is to guarantee the reliability of
the power system, considering the profits of the GENCOs. So, when the ISO manages the
MGU processes, GENCOs schedule their maintenance actions by maximizing their prof-
its and submitting them to the ISO. The ISO may reject some of the submitted schedules
from the GENCOs to guarantee the reliability of the power system. Afterward, the GEN-
COs of the rejected schedules should reschedule their maintenance actions and then
resubmit them. This process is iteratively implemented between the ISO and GENCOs
until the reliability of the power system is guaranteed and the maintenance actions sub-
mitted by the GENCOs are all scheduled (if the reserve energy is sufficient) [212]. Other
coordination strategies for deregulated environments have also been studied in the liter-
ature. For example, in [67], a competitive bidding mechanism after maintenance plan-
ning is proposed. The goal is to balance the benefits of the GENCOs by considering the
system reliability and the health condition of the generating units. In [212], a framework
is proposed in which first the ISO maximizes the reliability index of the whole power
system by using a reliability-centered maintenance strategy. Then, GENCOs can bid for
their preferred maintenance slots under the constraint of a given power system reliabil-
ity index. Afterward, the ISO determines the bidding results.

This chapter considers coordinating the power system reliability and the profits of
GENCOs via a bidding mechanism as proposed in [212]. The mechanism is implemented
after an initial maintenance schedule is proposed. This initial schedule is usually based
on global optimization of the ISO-wide profits of all the GENCOs. This solution (which
may also be called a one-shot solution) might conflict with the individual profit of some
GENCOs. Thus, the bidding mechanism allows GENCOs to have a platform where they
can chase their profit. From the various strategies in the literature, this chapter selects
the bidding mechanism because it will obtain maintenance schedules within less itera-
tions and it is more straightforward. In this strategy, the ISO firstly determines the ISO-
wide optimal MGU schedule. Then if the GENCOs are not satisfied with their scheduled
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time slots, they can join in the bidding process to change their time slots. The ISO deter-
mines the biding result by maximizing the net benefit of the bids. Then the net benefit
received by the host ISO (a non-profitable organization) is used to improve the power
system operation and power quality. Thus, the net benefit received from the bidding
process is also the social welfare. However, in [212], it is mentioned that, if after the bid-
ding process the reliability goal of the power system cannot be reached, the ISO should
seek other means, such as utilizing inter-regional power exchange, to ensure the reliabil-
ity of the power system.

This chapter argues that it may be beneficial to include the inter-ISO power exchange
in the bidding process for coordination directly, rather than after the bidding process.
Thus, a novel bidding mechanism is proposed where the host ISO (the ISO who man-
ages the planning process of MGU for its GENCOs is called the host ISO in this chapter)
can start the bidding processes for MGU with the participation of the GENCOs of the
host ISO and the GENCOs of the neighbor ISOs. The GENCOs of the host ISO can use
their bid prices to buy supportive energy from the GENCOs of the neighbor ISOs of the
host ISO, or to a pay penalty fee for reduction of the transmitted power from the host ISO
to the neighbor ISO with respect to what has been stipulated in the inter-ISO power ex-
change contract. Then, the reserved energy level of the host ISO can be sustained when
the generation units of the GENCOs that bid for their preferred time slots are undergo-
ing maintenance. Moreover, buying supportive energy, reducing the transmitted power,
or both buying supportive energy and reducing the transmitted power are influenced
by to the direction and amount of the power flow on the tie line between the host ISO
and its neighbor ISO. The direction and amount of this power flow can be contracted via
the long-term inter-ISO power exchange transactions [165]. The host ISO determines
the maintenance plans via bidding, by considering the reserved energy level of itself and
of its neighbor ISOs, the tie line limitations (congestion), energy loss allocation during
transmission, and so on. It should be mentioned that the neighbor ISOs cannot sell en-
ergy because they are non-profitable organizations [50], but they should monitor their
own operation conditions, e.g., reserved energy levels, in the bidding process. The neigh-
bor ISOs should prevent their GENCOs to over-support energy to the host ISO and as
this could result in lack of reserved energy (i.e., a high marginal price) in the grids of the
neighbor ISOs.

This proposed interchangeable bidding mechanism for maintenance (IBMM) has
two distinguished advantages compared with bidding mechanisms that do not consider
the direct participation of the GENCOs of the neighbor ISOs in the bidding process,
namely helping the GENCOs to obtain their more preferred time slots, and improving
the reliability of the power system. Later on in this chapter, these two advantages will be
analyzed based on simulation results.

It will also be discussed how to organize the bidding processes for the situation in
which there are multiple ISOs in a large grid. In particular, three organization schemes
for starting the bidding processes will be discussed and analyzed: centralized bidding,
priority bidding, and impromptu bidding.

The contributions of the current chapter are:

1) A novel bidding mechanism for maintenance of generation units is proposed. In
this mechanism, the GENCOs of the host ISO can change their maintenance slots
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via buying supportive energy from the GENCOs of the neighbor ISOs, paying penalty
fees in case the energy transmitted from the host ISO to the neighbor ISOs is re-
duced for ensuring the reserved energy level in the host ISO, or both. The proposed
interchangeable bidding mechanism in this chapter can help the GENCOs to ob-
tain their preferred time slots, and more maintenance actions can be performed
so that the reliability of the power system can be improved.

2) A non-linear mixed integer bidding programming problem is formulated to in-
clude the load loss on the tie lines caused by inter-ISO energy exchange of sup-
portive energy transmission. The formulated problem is then recast into a second-
order cone programming problem that can be solved efficiently by commercial
software.

3) Three possible organization schemes for starting the bidding processes in a large
power grid associated with multiple ISOs are discussed.

The outline of this chapter is as follows. Section 3.2 introduces three ways the GEN-
COs can use to ensure the reserved energy level of the host ISO, when they intend to
change their scheduled maintenance time slots. More specifically, these proposed ways
are based on inter-ISO energy transmission. In Section 3.3, the proposed bidding mech-
anism, the formulated bidding programming problem, and the details of recasting will
be introduced. In Section 3.4, a case study is studied and the performance of the pro-
posed bidding mechanism is analyzed via comparison. Discussions of three bidding
organization schemes for large grids, implementation of the proposed bidding strategy,
and a larger scheduling period of maintenance are provided in Section 3.5. Finally, Sec-
tion 3.6 concludes the chapter.

3.2. PRELIMINARIES

3.2.1. ILLUSTRATION OF THE WORKING PRINCIPLES VIA AN EXAMPLE
To ensure fairness in a market environment, the GENCOs that are not satisfied with the
first-stage MGU scheduling results will be given the opportunity to bid for their pre-
ferred time slots for maintenance of their generation units. However, when these GEN-
COs change the maintenance time slots for their generation units, the reserved energy
may fall below the safety level, and consequently the power system of the host ISO may
face a reliability problem. Thus, this chapter proposes to consider three possible cases,
i.e., Cases 1 to 3, for the GENCOs of the host ISO for obtaining inter-ISO energy. As shown
in Figure 3.1, a simple illustrative example is given below for an intuitive understanding
of the reliability problem caused by changing the maintenance time slots and the three
cases for obtaining the inter-ISO energy.

In the example of Figure 3.1, the host ISO manages the PJM 5-bus network [65],
[129]. Generation units G1, G3, and G4 are satisfied with the first-stage MGU scheduling
results, while generation unit G2 is not. The maintenance action of G2 takes one main-
tenance time slot, and G2 intends to change its scheduled maintenance slot to time slot
kG2. Furthermore, there are three neighbor ISOs of the host ISO. In time slot kG2, the
power flows are from neighbor ISO 1 to the host ISO, and from the host ISO to neighbor
ISOs 2 and 3 in the long-term inter-ISO power exchange contract.
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Figure 3.1: The power network topology of the example

In time slot kG2, there is 80 MW of reserved energy in the PJM 5-bus network. Thus,
if G2 intends to perform its maintenance action in time slot kG2, there will be an en-
ergy gap of 200−80 = 120 MW between the generated energy and the demand. The gap
cannot be filled if the inter-ISO power exchange is not considered. Then, if the non-
interchangeable bidding mechanism for maintenance (NBMM) is adopted, G2 cannot
change its maintenance slot to kG2. Using IBMM, the energy gap may be filled via the
following three measures with the inter-ISO power exchange. First, neighbor ISO 1 can
provide 80 MW supportive energy to the host ISO. Second, the power flow from the host
ISO to neighbor ISO 2 can be reduced by 20 MW. Third, the power flow from the host ISO
to neighbor ISO 3 can be reduced to 0 MW, and then the power flow turns inversely, and
neighbor ISO 3 can provide 15 MW supportive energy to the host ISO. In this way, the
120 MW energy gap in time slot kG2 can be filled.

These three measures imply that G2 can change its maintenance time slot to kG2 via
purchasing supportive energy from neighbor ISOs 1 and 3, and via paying the penalty
fees for reducing the transmitted energy to neighbor ISOs 2 and 3. Additionally to the re-
quirements of energy, G2 must consider its budget for changing its maintenance time
slot and G2 will aim to change its maintenance time slot at the lowest costs. Thus,
this chapter proposes a bidding mechanism, i.e., IBMM, that can help G2 purchase the
cheapest supportive energy from the neighbor ISOs and pay the least penalty fees for
reducing the transmitted energy.

3.2.2. CASES FOR OBTAINING INTER-ISO ENERGY
In the example in Chapter 3.2.1, the three measures can be generalized as three cases.
These three cases are defined based on the long-term inter-ISO power exchange con-
tract regarding the exchange of power between ISOs. In the long-term power exchange
contract, the host ISO may transmit energy to support some of the neighbor ISOs and be
supported by other neighbor ISOs.

Case 1 is with respect to the neighbor ISOs that transmit the energy to the host ISO
in the long-term power exchange contract. In Case 1, the GENCOs of the host ISO can
use their bid price to purchase the supportive energy generated by the GENCOs of these
neighbor ISOs.

Case 2 is with respect to the neighbor ISOs that receive the energy from the host ISO
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in the long-term power exchange contract. In Case 2, the host ISO can reduce the power
transmitted to the neighbor ISOs w.r.t. the long-term inter-ISO power exchange contract,
and use the bid prices of the GENCOs of the host ISO to pay the penalty fee for repur-
chase.

Finally, Case 3 is also with respect to the neighbor ISOs that receive the energy from
the host ISO in the long-term power exchange contract. In Case 3, the host ISO reduces
the power transmitted to the neighbor ISOs to zero but still it is not enough to fill the
shortage of reserved energy; so then the GENCOs of the host ISO need to purchase the
supportive energy from the GENCOs of the neighbor ISOs. Thus, the bid price of the
GENCOs of the host ISO should be used to pay the penalty fee, and also to buy the sup-
portive energy from the GENCOs of the neighbor ISOs.

In Cases 1 and 3, if the supportive energy is so expensive that the GENCOs in the
host ISO cannot afford it, the GENCOs in the host ISO cannot change their time slots via
purchasing supportive energy to fill the energy gap when they are under maintenance.
Furthermore, in Cases 2 and 3, if the inter-ISO power exchange is not allowed for some
neighbor ISOs, the penalty fee can be set to a very large value. Moreover, the amount
of purchased supportive energy should be constrained by the capacity of the tie lines to
avoid congestion. The cases will then be mathematically modeled in the bidding prob-
lem in Section 3.3.2.

3.3. BIDDING MECHANISM FOR THE HOST ISO
In this section, how the proposed IBMM is implemented for the host ISO is firstly intro-
duced. Then the bidding programming problem is formulated.

3.3.1. IBMM BIDDING MECHANISM
When the host ISO decides to start a bidding process, it gathers the GENCOs who are not
satisfied with the scheduling results, and the GENCOs who intend to sell energy in the
neighbor ISOs to participate in the bidding process. A flowchart of the proposed bidding
process is shown in Figure 3.2. The process consists of the following steps:

1) After obtaining the ISO-wide optimal scheduling results, the host ISO conveys the
first-stage scheduling results and the amount of reserved energy at each time slot
to its GENCOs.

2) GENCOs of the host ISO choose to fix their scheduled time slots by not participat-
ing in the bidding process or to change their scheduled time slots by participating
in the bidding process. If there are no GENCOs that intend to participate, the bid-
ding process ends.

3) The host ISO calculates the reserved energy by taking the time slots fixed by the
GENCOs in Step 2) into account. For example,if in time slot 1, the total genera-
tion capacity of the generation units is 1 MW, while the maintenance actions of
the generation units with a total generation capacity of 0.4 MW are fixed by the
GENCOs, then the reserved energy in time slot 1 is 0.6 MW. Then the ISO updates
the reserved energy and the updated reserved energy is conveyed to the GENCOs
of the neighbor ISOs.
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Figure 3.2: Flowchart for the bidding process

4) The GENCOs of the neighbor ISOs submit the price and amount of the energy they
can deliver for each time slot.

5) Then the host ISO conveys the reserved energy level, passing-by fee for inter-ISO
power transmission, the maximum amount and penalty fee for reducing transmit-
ted energy on the tie line, and the amounts of available supportive energies from
the GENCOs of the neighbor ISOs with their prices to the GENCOs of the host ISO.

6) The GENCOs of the host ISO will bid according to the cost to purchase supportive
energy, the penalty fee to reduce transmitted energy, the benefits they can obtain
by changing the maintenance schedule, among other factors. To obtain the bid
price for the GENCOs of the host ISO, a method such as the multi-objective pro-
gramming approach of [177] can be used. This chapter assumes that the bid price
have been determined. The total bid price for a maintenance action that occupies
multiple time slots is the sum of the prices of these time slots.

7) The host ISO decides which maintenance actions should be performed by maxi-
mizing the total social welfare. The corresponding optimization problem will be
explained in Section 3.3.2.

8) End the bidding process and pay-off.

3.3.2. DECISION MAKING MODEL FOR THE HOST ISO
In Step 7) of the bidding process, the host ISO will determine which maintenance actions
should be performed. The objective of the bidding process is to maximize the total social
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welfare. The social welfare obtained from the bidding process can be calculated as:

B = max
∆,δ,q,qloss,qH,pre

∑
i∈I

∑
k∈K

∆(i ,k)
(
Gbid

g (i ,k)−

∑
m∈M

∑
n∈Nm

(q(m,n, i ,k)+qloss(m,n, i ,k)) ·Gbid
neigh(m,n,k)

− ∑
m∈M

∑
n∈Nm

(q(m,n, i ,k)+qloss(m,n, i ,k)) ·CTr(m)− ∑
m∈M

pre(m, i ,k) ·Cpen(m,k)
)

(3.1)

In (3.1), the first term involves the bid prices of the GENCOs; the second term in-
volves the price for the GENCOs to purchase supportive energy from the neighbor ISOs;
the third term corresponds to the price for paying the passing-by fees on the tie lines;
and the forth term is the penalty fee for reducing the energy transmitted from the host
ISO to the neighbor ISOs. Then, the total additional energy q total

loss (m,k) that should be
generated by the GENCOs of neighbor ISO m in time slot k is formulated as:

q total
loss (m,k) = qref,out

loss (m,k) if k ∈K out
m ,

q total
loss (m,k) = 0 ifk ∈K in

m and δ(m,k) = 1,

q total
loss (m,k) = qref,in

loss (m,k) if k ∈K in
m and δ(m,k) = 0,

where qref,out
loss (m,k) =

((
PTr(m,k)+ ∑

i∈I

∑
n∈Nm

q(m,n, i ,k)
)2 −P 2

Tr(m,k)

)
Rm/U 2

m

and qref,in
loss (m,k) =

( ∑
i∈I

∑
n∈Nm

q(m,n, i ,k)
)2 ·Rm/U 2

m , ∀m ∈M , ∀k ∈K

(3.2)

where δ(m,k) is the case indicator, i.e. δ(m,k) = 1 represents that the reduced transmis-
sion power from the host ISO to ISO m on the tie line at time slot k is smaller than the
transmission power in the inter-ISO power exchange contract, while otherwise δ(m,k) =
0; PTr(m,k) is the transmission power on the tie line between the host ISO and ISO m
in time slot k that has been stipulated in the inter-ISO long-term energy transactions
contract. As mentioned in Section 3.2, three cases are included in (3.2). Case 1 corre-
sponds to purchasing supportive energy, Case 2 corresponds to reduce the transmitted
power, and Case 3 corresponds to do both. In (3.2), in Case 2, by reducing the transmit-
ted energy from the host ISO to the neighbor ISO, the energy loss is reduced. Then, the
GENCOs of the neighbor ISO do not need to generate additional energy to compensate
the additional energy loss, so q total

loss (m,k) = 0.
Then, after adopting the loss allocation method as proposed in [137], qloss(m,n, i ,k)

can be obtained by:

qloss(m,n, i ,k) = q total
loss (m,k) · q(m,n, i ,k)∑

i∈I
∑

n∈Nm q(m,n, i ,k)

∀m ∈M , ∀n ∈Nm , ∀i ∈I , ∀k ∈K

(3.3)

The reduced energy for each case can be described as:∑
i∈I

pre(m, i ,k) = 0, if k ∈K out
m (3.4a)
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∑
i∈I

pre(m, i ,k) <| PTr(m,k) |, ifk ∈K in
m and δ(m,k) = 1 (3.4b)

∑
i∈I

pre(m, i ,k) =| PTr(m,k) |, ifk ∈K in
m and δ(m,k) = 0 (3.4c)

The purchased supportive energy for each case can be described as:

q(m,n, i ,k) ≥ 0, if k ∈K out
m (3.5a)

q(m,n, i ,k) = 0, if k ∈K in
m and δ(m,k) = 1 (3.5b)

q(m,n, i ,k) ≥ 0, if k ∈K in
m and δ(m,k) = 0 (3.5c)

∀m ∈M , ∀n ∈Nm , i ∈I

The amount of energy obtained from the reserved energy cannot be negative:

qH(i ,k) ≥ 0, ∀m ∈M , ∀n ∈Nm , ∀i ∈I , ∀k ∈K (3.6)

The constraints for balancing the amounts of energy are:

∆(i ,k)PG,i = qH(i ,k)+ ∑
m∈M

∑
n∈Nm

q(m,n, i ,k)+ ∑
m∈M

pre(m, i ,k), ∀i ∈I , ∀k ∈K (3.7)

Constraint (3.7) assures that, when∆(i ,k) = 0, then qH(i ,k), q(m,n, i ,k) and pre(m, i ,k)
are all zero (no reserved energy occupied, no supportive energy purchased, and no re-
duced transmitted power). The bid maintenance actions can only be performed once:∑

k∈K

∆(i ,k) = 0 or
∑

k∈K

∆(i ,k) = τi , ∀i ∈I (3.8)

The constraints to consecutively perform maintenance actions are:∑
k∈K

|∆(i ,k)−∆(i ,k −1) |≤ 2, ∀i ∈I (3.9)

where ∆(i ,0) = 0, i ∈ I . The reserved energy obtained from the host ISO by generation
units cannot exceed the maximum reserved energy qmax

H (k) at each time slot k, while the
available energy (constrained by the transmission line capacity limitation) obtained by
the generation units from neighbor ISO m cannot exceed the available energy qmax

Tr (m,k)
that neighbor ISO m can deliver at each time slot k:∑

i∈I

qH(i ,k) ≤ qmax
H (k),∑

n∈Nm

∑
i∈I

(q(m,n, i ,k)+qloss(m,n, i ,k)) ≤ qmax
Tr (m,k),

∀i ∈I , ∀m ∈M , ∀n ∈Nm , ∀k ∈K

(3.10)

Furthermore, the constraint regarding the reserved energy levels for the neighbor ISO
is: ∑

i∈I

∑
n∈Nm

(q(m,n, i ,k)+qloss(m,n, i ,k)) ≤ qmax
N (m,k), ∀m ∈M , ∀k ∈K (3.11)
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The supportive energy qmax
G (m,n,k) of GENCO n of ISO m in time slot k should be

limited by the maximum supportive energy bid in Step 4):∑
i∈I

q(m,n, i ,k)+qloss(m,n, i ,k) ≤ qmax
G (m,n,k), ∀m ∈M , n ∈Nm , k ∈K (3.12)

The bidding programming problem (1)-(12) is a mixed-integer non-linear program-
ming problem.

3.3.3. RECASTING THE NONLINEAR PROGRAMMING PROBLEM
Since constraints (2)-(4), (8), and (9) are in mixed-integer non-linear constraints, the
problem (1)-(12) is difficult to solve. Therefore, this subsection introduces a method to
recast the constraints (2)-(4), (8), and (9) into tractable mixed-integer linear or mixed-
integer second-order cone forms. First, regarding (2) and (3), we substitute (2) into (3),
such that:

qloss(m,n, i ,k) =
( ∑

i∈I

∑
n∈Nm

q(m,n, i ,k)+2PTr(m,k)
)
·Rm/U 2

m ·q(m,n, i ,k), ifk ∈K out
m ,

qloss(m,n, i ,k) = 0 ifk ∈K in
m and δ(m,k) = 1,

qloss(m,n, i ,k) = ∑
i∈I

∑
n∈Nm

q(m,n, i ,k) ·Rm/U 2
m ·q(m,n, i ,k),

if k ∈K in
m and δ(m,k) = 0

(13)

Then (13) can be refined into:

qloss(m,n, i ,k) =
( ∑

i∈I

∑
n∈Nm

q(m,n, i ,k)+2PTr(m,k)
)
·Rm/U 2

m ·q(m,n, i ,k), ifk ∈K out
m ,

qloss(m,n, i ,k) = (
1−δ(m,k)

) · ∑
i∈I

∑
n∈Nm

q(m,n, i ,k) ·Rm/U 2
m ·q(m,n, i ,k), if k ∈K in

m

(14)
By using the method in [29], (14) can be recast into a mixed-integer second-order

cone constraint, such that:

qloss(m,n, i ,k) =
( ∑

i∈I

∑
n∈Nm

q(m,n, i ,k)+2PTr(m,k)
)
·Rm/U 2

m ·q(m,n, i ,k), ifk ∈K out
m ,

qloss(m,n, i ,k) = ∑
i∈I

∑
n∈Nm

q(m,n, i ,k) ·Rm/U 2
m ·q(m,n, i ,k)−Q(m,n, i ,k), if k ∈K in

m ,

Q(m,n, i ,k) ≤ M ·δ(m,k),

Q(m,n, i ,k) ≥−M ·δ(m,k),

Q(m,n, i ,k) ≤ ∑
i∈I

∑
n∈Nm

q(m,n, i ,k) ·Rm/U 2
m ·q(m,n, i ,k)+M · (1−δ(m,k)),

Q(m,n, i ,k) ≥ ∑
i∈I

∑
n∈Nm

q(m,n, i ,k) ·Rm/U 2
m ·q(m,n, i ,k)−M · (1−δ(m,k))

(15)
Second, (4) can be refined into:∑

i∈I

pre(m, i ,k) = 0, if k ∈K out
m (16a)
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(
1−δ(m,k)

)· | PTr(m,k) |≤ ∑
i∈I

pre(m, i ,k) ≤| PTr(m,k) | −δ(m,k) ·ϵ, ifk ∈K in
m (16b)

where ϵ is a very small positive value. Then (16a) is a linear constraint and (16b) is a
mixed-integer linear constraint.

Third, (5) can be refined into:

q(m,n, i ,k) ≥ 0, if k ∈K out
m (17a)

0 ≤ q(m,n, i ,k) ≤ (
1−δ(m,k)

) ·M , if k ∈K in
m (17b)

where M is a very large positive value. Then (17b) is a mixed-integer linear constraint.
The absolute value and “or” logic in constraints (8) and (9), respectively, can be recast

into mixed-integer linear constraints by using the method in [29]. Consequently, the
bidding programming problem (1)-(12) can be recast into an MISOCP problem that can
be solved by the branch-and-bound algorithm in commercial software, e.g., Gurobi.

3.4. CASE STUDY
To illustrate the performance of the proposed bidding strategies, in this case, the IEEE
118-bus system that is an approximation of the American Electric Power system in the
U.S. Midwest is considered. The data of this system are given in [103]. The IBMM will be
simulated with a scheduling period of 13 weeks (time slots) for the host ISO. The simula-
tion results will be compared with those of the non-interchangeable bidding mechanism
for maintenance (NBMM), where NBMM does not consider the supportive energy from
the neighbor ISOs nor the reduction of transmitted energy. In detail, NBMM is the pro-
gramming problem by fixing q(m,nm , i ,k) and pre(m, i ,k) to zero in the IBMM problem.

3.4.1. PARAMETERS AND SEETINGS
This case study analyzes five scenarios, denoted as Scenario A to Scenario E. One host
ISO is considered in all the scenarios, and five generation units intend to change their
maintenance schedule via bidding. According to the topology of the IEEE 118-bus sys-
tem, all the generation units are connected. So these five generation units are connected.
Furthermore, there are two neighbor ISOs of the host ISO, and in each neighbor ISO,
three GENCOs intend to provide the supportive energy. Table 3.1 shows the parameters
of the GENCOs of the host ISO. Table 3.2 indicates the capacity for supportive energy of
the GENCOs of the neighbor ISOs. In all five scenarios, the same parameters as in Tables
I and II are considered.

The reserved energies of the host ISO for Scenarios A to C are the same, see Figure
3.3. For different scenarios, the bid price to change maintenance schedule and the bid
price for supportive energy are different, as shown in Figure 3.4. Note that in Scenario D,
the bid prices of the GENCOs of the host ISO are twice those of Scenario A, while other
parameters are the same. In Scenario E, the bid prices for supportive energy are twice
those of Scenario C, while other parameters are the same. Scenarios D and E are formu-
lated to have conclusions regarding the influences of bid prices of the GENCOs of the
host ISO and those of the supportive energy on the bidding results.

This chapter uses Gurobi to solve the MISOCP bidding optimization problems. For
the given case study, the globally optimal solutions of the bidding optimization problems
can be obtained within 10 minutes.
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Table 3.1: GENERATION UNIT PARAMETERS

Maintenance
action

Maintenance
duration (week)

Generation unit
capacity (GW·h/week)

1 3 20.4
2 2 16.8
3 2 16.8
4 2 20.4
5 1 16.8

Table 3.2: GENCOS IN NEIGHBOR ISOs

GENCO1
(GW·h/week)

GENCO2
(GW·h/week)

GENCO3
(GW·h/week)

Neighbor ISO 1 10.8 8.8 10.4
Neighbor ISO 2 12.8 9.8 16.8
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Figure 3.3: The reserved energy for Scenarios A to C

3.4.2. COMPARISON BETWEEN IBMM AND NBMM

Table 3.3: AMOUNT OF PURCHASED ENERGY FOR SCENARIOS A TO E

Scenario From To Time slot
Purchased energy

(GW·h)
Paid price

(k$)

A
G 2 of ISO 1 G 4 4 0.4 36
G 2 of ISO 2 G 4 5 0.4 32
G 1 of ISO 1 G 2 12 1.3 133.9

B G 3 of ISO 2 G 5 10 1.3 156

C

G 1 of ISO 2 G 2 2 6.8 544
G 3 of ISO 1 G 2 3 3.8 380
G 3 of ISO 1 G 4 9 0.4 36
G 3 of ISO 2 G 1 10 4.9 563.5
G 3 of ISO 1 G 1 11 0.4 40.4
G 3 of ISO 2 G 1 12 2.9 298.7

D

G 2 of ISO 2 G 3 3 6.8 612
G 1 of ISO 2 G 2 10 1.3 136.5
G 3 of ISO 1 G 1 11 0.4 40.4
G 1 of ISO 1 G 1 12 4.9 504.7
G 1 of ISO 1 G 1 13 10.4 1029.6

E - - - - -
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(a) Bid price to change maintenance schedule for Sce-
nario A
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(b) Bid price for supportive energy for Scenario A
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(c) Bid price to change maintenance schedule for Sce-
nario B
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(d) Bid price for supportive energy for Scenario B
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(e) Bid price to change maintenance schedule for Sce-
nario C

2 4 6 8 10 12
Time slot/week

60

80

100

120

140

Bi
d 

pr
ic

e 
of

 s
up

po
rti

ve
 

en
er

gy
/(k

$/
G

W
h)

ISO1 GENCO1
ISO1 GENCO2
ISO1 GENCO3

ISO2 GENCO1
ISO2 GENCO2
ISO2 GENCO3

(f) Bid price for supportive energy for Scenario C

Figure 3.4: The bid prices for Scenarios A to C
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(a) Bidding result with NBMM for Scenarios A to E
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(b) Bidding result with IBMM for Scenario A
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(c) Bidding result with IBMM for Scenario B
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(d) Bidding result with IBMM for Scenario C
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(e) Bidding result with IBMM for Scenario D
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(f) Bidding result with IBMM for Scenario E

Figure 3.5: The comparison between IBMM and NBMM
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Table 3.4: AMOUNT OF REDUCED ENERGY FOR SCENARIOS A TO E

Scenario From Time slot
Reduced energy

(GW·h)

A
ISO 2 8 0.4
ISO 2 9 0.4
ISO 2 12 1.3

B
ISO 2 8 0.4
ISO 2 9 0.4
ISO 2 12 1.3

C
ISO 1 3 3
ISO 2 8 0.4
ISO 2 12 2

D ISO 1 8 0.4

E

ISO 1 8 0.4
ISO 2 9 0.4
ISO 2 10 4.9
ISO 2 11 0.4
ISO 1 12 2.9
ISO 2 12 2

Comparative results between IBMM and NBMM for Scenarios A to E are shown in
Figure 3.5. For Scenarios A to E with NBMM, the bidding results are the same and shown
in Figure 3.5(a). Table 3.3 lists the amount of supportive energy purchased by the GEN-
COs in the host ISO and the prices for trade-off the supportive energy. In Table 3.3, “G x
of ISO y” represents the GENCO x of ISO y, and “G z” represents GENCO z of the host ISO.
For Case E, as shown in Table 3.3, no supportive energy is purchased. Table 3.4 lists the
amount of reduced energy transmitted from the host ISO to the neighbor ISO for Sce-
narios A to E.

IBMM suggests for Scenarios A to E to perform 4, 4, 5, 5, and 4 maintenance actions
respectively, see Figure 3.5. NBMM suggests only 3 maintenance actions for Scenarios
A to E. With IBMM, the time slots in which the maintenance actions will be performed
are different from those of NBMM. Furthermore, in Table 3.3, it can be observed that the
GENCOs of the host ISO purchase the supportive energy and pay the penalty fee for re-
ducing the transmission energy to the neighbor ISOs. Thus, more maintenance actions
can be performed with IBMM, and as a consequence, an improvement of the reliability
of the power system is obtained.

From Scenario A and Scenario D, see Figure 3.5, when the bid prices of the GENCOs
of the host ISO increase, more maintenance actions can be performed. For example, in
Scenario D, the maintenance action bid by GENCO 1 in the host ISO can be performed
from time slots 11 to 13, while in Scenario A the maintenance action cannot be per-
formed. Besides, as observed from Table 3.3, more supportive energy is purchased, es-
pecially from time slots 11 to 13. Thus, the increase of the bid prices of the GENCOs of
the host ISO can be leveraged to purchase more supportive energy so that more mainte-
nance actions can be performed.

When comparing Scenario C with Scenario E, it can be observed that maintenance
action bid by GENCO 2 of the host ISO can no longer be performed in Scenario E, as in
that scenario, the bid prices for supportive energy are larger than the penalty fees for re-
ducing transmitted energy. Thus, the GENCOs of the host ISO pay more penalty fees for
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reducing the transmitted energy instead of purchasing supportive energy. The increase
of the bid prices of the supportive energy may result in fewer maintenance actions to be
performed.

According to the analysis, the first advantage of using IBMM is that more generation
units can be maintained, and consequently, the reliability of the power system can be
improved. The second advantage of IBMM is that the GENCOs of the host ISO can ob-
tain their preferred time slots by purchasing the supportive energy from the GENCOs of
the neighbor ISOs participating in the bidding process and paying the penalty fee for re-
ducing the transmitted energy to the neighbor ISOs. Furthermore, both the bid prices of
the GENCOs of the host ISO and the bid prices for the supportive energy can influence
the bidding results.

3.5. DISCUSSIONS

3.5.1. BIDDING ORGANIZATION SCHEMES FOR LARGE GRIDS
In the proposed bidding mechanism, the ISOs should periodically start bidding pro-
cesses as the host ISO to determine the maintenance schedule of their GENCOs con-
sidering the participation of the GENCOs of their neighbor ISOs. For a grid with multiple
ISOs, the organization of the bidding processes, e.g., when an ISO can be the host ISO,
should be explained. Thus, this chapter proposes that the bidding processes can be or-
ganized, e.g., in a centralized way or a distributed way. For the distributed ways, this
chapter discusses two possible organization schemes. The first one is to determine a
priority of being the host ISO for ISOs in this large grid. In the second one, any ISO who
intends to schedule the MGU actions, can be the host ISO at any time if it intends so.
Thus, one centralized and two distributed schemes to organize the bidding processes
for a grid with multiple ISOs will be considered and analyzed in this chapter, called cen-
tralized bidding, priority bidding, and impromptu bidding respectively.

CENTRALIZED BIDDING

In a centralized bidding process, all the GENCOs of all the ISOs participate in one pro-
cess. The centralized bidding processes will be started periodically, e.g., once every half
year. Then the GENCOs of the ISOs who intend to determine their MGU actions will par-
ticipate. There are three basic requirements for implementing the centralized bidding.
First, the ISOs in the centralized bidding should be interconnected. Second, the power
exchange between the ISOs has been allowed by the ISOs. Third, there will be an organi-
zation trusted by the ISOs and GENCOs to host the centralized bidding.

In the centralized bidding, the decision making problem formulated is different from
the problem (3.1)-(3.12) in Section 3.3.2, because the set of maintenance actions is the
union of the sets of maintenance actions of all the GENCOs of all the ISOs participating
in the centralized bidding process, and supportive energy suppliers are all the GENCOs
of all the ISOs. In the centralized bidding process, all the GENCOs of all the ISOs in the
grid can participate, while for priority bidding and impromptu bidding, only the neigh-
bor ISOs can participate. Therefore, the centralized market environment is the most
competitive among the three bidding organization schemes considered in this chapter.
However, there are two major drawbacks of centralized bidding.

Firstly, when delivering supportive energy among two non-neighbor ISOs, the energy
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must be delivered through other ISOs. The delivery of the supportive energy may face
more strict tie line conditions for transmission. Thus, the capacities of all the tie lines on
the path between the supporting ISO and the receiving ISO should be considered. As a
result, the transmission process will face more constraints; hence, the centralized bid-
ding will be less practical.

Secondly, if the number of GENCOs in the grid is large, there will be computational
complexity issues. Indeed if all the GENCOs of all the ISOs join the centralized bidding
process to purchase or sell energy, the large computational complexity for solving the
bidding programming problem for a large number of ISO participants is a drawback of
the centralized bidding.

PRIORITY BIDDING

Another way to organize the bidding processes for a grid with multiple ISOs is the prior-
ity bidding. In each bidding process only one ISO can be the host ISO. The host ISO will
gather the GENCOs of the neighbor ISOs with the host ISO and start the bidding process,
and then it is the turn for another ISO to be the host ISO. There is one basic requirement
for implementing the priority bidding, i.e., the power exchange between the host ISO
and the neighbor ISOs has been allowed by the ISOs.

In priority bidding, the host ISO solves (3.1)-(3.12) when it starts a bidding process.
The priority of being the host ISO can be determined by negotiation among the ISOs,
e.g., the ISOs agree to be the host ISO in turn. Being the host ISO in turn implies that,
e.g., when there are two connected ISOs in one grid, and in the current period, ISO 1 is
the host ISO firstly, and then, at the next period, ISO 2 will be the host ISO firstly. If there
are no GENCOs of the neighbor ISO that participate in the bidding process, the host ISO
will start the bidding process without participation of GENCOs of the neighbor ISOs. In
this scenario, during the bidding process, no supportive energy will be purchased.

In priority bidding, the delivery between two non-neighbor ISOs is avoided. Further-
more, if only the GENCOs of the neighbors ISOs are considered, the number of GENCOs
can be kept relatively low and thus the computational complexity for solving the bidding
problems will be limited. The disadvantage of priority bidding is its reduced competi-
tiveness compared with centralized bidding. The definition of fairness of the ranking
method can also be challenging.

IMPROMPTU BIDDING

Impromptu bidding is another way to organize the bidding process. Any ISO can be the
host ISO at any time if it intends so, by gathering the GENCOs of its neighbor ISOs to par-
ticipate in the bidding process. If there are multiple ISOs that intend to be the host ISO
at the same time, the ISO who first claims its intention of being the host ISO will be the
host ISO. Then after that ISO has finished its bidding process, other ISOs can announce
their intention to be the host ISO and so on. If there is no GENCOs of the neighbor
ISOs that participates in the bidding process, the host ISO will start the bidding process
only with its GENCOs, and during the bidding process, no supportive energy will be pur-
chased. There is one basic requirement for implementing the impromptu bidding, i.e.,
the power exchange between the host ISO and the neighbor ISOs has been allowed by
the ISOs.

In impromptu bidding, the ISOs can get rid of both the drawbacks of the centralized
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bidding. Besides, the starting times of the bidding processes are more flexible than with
priority bidding. In impromptu bidding, the host ISO solves (3.1)-(3.12) when it starts a
bidding process.

In impromptu bidding, whether the GENCOs of the neighbor ISOs can join the bid-
ding is determined by the network conditions of the neighbor ISOs. It is not required that
all the neighbor ISOs of the host ISO should join the bidding and supply their energy; so
they can choose to join or not.

Remark 1 Although three different schemes to organize the bidding process have been dis-
cussed, these three schemes face a same “synchronization” problem. In this chapter, ISOs
in the bidding process are “synchronous” when they have the same beginning time of the
scheduling and the same scheduling period. Consider a grid with two asynchronous ISOs
where ISO 1 determines its maintenance schedule for a period of two months from April,
while the ISO 2 determines its schedule for a period of four months from April. When ISO
2 determines its maintenance schedule from April to August, the GENCOs of ISO 1 only
can sell its supportive energy to ISO 2 from April to June, but the GENCOs of ISO 2 can sell
its supportive energy to ISO 1 from April to August. Thus, the GENCOs of ISO 2 (with the
longer scheduling period) can sell more supportive energy, but the GENCOs of ISO 2 ob-
tain less supportive energy from the GENCOs of ISO 1, and for ISO 1, the reverse holds. So
this trade-off should be considered in designing maintenance scheduling periods for ISOs.

3.5.2. IMPLEMENTATION OF THE PROPOSED BIDDING STRATEGY
Since different ISOs in different countries may have different power market mechanisms,
the bidding mechanism proposed in this chapter may not be applicable in some of the
deregulated power systems, e.g., in situations where the ISOs do not interconnect to
other ISOs.

For deregulated power systems interconnecting with other ISOs, the reserved en-
ergy of the neighbor ISOs decreases when the GENCOs of the neighbor ISOs support
the energy to the host ISO. Consequently, the marginal price of the neighbor ISO may
increase. Thus, it is crucial to analyze the influence on the marginal price and to set
regulation mechanisms to the amount of supportive energy the GENCOs of the neigh-
bor ISO can bid. This can be implemented, for instance, via a threshold that defines the
maximum support energy that a GENCO can provide, as included in (3.12) with the pa-
rameter qmax

G (m,n,k).
Furthermore, the bidding problem formulated in this chapter includes the case when

the reduction of the energy transmitted from the host ISO to some neighbor ISOs is not
allowed. In that case, the parameter Cpen(m,k) can be set equal to a huge value. Addi-
tionally, the case when the bid prices of the supportive energy are too high is also con-
sidered in the proposed formulation. In that case, the bid prices of the GENCOs of the
host ISO are not sufficient for paying the prices of the supportive energy, so the GENCOs
of the host ISO may not choose to change their scheduled time slots. The GENCOs of the
host ISO should follow the ISO-wide optimal scheduling results.

3.5.3. DISCUSSION OF A LARGER SCHEDULING PERIOD OF MAINTENANCE
The case study of this chapter sets the scheduling period (i.e., the period over which
the maintenance actions are scheduled) as 13 weeks. If the scheduling period is set to
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a larger value, the number of the time slots to be considered will increase. The inter-
changeable bidding mechanism (IBMM) proposed in this chapter can handle the longer
period of maintenance by increasing the cardinality of set K in the formulated bidding
problem Section 3.3.2.

However, a too-long scheduling period will increase the uncertainty in the predic-
tions of failure rates, which means that in practice, the risk of sudden failure occurring
during the scheduling period may increase. Thus, in practice, the scheduling period
should not be set too long.

Furthermore, a longer scheduling period implies that the GENCOs of the host ISO
and the GENCOs of the neighbor ISOs should predict their bids for a longer period. How-
ever, the profits for a long period are more difficult to predict. Thus, the participants of
the bidding may not welcome a longer scheduling period.

3.6. CONCLUSIONS AND FUTURE WORK
This chapter has proposed a novel bidding mechanism for maintenance of generation
units in transmission power systems. In this mechanism, the GENCOs of the host ISO
can bid to change their scheduled maintenance actions and to achieve their own bene-
fits. The GENCOs can use their bid price to purchase supportive energy from the GEN-
COs of the neighbor ISOs, to pay the penalty fee caused by reducing the energy transmit-
ted from the host ISO to the neighbor ISOs w.r.t. the long-term power exchange transac-
tions, or both. Besides, three possible schemes, including centralized bidding, priority
bidding, and the impromptu bidding, to organize the bidding processes in a grid asso-
ciated with multiple ISOs have been discussed. As indicated by the simulations for a
case study, this interchangeable bidding mechanism for maintenance implies that the
GENCOs can obtain their preferred time slots, and more maintenance actions can be
performed so that the reliability of the power system can be improved. The results imply
that the inter-ISO power exchange will give more flexibility to the GENCOs for maintain-
ing their generation units and improve the reliability of the power systems.

As for future work, the proposed bidding strategy will be tested on larger-scale and
real-life cases. Three proposed bidding organization schemes for large grids will be com-
pared with the existing bidding schemes for scheduling the maintenance actions of the
generation units. Furthermore, to avoid the scenario that the GENCOs of the neigh-
bor ISOs raise their bid prices for supportive energy to any high level, a truthful bidding
mechanism (Vickrey-Clarke-Groves mechanism), can be developed.
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NOMENCLATURE
i Maintenance action index

k Time slot index

m Neighbor ISO index

n GENCO index in neighbor ISOs

I Set of maintenance actions in the bidding process

K Set of time slots in the bidding process

M Set of neighbor ISOs that join the bidding process

Nm Set of GENCOs that intend to sell their supportive energy in neighbor
ISO m

K in
m Set of time slots when the power flow in the contract of inter-ISO

power exchange goes from the host ISO to neighbor ISO m

K out
m Set of time slots when the power flow in the contract of inter-ISO

power exchange goes from neighbor ISO m to the host ISO

CTr(m) Energy passing-by fee for one unit of transmitted energy from neigh-
bor ISO m to the host ISO

Cpen(m,k) Penalty for reducing one unit of energy transmitted to neighbor ISO
m in time slot k with respect to what has been stipulated in the inter-
ISO power exchange contract

Gbid
g (i ,k) Bid price of maintenance action i in time slot k

Gbid
neigh(m,n,k) Bid price of GENCO n of neighbor ISO m in time slot k

PG,i Capacity of generation unit i

PTr(m,k) Transmission power in the power exchange contract on the tie line
between the host ISO and neighbor ISO m in time slot k

Rm Resistance on the tie line between the host ISO and ISO m

Um Terminal voltage at the host ISO side terminal of the tie line between
the host ISO and ISO m

qmax
G (m,n,k) Maximum supportive energy of GENCO n of neighbor ISO m in time

slot k

qmax
H (k) Maximum available reserved energy of the host ISO in time slot k

qmax
N (m,k) Maximum reserved energy for neighbor ISO m in time slot k
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qmax
Tr (m,k) Maximum energy that neighbor ISO m can transmit in time slot k

ϵ A very small positive value

M A very large positive value

τi Duration of maintenance action i

pre(m, i ,k) Reduced transmitted energy from the host ISO to neighbor ISO m
with respect to what has been stipulated in the inter-ISO power ex-
change contract for performing maintenance action i in time slot k

q(m,n, i ,k) Amount of energy purchased from GENCO n of the neighbor ISO m
in time slot k for performing maintenance action i

qH(i ,k) Amount of reserved energy of the host ISO that maintenance action i
occupies in time slot k

qloss(m,n, i ,k) Additional energy that GENCO n of neighbor ISO m needs to gen-
erate to compensate the energy losses when transmitting supportive
energy to the host ISO for performing maintenance action i in time
slot k

q total
loss (m,k) Total additional energy to be generated for compensating the energy

losses when transmitting supportive energy from neighbor ISO m to
the host ISO in time slot k

qref,out
loss (m,k) Additional energy generated by the GENCOs of ISO m in time slot k

for Case 1 (see Section 3.2 for details).

qref,in
loss (m,k) Additional energy generated by the GENCOs of ISO m in time slot k

for Case 3 (see Section 3.2 for details).

Q(m,n, i ,k) Auxiliary variable.

δm,k Case indicator. Equals 1 if Case 2 occurs (see Section 3.2 for details).
Equals 0 if Case 3 occurs (see Section 3.2 for details).

∆(i ,k) Equals 1 if the maintenance action i is performed in time slot k, and
0 otherwise





4
TRUTHFUL PLATFORM FOR

MAINTENANCE OF GENERATION

UNITS

4.1. INTRODUCTION
Maintenance is a necessary measure for ensuring the reliability of power systems [71],
[205]. A maintenance decision-making strategy based on the evaluation of the condition
of the components is called condition-based maintenance. Mainly, condition-based
maintenance of power systems can be categorized as short-term when determining the
maintenance schedule for the upcoming days or weeks, mid-term for the upcoming sev-
eral weeks or months, and long-term for the upcoming several months or years [11]. The
scope of this chapter is long-term condition-based maintenance of generation units.

In deregulated power transmission networks, the generation companies, equipment
manufacturers, transmission companies, and the independent system operators (ISOs)
may be different entities. Sometimes these entities have to share their data for cooper-
ative tasks. These tasks are essential for operating the transmission network safely and
economically, e.g., condition-based maintenance of generation units (CBMGU). How-
ever, since the shared data for cooperative tasks may be tampered with, other entities
may receive tampered data that may influence the final outcomes of the cooperative
tasks. Thus, to make the entities trust the shared data in the CBMGU tasks, data secu-
rity should be ensured as the most basic requirement for the cooperative tasks. Conse-
quently, this chapter proposes a truthful maintenance platform for CBMGU to ensure
data security among all the processes of CBMGU.

Generally, long-term state-of-the-art CBMGU mainly encompasses five processes:
acquisition of operational data, failure rate diagnosis/prognosis, maintenance schedul-

This chapter is based on [74].

61



4

62 4. TRUTHFUL PLATFORM FOR MAINTENANCE OF GENERATION UNITS

Table 4.1: Comparison between state-of-the-art CBMGU and the proposed T-CBMGU

Processes state-of-the-art CBMGU Proposed T-CBMGU

1. Acquisition of operational data
2. Failure rate diagnosis/prognosis

3. Performance of maintenance actions

1. Stored data can be tampered with
2. Stored data may be lost or deleted.

3. Sharing data with low efficiency.
4. Responsibility cannot be easily backtracked.

1. Stored data are immutable and trustworthy.
2. Loss of stored data is unlikely.
3. Sharing data with efficiency.

4. Responsibility can be easily backtracked.

1. Scheduling of maintenance actions
2. Bidding to change scheduled

time slots

1. ISOs schedule the maintenance actions.
2. Actions that compromise fairness may occur.

3. Inefficient decision making processes due to manual work.

1. Decisions making via smart contract.
2. No actions that compromise the fairness.

3. Less manual work.

ing, bidding to change the scheduled time slots1, and performance of the maintenance
actions. All five processes of state-of-the-art CBMGU have been widely studied in the
literature [64], [67], [97], [148], [157], [174], [212], [228].

Among the five processes of state-of-the-art CBMGU, three processes are related to
data storage and sharing, i.e., the acquisition of operational data, the failure rate di-
agnosis/prognosis, and the performance of maintenance actions. In these three pro-
cesses, the collected operational data, the failure rate diagnosis/prognosis results, and
the maintenance action performance logs are recorded in the data storage center. How-
ever, using a data storage center may face these drawbacks. First, the data can be tam-
pered with by hackers or personnel of the data storage center. Furthermore, the stored
data may be lost or physically eliminated. Tampered and lost data can influence the di-
agnosis/prognosis results and the trained learning-based failure rate prediction model.
Second, the identity verification process for data sharing is characterized by a low effi-
ciency, especially due to manual verification. Third, since the data can be tampered with
and lost, the data are hard to backtrack, as is the responsibility of, e.g., the maintenance
implementer.

The other two processes among the five relate to decision making, i.e., scheduling
of maintenance actions and bidding to change scheduled time slots. The decision mak-
ing processes are managed by the ISOs. In the power system maintenance literature
and in industry, these ISOs are assumed to be trusted. However, it cannot be guaran-
teed that ISOs can schedule maintenance actions and hold the bidding processes totally
fairly. GENCOs may manipulate the fairness of the bidding processes by, e.g., bribes
and blackmails, and tamper with the bidding prices of other GENCOs to obtain benefits.
Moreover, it is time-costly for a human team to, e.g., manually verify the identity of the
GENCOs, especially when many GENCOs are involved.

Table 4.1 presents the drawbacks of state-of-the-art CBMGU. In this chapter, a truth-
ful CBMGU platform (T-CBMGU) based on blockchain is proposed to tackle these draw-
backs. A blockchain is a chain of blocks that are linked via cryptography [136]. A block
contains the data to be stored and hash points for encryption. Important features of
blockchains include immutable data, no centralized authority, and traceable data [43].

T-CBMGU has three main advantages over state-of-the-art CBMGU. First, since data
are stored on the nodes (participants) of the blockchain without referring to a data stor-
age center, it is difficult to tamper with the stored data [112]. If the data on one node are
tampered with, other nodes can verify the tampered data. Consequently, the stored data

1While some authors do not consider such a rescheduling process, the current chapter does include a
rescheduling step, just as [67], [212].
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in the blocks of the blockchain are immutable. Second, data sharing can be more effi-
cient since time-consuming processes, such as, identity verification, can be performed
automatically. Furthermore, because of the immutability of the data and asymmetric
cryptography, data sharing is secure. Third, the scheduling and bidding processes can
be implemented by smart contracts without involving a third party [184], [229]. The
smart contract is designed by the participants of the blockchain to automatically drive
decision making processes. Thus, actions that compromise fairness can be avoided.

Moreover, the maintenance scheduling problem is an MIQP problem that is time-
costly to solve. In the literature, Benders decomposition is widely leveraged for solving
mixed-integer programming problems, especially when after fixing the integer variables,
the remaining problem is convex [91]. In the literature, to tackle the slow convergence of
Benders decomposition, acceleration methods, e.g., valid inequalities [172], approxima-
tion (e.g., rounding [156], relaxation induction [213], and outer approximation [9]) have
been studied. Among them, valid inequalities can efficiently accelerate the convergence
process of Benders decomposition. Valid inequalities are usually designed for specified
problems based on technical/physical analysis of the given problem. Regarding the use
of valid inequalities in the maintenance scheduling of generation units, a methodology
is proposed in [172] for hydrogenerators. The proposed valid inequalities are tailored for
hydrogenerators. Thus, this chapter proposes two valid inequalities tailored for acceler-
ating Benders decomposition for CBMGU in power systems.

The contributions of the current chapter are:

• A truthful maintenance platform is proposed for generation units in power sys-
tems. By using the proposed T-CBMGU platform, the stored data can be immutable,
the data sharing can be efficient and secure, and the decision-making can be fair
(see Table 4.1 for details).

• Maintenance scheduling problems are time-costly MIQP problems. Thus, two
novel dedicated valid inequalities based on technical/physical analysis and greedy-
based heuristic initialization are proposed for accelerating the convergence speed
of Benders decomposition.

The remainder of this chapter is organized as follows. Section 4.2 reviews the liter-
ature on the relevant topics of this chapter and also briefly introduces blockchain. Sec-
tion 4.3 explains the processes of state-of-the-art CBMGU. Section 4.4 describes the T-
CBMGU platform. Section 4.5 explains the blockchain implementation in the T-CBMGU
platform. In Section 4.6, a Benders decomposition algorithm with valid inequalities is
proposed. In Section 4.7, a case study based on the IEEE 300-bus system is presented
to show the importance of the proposed T-CBMGU by comparing its performance with
that of state-of-the-art CBMGU that is affected by fairness manipulations and tampered
data. Finally, in Section 4.8, conclusions are presented and further research is discussed.

4.2. RELATED WORK AND INTRODUCTION OF BLOCKCHAIN

4.2.1. RELATED WORK
In the literature, blockchain technology has been widely applied in various fields, e.g.,
truthful market design [15], [226]. For example, in [62], Ethereum, a blockchain platform
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is leveraged in a decentralized power market. The prosumers can trade energy peer-to-
peer conveniently via the smart contract of Ethereum without involving a third party. In
[181], a secure blockchain-based platform is designed for educational credential evalu-
ation. The academic credentials are generated, verified, and validated via this platform.
In [36], blockchain is applied to sharing medical service records between different clin-
ical jobs. In [152], an edge computing platform is designed for decentralized household
air quality monitoring devices for ensuring data security. In [132], a blockchain-based
radio access network is proposed for truthful network management and authentication.
In [193], the resources require for leveraging blockchain in decentralized local energy
markets are studied. In [221], a transaction platform for the energy storage market is
proposed. By using blockchain technology, the platform can be secure and transparent.

However, there are only a few articles in the literature on leveraging blockchain in the
maintenance industry. For example, in [42], a knowledge-sharing platform is designed
based on blockchain for maintaining a honing machine system with multiple compo-
nents. The degradation knowledge of the components can then be shared securely. In
[7], blockchain is applied to formulate an aircraft maintenance logbook that cannot be
tampered with or destroyed. In [1], blockchain is applied to the maintenance of rolling
stock, and the truthfulness of the business logic and data is enhanced. All these articles
in the literature use blockchain in maintenance for truthful data storing and sharing.
However, the use of blockchain in CBMGU has not yet been studied. Moreover, truth-
ful data storage and sharing are not sufficient for CBMGU since CBMGU also involves
decision-making processes in which actions that compromise fairness, e.g., fairness ma-
nipulation, may occur. Thus, in this chapter, to address the drawbacks of state-of-the-
art CBMGU, the T-CBMGU platform is proposed and designed for all five CBMGU pro-
cesses.

Moreover, the maintenance scheduling problem is an MIQP problem that is time-
costly to solve. In the literature, Benders decomposition is widely leveraged for solving
mixed-integer programming problems, especially when after fixing the integer variables,
the remaining problem is convex [91]. In the literature, to tackle the slow convergence of
Benders decomposition, acceleration methods, e.g., valid inequalities [172], approxima-
tion (e.g., rounding [156], relaxation induction [213], and outer approximation [9]) have
been studied. Among them, valid inequalities can efficiently accelerate the convergence
process of Benders decomposition. Valid inequalities are usually designed for specified
problems based on technical/physical analysis of the given problem. Regarding the use
of valid inequalities in the maintenance scheduling of generation units, a methodology
is proposed in [172] for hydrogenerators. The proposed valid inequalities are tailored for
hydrogenerators. Thus, this chapter proposes two valid inequalities tailored for acceler-
ating Benders decomposition for CBMGU in power systems.

4.2.2. INTRODUCTION TO BLOCKCHAINS

A blockchain is a chain of blocks linked in series. Once a block is formulated, each block
stores a certain amount of data and then is linked to the blockchain [53].

A peer-to-peer network is a simple type of network where servers are able to commu-
nicate with one another and share what is on or attached to their server with other users
[14]. The formulated blockchain is stored distributively by all the servers in the peer-
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Figure 4.1: Work processes of the state-of-the-art CBMGU platform for one time step

to-peer networks. If some of the servers in the network cannot work, the data stored in
the blocks is still secure. Furthermore, these servers are called nodes that provide the
space for storage and computing power for formulating the blocks. If an entity intends
to tamper with the data stored in the blocks, it must control more than half of the nodes
in the network. However, gaining control of more than half of the nodes in the network
is nearly impossible. Thus, it is almost impossible to tamper with the data stored in the
blocks.

In summary, compared with traditional ways to store digital data, blockchain mainly
has two advantages. First, the data stored in blocks are difficult to tamper with. Second,
the data are stored distributively in the peer-to-peer network. Thus, the data stored in
the blocks are trustworthy.

4.3. STATE-OF-THE-ART CBMGU PLATFORM

The work processes of state-of-the-art CBMGU are shown in Figure 4.1. In Figure 4.1,
the labels in yellow boxes identify the processes; the labels in blue boxes indicate the
categories of data that are stored in the data banks; and the arrows represent the input
or output directions of the data flows. Regarding the data banks used to store the data,
the data banks in red represent the stored data that are related to one generation unit.
Maintenance of generation units usually involves multiple generation units. However,
for simplification, data banks for other generation units in CBMGU are not included in



4

66 4. TRUTHFUL PLATFORM FOR MAINTENANCE OF GENERATION UNITS

Figure 4.1.
CBMGU is implemented periodically, and each period of which the length is sev-

eral months for long-term CBMGU corresponds to a time step. Regarding maintenance
scheduling, this chapter adopts a receding horizon mechanism. Maintenance schedul-
ing is performed for one prediction horizon that always includes multiple time steps,
but only the maintenance actions of the scheduling results for the first time step are
performed; subsequently, one proceeds to the next time step. The duration of mainte-
nance actions of generation units is expressed in time slots of the long-term CBMGU
(i.e., weeks). In Figure 4.1, only the work processes for one time step are shown since in
other time steps, the work processes repeat.

In Figure 4.1, five processes are shown, i.e., acquisition of operational data, failure
rate diagnosis/prognosis, maintenance scheduling, bidding to change the scheduled
time slots, and performance of the maintenance actions.

In the first two processes, operational data of the components, e.g., generators and
turbines, are collected by sensors to obtain the failure rates and to train the failure rate
prediction models of the components [64], [97], [228]. For example, operational data are
collected by sensors and sent to a central data hub [228]. Afterwards, the failure rate is
predicted based on the data in the central data hub and Bayesian learning. In [64], a
sensor-driven method and a Bayesian model are applied to predict the remaining life of
generators in microgrids. In [97], operational data and historical data are leveraged to
train predictive degradation models for wind turbines using random forest and decision
tree algorithms.

In the third process, the maintenance actions are scheduled by a centralized orga-
nization, i.e., an independent system operators (ISO). The ISO aims at maximizing the
generation benefits and/or minimizing the maintenance costs for all generation units it
manages while ensuring power system reliability [148], [174].

In the fourth process, since the scheduled maintenance actions in the third process
(overall optimal schedule) may conflict with the individual benefit of the owners of gen-
eration units, i.e., generation companies (GENCOs), a bidding process for GENCOs to
change their scheduled time slots is managed by the ISO [67], [212].

In the fifth process, the maintenance logs, the material consumption situation, and
the implementer information, among other information, are recorded for management
and to keep the know-how in the company [157].

In these processes of state-of-the-art CBMGU, the data may be recorded on the paper
lists, digital lists, or other data formats in data banks. The data banks may be managed
by some of the entities involved in the maintenance processes, e.g., the ISO, or data stor-
age companies. Since the data stored in data banks may be tampered with by cyber or
physical attacks, the stored data may not be trustworthy. In addition, since the decision-
making processes, i.e., maintenance scheduling and bidding to change the scheduled
time slots, are implemented by the ISOs, the results of the decision-making processes
may be influenced by, e.g., fairness manipulation, etc. Thus, the decision-making re-
sults also may not be trustworthy.
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Figure 4.2: Work processes of the T-CBMGU platform for one time step

4.4. T-CBMGU PLATFORM
To make the stored data and the results of decision-making processes trustworthy, we
propose a blockchain-based T-CBMGU. The work processes of the proposed T-CBMGU
platform for one time step are illustrated in Figure 4.2.

In Figure 4.2, at the beginning of the period corresponding to a given time step, the
operational data are collected by the sensors on the components of generation units,
e.g., exciters and turbines. For each component of each generation unit, a block for stor-
ing the operating data of this component is built and validated in the blockchain.

After that, the operational data in the blockchain block for each component of each
generation unit are extracted by the corresponding manufacturing expert groups who
provide or manufacture the component. The manufacturing expert groups may belong
to the providers and/or the manufacturers of the components of the generation units.
They use their knowledge, numerical models, and/or trained data-driven models to eval-
uate the failure rates of the components. Then, the block of the diagnosis/prognosis re-
sults for each component is built and validated.

Afterwards, the power plant technician groups estimate the maintenance costs and
the maintenance durations according to the data extracted from the blocks of opera-
tional data and failure rate diagnosis/prognosis results. The estimation of the mainte-
nance costs is based on, e.g., the replacement costs of the components, the costs for per-
forming maintenance actions, and the outsourcing fee (if applicable). The estimation of
the maintenance duration is based on, e.g., the arrangement and the internal structure
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of the generation units.
The block of the power system data is built by ISOs, including the load, the reserved

energy level, the electricity prices, and the breakdown penalty fee.
The maintenance actions will be scheduled to minimize the overall maintenance

cost and to maximize the overall benefits for all the generation units. Additionally, the
scheduling problems include data extracted from previously built blocks, such as the
failure rate diagnosis/prognosis data, the evaluation data of maintenance costs and du-
rations, and the power system data as parameters. Since this chapter formulates main-
tenance scheduling problem as an MIQP problem, a Benders decomposition algorithm
with acceleration techniques is proposed for solving the problems more efficiently. The
smart contract, rather than ISOs, implements this process automatically. Afterwards, the
determined optimal maintenance schedule is stored in one block.

Then, the GENCOs extract the optimal maintenance plan from the block. According
to scheduled time slots for performing maintenance actions, if the GENCOs are not sat-
isfied with their scheduled maintenance actions, they can join in the bidding process to
change their scheduled time slots. The GENCOs who intend to join the bidding process
should provide their bidding information, including the time slots in which they intend
to maintain their generation units and the bidding price the GENCOs intend to pay for
changing their scheduled time slots. Then, each GENCO builds a block to store the bid-
ding information (in Figure 4.1, the blocks of GENCOs are integrated as one block for
saving space).

By extracting the bidding information, the final schedule for performing mainte-
nance actions is determined with the objective of maximizing the total amount of money
bid by the GENCOs. Then the ISOs will use the money to improve, e.g., the reliability
of the power system [212]. The formulated bidding problems are mixed-integer linear
programming problems that can be solved efficiently by using the branch-and-bound
solvers. Similar to maintenance scheduling, bidding to change scheduled time slots is
also implemented automatically via the smart contract. Then, the final maintenance
schedule is stored in one block.

Finally, by extracting the final schedule, the maintenance implementer perform main-
tenance actions on their corresponding generation units according to the final schedule.
While performing the maintenance actions, the maintenance logs are recorded, includ-
ing the materials that are used, information on the implementer, on-the-spot measure-
ments such as video and photos, and information on new components for replacement.
Then, blocks are built to store the maintenance logs.

4.5. IMPLEMENTATION OF BLOCKCHAIN
A blockchain can be fully public or permission-based [111]. Since the data stored in the
blocks of T-CBMGU, e.g., failure rates of generation units, can be considered sensitive
information, a permission-based blockchain is preferred.

In the T-CBMGU platform, the participants include the GENCOs, the providers or
manufacturers of the components, the power plant technician groups, the ISO, and the
maintenance implementers. When a new GENCO is founded or an existing GENCO goes
bankrupt, the ISO should verify the identity of the new GENCO for participation or elim-
inate the bankrupted GENCO from the list of participants in the T-CBMGU platform.
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In Figure 4.1, the participants extract the data from the built blocks. After complet-
ing their individual tasks (e.g., failure rate diagnosis/prognosis), they build new blocks
to store their obtained results. The steps for building a block are as follows:

Step I In one process, the participant authenticates and decrypts the block(s) that
store the data that are required by the participant (see Remark 2). Then, the participant
extracts the data and starts its tasks, e.g., diagnosis.

Step II The participant packages the data that it intends to store in the block, which
are usually the results of tasks obtained in Step I, via a hash function. Then, it builds a
block and encrypts the block.

Step III The built block is broadcast to all the participants.
Step IV All the participants validate the block by reaching consensus with, e.g., the

proof-of-work.
Step V The validated block is linked to the blockchain and stored distributively.

Remark 2 Encryption/decryption and authentication can be done by asymmetric cryp-
tography. In asymmetric cryptography, two kinds of keys, i.e., a public key and a private
key, are used for encryption/decryption and authentication. The public key is published to
all the participants, while the private key is kept only by the participant itself.

Regarding encryption/decryption, when e.g., the owner of a generation unit intends to
store the operational data of a component into a block, the owner encrypts the block using
the public key of the manufacturing expert group, and the manufacturing expert group
can decrypt the block using its private key to extract the operating data of the component.
By doing so, except for the owner of the generation unit and the manufacturing expert
group of the component, other participants cannot decrypt the block to extract the opera-
tional data of the component. Hence, data privacy is guaranteed.

To determine whether, e.g., the extracted data truly originate from the corresponding
generation unit, authentication can also be implemented by asymmetric cryptography.
The owner of the generation unit signs on the block with stored operational data by using
its private key. Then, the manufacturer expert group can authenticate the signature by
using the public key of the owner of the generation unit.

4.6. MAINTENANCE SCHEDULING PROBLEM AND BENDERS DE-
COMPOSITION WITH VALID INEQUALITIES

In T-CBMGU, two decision making problems are solved, i.e., maintenance scheduling
problem and bidding problem. The formulated maintenance scheduling problems in
this chapter are defined for generation units but not for the components of the dis-
tribution networks, as done in Chapter 2. Furthermore, the formulated maintenance
scheduling problems in this chapter are the same as the ones in Chapter 3. However,
the formulated bidding problems in this chapter differ from those in Chapter 3 since, in
the current chapter, the inter-ISO power exchange is not considered in the bidding prob-
lems.

This section focuses on the formulation and solution process of the maintenance
scheduling problem. The formulation of the bidding problem is discussed in [212]. Bid-
ding problems are mixed-integer-linear programming problems that can be solved effi-
ciently by commercial solvers, e.g., CPLEX.
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4.6.1. PROBLEM FORMULATION FOR MAINTENANCE SCHEDULING
The objective of maintenance scheduling is to minimize the overall costs and to maxi-
mize the overall benefits of the generation units. Consequently, the objective function
is:

min
δg ,k ,∆g ,k ,σg ,k ,ςg ,P G

g ,k

∑
g∈G

∑
k∈K

cm
g δg ,k /τg +

∑
g∈G

pg cp
g (1− ∑

k∈K

δg ,k /τg )+ ∑
g∈G

∑
k∈K

(
σg ,k cst

g ,k+

∆g ,k

(
cg

2,g (P G
g ,k )2 + cg

1,g P G
g ,k + cg

0,g − ceP G
g ,k

))
(4.1a)

where G is the set of generation units, K is the set of time slots in one prediction win-
dow, δg ,k equals 1 if the maintenance action on generation unit g is performed in time
slot k and equals 0 otherwise, cm

g is the maintenance cost for generation unit g , τg is the
maintenance duration for generation unit g , pg is the failure rate of generation unit g .
In this chapter, the health condition of the generation units is described by a failure rate.
In (4.1a), cp

g is the penalty fee of a failure on generation unit g ,σg ,k equals 1 if generation
unit g starts up in time slot k and equals 0 otherwise, ςg equals to 1 if generation unit g
is maintained, cst

g ,k is the start-up cost for generation unit g in time slot k, ∆g ,k equals 1

if generation unit g is connected to the grid in time slot k and equals 0 otherwise, cg
2,g ,

cg
1,g and cg

0,g are the coefficients of the power generation cost of generation unit g , ce is

the electricity price for generating power, and P G
g ,k is the power generated by generation

unit g in time slot k. The first two terms in (4.1a) express that if a maintenance action is
performed on one generation unit, the generation unit is recovered, and the failure rate
of the generation unit becomes zero. The terms in (4.1a) represent the overall mainte-
nance costs of the generation units, the penalty fees for failures, and the balance of the
start-up costs, generation costs, and generation benefits. The constraints are:

1−δg ,k ≥∆g ,k , ∀g ∈G , ∀k ∈K (4.1b)

∆g ,k P G−
g ≤ P G

g ,k ≤∆g ,k P G+
g , ∀g ∈G , ∀k ∈K (4.1c)

σg ,k ≥∆g ,k −∆g ,k−1, ∀g ∈G , ∀k ∈K (4.1d)∑
k∈K

δg ,k = ςgτg , ∀g ∈G (4.1e)∑
k∈K

|δg ,k −δg ,k−1| ≤ 2,∀g ∈G (4.1f)

P D
k = ∑

g∈G

∆g ,k P G
g ,k , ∀k ∈K (4.1g)

∑
g∈G

∆g ,k P G+
g ≥ P D

k + r+, ∀k ∈K (4.1h)

δg ,k ∈ {0,1},∆g ,k ∈ {0,1}, σg ,k ∈ {0,1},

ςg ∈ {0,1}, P G
g ,k ≥ 0, ∀g ∈G , ∀k ∈K

(4.1i)

where (4.1b) indicates that if generation unit g is in maintenance, it cannot be connected
to the grid. Constraint (4.1c) limits the power generated by the generation units, where
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Figure 4.3: Benders decomposition solving process

P G−
g and P G+

g are the upper and lower bounds of the power generated by generation unit
g . Constraint (4.1d) guarantees that when a previously disconnected generation unit
is connected to the grid again, then there is a start-up action. Constraint (4.1e) repre-
sents that in each generation unit g the sum of time slots used for maintenance equals
0 if the maintenance action will not be performed (binary variable ςg = 0); otherwise,
it equals the duration of the maintenance action of generation unit g (ςg = 1). Con-
straint (4.1f) represents that the maintenance actions should be performed consecu-
tively, where δg ,0 = 0. Constraint (4.1g) expresses the power balance of the power system,
where P D

k is the predicted load demand in time slot k. Constraint (4.1h) is the constraint
for the reserved energy, where r+ is the reserved energy level.

The maintenance scheduling problem (4.1) can be formulated into an MIQP prob-
lem by using the approach of [71]2. To solve the formulated MIQP problem efficiently, in
Section 4.6.3, two valid inequalities are proposed to accelerate the Benders decomposi-
tion solver.

4.6.2. SOLUTION PROCESS BASED ON BENDERS DECOMPOSITION

For a mixed-integer programming problem, Benders decomposition separates the inte-
ger variables and continuous variables and solve a master problem and a slave problem
separately. The solution process of Benders decomposition with the proposed valid in-
equalities is shown in Figure 4.3. If the slave problem is feasible, an upper bound for the
whole problem is obtained, and an extra constraint, called optimality cut is added to the
master problem. If the slave problem is infeasible, an extra constraint, called feasibility
cut is added to the master problem. Then, the master problem is solved to obtain the
values of the fixed variables for the next iteration, and a lower bound is obtained. The
termination condition involves the convergence of the upper and lower bounds. The
general form of problem (4.1) is expressed as:

2Regarding (4.1a), since ∆g ,k (P G
g ,k

)2 = (∆g ,k P G
g ,k

)2 =ψ2
g ,k , where ψg ,k is a continuous auxiliary variable, the

objective function is in quadratic form.
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Figure 4.4: Illustration of initialization mechanism

min
x∈(R+)nx ,y∈{0,1}ny

xTH x + f T
1 x + f T

2 y

s.t. Ax +B y ≤ b
(P)

In (P), since the continuous variable P G
g ,k and the continuous auxiliary variablesψg ,k

are non-negative, the continuous vector x = [P G
g ,k ,ψg ,k ]T

g∈G ,k∈K
is a vector of non-negative

real variables, where nx is the length of x. Besides, y = [δg ,k ,∆g ,k ,σg ,k ,ςg ]T
g∈G ,k∈K

is a

vector of binary variables, where ny is the length y . For a fixed y , we can define the slave
problem (SP):

min
x∈(R+)nx

xTH x + f T
1 x + f T

2 y

s.t. Ax ≤ b −B y
(SP)

where y is the fixed y that is determined by the initialization or the solution of the master
problem of the last iteration. Since (SP) is a quadratic programming problem, the solving
process can be driven by, e.g., interior-point-convex algorithm, so as to verify feasibility
judgment and to return the Lagrangian multipliers (if (SP) is feasible). If (SP) is feasible,
the obtained Lagrangian multiplier is defined as λm , where m is the current number of
obtained optimality cuts. If (SP) is infeasible, an extreme ray µn is generated via a Phase
I algorithm, e.g., the one in [70], where n is the current number of obtained feasibility
cuts. Then, the master problem (MP) is:

min
y∈{0,1}ny ,η

η

s.t. η≥λi (b −B y)+ f T
2 y, i ∈ {1...m},

0 ≥µ j (b −B y), j ∈ {1...n},

with(VI−1)and(VI−2)

(4.1)

where η is an intermediate continuous variable; (VI-1) and (VI-2) are the proposed valid
inequalities, which are linear constraints and which will be further explained in Section
4.6.3. Problem (MP) is a mixed-integer linear programming problem that can be solved
by, e.g., branch-and-bound algorithm.

4.6.3. FORMULATION OF VALID INEQUALITIES
1) VI-1: Since a receding horizon mechanism is adopted, the maintenance scheduling
results of the previous time step can be used to formulate (VI-1) for the problem of the
current time step. In Figure 4.4, the initialization mechanism for dynamic scheduling
problems with a receding horizon mechanism is illustrated. Figure 4.4 assumes that a
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prediction window includes N time slots, where N is an integer. At the current time step,
the maintenance decisions of the previous problem whose prediction window is from
t0 + 1 to t0 + N can be used as the initial solution from t1 to t1 + N − 1 of the current
problem whose prediction window is from t1 to t1 + N . Without loss of feasibility, no
maintenance actions are performed from t1 +N −1 to t1 +N to formulate the initial so-
lution.

However, this initial solution may not be feasible if the currently predicted loads from
t1 to t1 +N −1 differ from the previously predicted loads from t0 +1 to t0 +N . Thus, two
scenarios are discussed.

First, if the currently predictive loads for the scheduling problem from t1 to t1+N −1
are no larger than the previously predicted loads for the problem from t0 +1 to t0 +N ,
the integer variables of the maintenance plan (δ, ∆, and σ) can be initialized as before.
Then, the initial maintenance plan is substituted into (SP), and (SP) is solved to obtain
P G, and λ0.

Second, if some of the currently predicted loads are larger than the previously pre-
dicted loads, some of the scheduled maintenance actions of the problem of the last time
step cannot be performed to guarantee the reserved energy level (constraint (4.1h)). To
determine which maintenance actions cannot be performed, a greedy-based process is
proposed:

Step 1 Define P as the set of time slots in which the scheduled results of the previ-
ous time step do not satisfy the reserved energy level. Rank the time slot p ∈P from the
largest reserved energy gaps (i.e.,

∑
g∈G ∆g ,p P G+

g -P D
p +r+) to the smallest.

Step 2 Select the first element p ∈ P , i.e., the time slot p with the largest reserved
spinning energy gaps.

Step 3 Define Mp as the set of maintenance actions for p in the scheduled result of
the previous problem. Then rank the elements of Mp , according to pg cp

g − cm
g , where

g ∈Mp . Subsequently, keep removing the first entry in the ranked set Mp until (4.1h) is
satisfied for p. Then remove p from P .

Step 4 Repeat Step 2 and Step 3 until P =;.
Step 5 Obtain δ according to the remaining maintenance actions. Let ∆g ,k = 1−δg ,k .

Then, σg ,k =∆g ,k −∆g ,k−1. Afterwards, substitute the obtained δ, ∆, and σ into (SP), and
solve (SP) to obtain P G and λ0. End the process.

After obtaining P G and λ0 according to the applicable two scenarios, (VI-1) can be
expressed as:

η≥λ0(b −B y)+ f T
2 y (VI-1)

2) VI-2: The second valid inequality is formulated by considering the maintenance
cost and the benefits. The second valid inequality is only applicable if the currently pre-
dicted loads from t1 to t1 +N −1 are no larger than the previously predicted loads from
t0 +1 to t0 +N . If generation unit g ′ is maintained from time slots k ′ to k ′′, then δg ′,k = 1
and ∆g ′,k = 0, for k ∈ {k ′, ...,k ′′}. Therefore, the cost from k ′ to k ′′ includes only the main-
tenance cost cm

g . In comparison, if generation unit g is not maintained from k ′ to k ′′, the

cost from k ′ to k ′′ includes pg cp
g and the balance containing the start-up costs, the power

generation costs, and the benefits. The balance can always be smaller than 0 since if the
balance (costs minus benefits) is larger than 0, disconnecting generation unit g (i.e., set-
ting ∆g ′,k = 0) will cause the balance to equal 0. Thus, if the penalty fee is smaller than
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Figure 4.5: Comparison between T-CBMGU and state-of-the-art CBMGU platforms with fairness manipulation
or tampered data

the maintenance cost (i.e., pg cp
g < cm

g ), the generation unit must not be maintained:

δg ,k (pg cp
g − cm

g ) ≥ 0, ∀g ∈G , ∀k ∈K (VI-2)

4.7. CASE STUDY
In this case study, the IEEE-300 bus system with 69 generation units and 195 loads is
investigated [4]. The simulation of T-CBMGU is based on Go-Ethereum, which is imple-
mented on the GoLand platform. Two comparative studies are performed in this section.
The first comparison is between the proposed T-CBMGU and state-of-the-art CBMGU.
The second comparison is between the proposed Benders decomposition solver and the
other three solvers.

4.7.1. COMPARISON BETWEEN THE PROPOSED T-CBMGU AND STATE-OF-
THE-ART CBMGU

Since data banks of state-of-the-art CBMGU may not be truthful, the data tampering
and fairness manipulation may occur. To compare the proposed T-CBMGU platform
with the state-of-the-art CBMGU platform, data tampering and fairness manipulation
(i.e., bribes in this case study) are simulated in the bidding to change scheduled time
slots with 7 GENCOs. On the state-of-the-art CBMGU platform, three cases (A1, B1, C1)
with 1 to 3 bribes are simulated. In case A1, the briber with the highest bribe price fixes
its preferred time slots. In case B1, based on the fixed time slots of the first briber, the
briber with second-highest bribe price fixes its preferred time slots. Case C1 is similar,
but with 3 bribes. After each bribe occurs, the bidding problem is solved for feasibil-
ity checking (satisfaction of the reserved energy requirement). If feasible, then the next
briber fixes its preferred time slots. If not, the briber should select other time slots to fix.
Furthermore, three cases with 1 to 3 tampered bidding prices are simulated (A2, B2, C2).
The hacker tampers with 1 to 3 bidding prices of others whose bidding prices are larger
than those of his employer. The bidding problems (mixed-integer linear programming
problems) are solved by CPLEX to obtain globally optimal solutions.

In the simulation of T-CBMGU, Figure 4.5 compares the T-CBMGU and the state-of-
the-art CBMGU platforms, where fairness manipulation and tampering data may occur
when solving bidding problems. In Figure 4.5, comparative method 1 refers to simula-
tions with bribes and comparative method 2 refers to simulations with tampered data.
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Table 4.2: Number of conflicts between currently predicted and previously predicted loads

Case 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30
Number of

conflicts
12 21 27 14 19 21 15 8 25 10 21 15 7 12 8 15 21 10 21 20

From Figure 4.5, it is observed that as the numbers of bribes and tampered bidding prices
increase, social welfare (i.e., total amount of money bid by the GENCOs) decreases. In
cases A1, B1, and C1, social welfare decreases by 5%, 10.32%, and 32.69%, respectively,
compared to T-CBMGU. In cases A2, B2, and C2, social welfare decreases by 6.16%,
11.29%, and 15.87%, respectively. Thus, T-CBMGU can avoid fairness manipulation and
data tampering to obtain higher social welfare.

4.7.2. COMPARISON BETWEEN THE PROPOSED BENDERS DECOMPOSITION

AND OTHER SOLVERS

Regarding the maintenance scheduling problems the performance of the proposed Ben-
ders decomposition solver (BD+VIs) is evaluated by comparing it with three other global
optimization solvers for MIQP problems. The three compared solvers include a branch-
and-bound solver with filter sequential quadratic programming (BB+SQP) [69], a branch-
and-bound solver with BQPD (BB+BQPD) [68], and a custom Benders decomposition
solver [172]. Among them, BB+SQP and BB+BQPD are implemented by the Tomlab tool-
box in MATLAB, while BD and the proposed BD+VIs are implemented by self-written
coding scripts in MATLAB.

Moreover, to demonstrate the effectiveness of the proposed solver, 30 cases with var-
ious maintenance actions (maintenance costs and maintenance durations) and failure
rates are tested. In each case, the valid inequalities are obtained using the scheduling re-
sult of the last time step according to Section 4.6.3. The length of one prediction window,
one time step, and one time slot are 52, 13, and 1 week, respectively. To test the effective-
ness of the valid inequalities under various initialization cases, 30 cases are simulated
in total with different situations of conflicts between currently and previously predicted
loads. From Cases 1 to 10, the currently predicted loads are the same as the previously
predicted loads. In the next 10 cases, in some time slots, the currently predicted loads
are smaller than the previously predicted loads, and in the other time slots, the currently
predicted loads and the previously predicted loads are the same. Finally, in some of the
time slots in the last 10 cases, the currently predicted loads are larger than the previously
predicted loads, and in other time slots, the currently predicted loads and the previously
predicted loads are the same. As presented in Table 4.2, in Cases 11-20, the number of
conflicts represents the number of time slots in which the currently predicted loads are
smaller than the previously predicted loads. In Cases 21-30, the number of conflicts rep-
resents the number of time slots in which the currently predicted loads are larger than
the previously predicted loads.

In Figure 4.6(a), the objective function values of 30 cases of the maintenance schedul-
ing problem are shown, while Figure 4.6(b) presents the maintenance scheduling results
of 69 generation units in Case 1. In Figure 4.6(a), the horizontal axis and vertical axis
represent the objective function values in (4.1a) and cases respectively. In Figure 4.6(b),
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Figure 4.6: Simulation results for the network.

the maintenance scheduling results of 69 generation units in Case 1 are shown. It can be
observed that the maintenance actions are scattered over the whole prediction window,
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and not all the generation units required to be maintained.
Furthermore, since the solvers, i.e., BB+SQP, BB+BQPD, BD, and BD+VIs, can con-

verge to the globally optimal solution, this chapter compares the CPU times between
the solvers, as shown in Figure 4.7. The average CPU times for 30 cases for the BB+SQP,
BB+BQPD, BD, and BD+VIs solvers are 54.9 min, 33.9 min, 38.7 min, and 15.1 min, re-
spectively. Thus, the solving speed of BD is lower than those of BB+SQP and BB+BQPD,
while the solving speeds of BB+SQP and BB+BQPD are nearly the same. The BD+VIs
solver is the fastest among all the solvers that are compared in this chapter. More specif-
ically, BD+VIs reduces computation times by nearly 50% compared with BB+SQP and
BB+BQPD. Furthermore, the computing time of BD+VIs is 27.5% that of BD on average.
Thus, our proposed VIs can efficiently reduce the computation time, especially com-
pared with BD without adding the proposed valid inequalities.

Moreover, for BD+VIs, the average CPU times of the first, second, and third 10 sets
of cases are 11.6 min, 12.1 min, and 21.6 min, respectively. Regarding the first and sec-
ond sets of 10 cases, the CPU times are nearly the same, while for the third set of 10
cases, the CPU times increase. This phenomenon shows that the effectiveness of the
valid inequalities is determined by whether the currently predicted loads are larger than
the previously predicted loads, i.e., the effectiveness of the proposed valid inequalities
decreases when the “larger than” scenario occurs.

4.8. CONCLUSIONS AND FUTURE WORK

This chapter has proposed a truthful platform for the maintenance of generation units.
Compared with state-of-the-art maintenance platforms, the major advantage of the pro-
posed truthful maintenance platform is that it provides a truthful environment for data
storage, data sharing, and decision making. Furthermore, since the solving speeds of
maintenance scheduling problems (MIQP problems) are low, an accelerated Benders
decomposition algorithm is proposed by using two specially designed valid inequalities.
The simulation results shows that the proposed T-CBMGU platform can obtain more
social welfare by avoiding actions that compromise fairness, e.g., fairness manipulation
and data tampering, compared with state-of-the-art CBMGU. Furthermore, the results
demonstrate a faster solving speed of the proposed BD+VIs solver compared with three
other solvers on maintenance scheduling problems. Finally, the solving speed reduc-
tion, w.r.t., the other solvers, of the proposed BD+VIs solver is large for the cases that
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the currently predicted loads are no larger than the previously predicted loads, while the
solving speed reduction decreases when the currently predicted loads are larger than the
previously predicted loads. However, the BD+VIs is still the fastest solver among the four
compared in this chapter.

Future work will focus on exploring additional potentials of blockchains in the main-
tenance of infrastructure. Moreover, the concept of truthful maintenance will be ex-
panded further.



5
EV CHARGING STRATEGY FOR

PRE-DISASTER EVACUATION

5.1. INTRODUCTION
In recent years, the share of electrified means of transportation has risen [135], [146],
[216]. Specifically, higher demands for electric vehicles have increased the need for the
development of new smart infrastructure. In [33], it was reported that electric vehicles
are in motion approximately 4% of their life span. Thus, for approximately 96% of their
time, plug-in electric vehicles (PEVs)1 at charging stations can be used to participate
in control of the consumption and generation of energy. The charging of PEVs can be
scheduled to consume the redundant generated energy from renewable energy sources
(RESs) in distributed energy systems [6], [84], [95], [105], [223]. Thus, the PEVs in charg-
ing stations integrated with the energy system can play a significant role in the opti-
mal control of distribution networks via efficient charging control strategies [162], [185],
[208], [220], [236].

In [231], a strategy to reduce the number of overstay PEVs is proposed to increase the
utilization of charging stations. A strategic planning problem is solved, including an in-
terchange mechanism that allows the automatic release of fully charged PEVs to enable
uncharged PEVs to start their charging process earlier. A novel fuzzy-inference-based
response strategy for maximizing the benefits of the aggregators and the consumers was
presented in [86]. In [130], traffic flows that are simulated via a microscopic traffic flow
model are considered while determining the real-time EV charging strategy. In [128],
the PEV charging problem is formulated as a contained Markov decision process, and
then it is solved by a deep reinforcement learning method. In [215], a two-stage PEV
charging strategy to minimize charging cost is formulated as a generalized Nash game.
The solutions should satisfy both congestion and renewable energy utility constraints.

This chapter is based on [72].
The nomenclature of this chapter is at the end of this chapter.
1The term “PEV” in this chapter refers to purely electric vehicles rather the fuel-electric hybrid vehicles.
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In [87], [233], water-filling algorithms are adopted in PEV charging with limited charg-
ing powers of the charging stations. However, the charging problems in [87], [233] do
not consider the operational constraints of the distribution network, e.g., bus voltage
bounds and maximum transmission capacity of the lines. In general, the charging con-
trol strategies of PEVs in the literature are formulated as optimization problems that aim
at maximizing benefits while minimizing operational costs.

However, to the best of our knowledge, PEV charging control strategies under pre-
disaster situations (e.g., typhoons, snowstorms, heavy rain) have not yet been studied in
the literature. Since optional evacuation is usually suggested, this chapter does not focus
on the obligated evacuation scenario. Furthermore, this chapter focuses on the urgent
emergency pre-disaster situations for residential areas where the warnings of evacuation
are announced less than about two days before the landfall of the disasters. For example,
the warnings of Hurricane Ida in 2021, were announced by the State of Louisiana on 28th
August, while the landfall of the hurricane is on 29th August [121].

Actually, the pre-disaster load profile and the intended departure times of the PEVs
will drastically deviate from the daily profiles, as illustrated in Figure 5.1 (see the case
study in Section 5.6 for background and details). In Figure 5.1, a disaster is expected
to happen at 0 a.m., and the disaster warning is broadcast 24 hours before. Since this
chapter assumes a non-obligatory evacuation scenario (as for Hurricane Ivan in 2004),
some residents may evacuate in pre-disaster situations [224]. Once the residents have
evacuated, they do not create high load demand anymore (but may keep, e.g., fridges
and freezers). The load demands of the evacuated residents will reduce significantly
after the evacuation of those residents compared with the loads in the daily situation.
Thus, in general, in pre-disaster situations, the load will decrease because of the resi-
dents that have left the disaster-prone areas (see, e.g., the load profile in Figure 5.1). The
pre-disaster load profile will still experience fluctuations according to the daily profile
because not all residents may choose to leave before the disaster, and those residents
will still use their electrical appliances. In pre-disaster situations, the prediction of the
load demands using the load prediction methods for daily situations will make it hard to
capture the correct load demands. As mentioned in [34], an accurate estimate of the res-
idential load is vital for the charging strategy to avoid grid congestion and load shortage.
Thus, in this chapter, we propose a load prediction method for pre-disaster evacuation
situations based on human evacuation behavior. The proposed load prediction method
is then included in the PEV charging strategy for pre-disaster evacuation situations.

Regarding the times PEV owners intend to depart, an example is shown in Figure
5.1. When the occurrence time of the disaster approaches, the number of PEV own-
ers intending to depart decreases mainly because the remaining number of PEVs in the
disaster-prone area is decreasing. Moreover, in pre-disaster situations, compared to the
daily patterns, more PEVs owners may intend to depart for evacuation in an emergency
after the warning has been broadcast. The charging demands for the PEVs are thus more
concentrated in time in pre-disaster situations, resulting in a shortage of charging power
for some of the PEVs. This shortage will in general not happen in daily situations because
the charging demands are distributed more evenly over the day for daily situations. Then
the shortage of charging power results in unmet demands of PEVs whose departures are
thus delayed. In the literature, unmet demands of PEVs are mainly studied in the con-
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Figure 5.1: The evolution of the energy demand and the number of PEVs for daily situations and pre-disaster
situations

text of charging station placement and design [34], [59], [100], rather than in the context
of charging control strategies. Consequently, in the charging control strategy (for daily
situations), the unmet departure demands of PEVs are mainly not considered because
charging stations are designed to satisfy the departure demands for daily situations. In
pre-disaster situations, with potential charging power shortage, it is important to also
include fairness in the objective function. Here fairness means that the delays in charg-
ing will be equalized among all PEVs owners. Thus, in our proposed charging strategy,
we give a higher weight for charging for the PEVs whose charging processes have been
delayed a lot. Then, the number of PEV holders whose charging processes have been
heavily delayed can be reduced.

To reduce the bandwidth of the communication system, to improve the scalabil-
ity, and to increase the robustness of the controller, distributed control strategies for
charging stations in distribution networks are often adopted in the literature [175], [182],
[239], [241], [244]. Consequently, in some distribution networks with charging stations,
the installed hardware, e.g., communication systems, will be geared towards distributed
charging control strategies. In pre-disaster situations, the charging control strategy should
also be implemented on the same hardware system as daily situations. Thus, this chap-
ter focuses on the charging control strategy based on distributed charging control.

In [241], the charging strategy for the distributed model predictive control (DMPC)
problem is formulated as a game. The converged solution of the game is given by the
Nash equilibrium point. In [244], a distributed scheduling strategy for PEV charging
is proposed based on ϵ−Nash equilibrium and Lyapunov optimization. In [182], La-
grangian relaxation is applied to formulate the charging strategy planning problem in a
distributed manner. In [239], different charging modes, i.e., slow charging, fast charging,
and battery swapping are considered in PEV charging planning. A distributed neuro-
dynamic algorithm is proposed to solve the formulated planning problem. In [175], day-
ahead charging price is considered in distributed PEV charging planning. The problem
is formulated as a Stackelberg game, where the charging station is treated as the leader
and the owners of PEVs are treated as followers. In the chapters [175], [182], [239], [241],
[244], DMPC is adopted because it can avoid short-sighted solutions by using a predic-
tive model and a receding horizon mechanism.

Furthermore, as mentioned in [120], [124], [220], [225], [241], in real-time PEV charg-
ing strategy design, the computation time is vital. This chapter uses the insight that
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the widely used dual-ascent-based distributed computing structure in [153] is actually a
fixed-point iteration process, i.e., x(k+1) = d(x(k)), where the vector x(k) refers to the vec-
tor of multipliers and inter-connecting variables for iteration k and d(·) represents the
iteration operator for DA-DMPC. Then we propose to use the Aitken method, a fixed-
point acceleration method, to accelerate the convergence speed of the DMPC solving
process. Note that, leveraging the Aitken method to accelerate DA-DMPC has not yet
been proposed in the literature.

The contributions of this chapter are the following:

1 We propose a novel charging control strategy for pre-disaster evacuation situa-
tions. A load and charging demand prediction method for pre-disaster situations
is proposed. This load and charging demand prediction method considers the pre-
diction of human evacuation behavior. To the best of our knowledge, pre-disaster
human evacuation behavior has not yet been explicitly included in the PEV charg-
ing control strategies in the literature.

2 In pre-disaster situations, with potential charging power shortages, it is important
to also include fairness in the objective function. Here fairness means that the
delays in charging will be equalized among all PEVs owners. To ensure fairness,
we give a higher weight for charging for the PEVs whose charging processes have
been delayed significantly. Then, the number of PEV holders whose charging is
heavily delayed can be reduced.

3 We propose a novel Aitken-DMPC algorithm to solve the PEV charging optimal
control problem with faster convergence speeds than the widely used DA-DMPC
algorithm from the literature. Specifically, different from DA-DMPC, the updates
of the multipliers and interconnecting variables are implemented by the Aitken
iteration mechanism, rather the dual ascent iteration mechanism. To the best of
our knowledge, this combination of the Aitken iteration mechanism and DMPC
has not yet been proposed in the literature.

This chapter is organized as follows. Section 5.2 describes the methodology of the
proposed charging control strategy. Section 5.3 explains the behavior of the residents
in pre-disaster evacuation situations. Section 5.4 predicts the profiles (loads and gener-
ation powers) via human behavior analysis and autoregressive integrated moving aver-
age (ARIMA) model, and then formulates the scenario-based charging control problem
for the whole system. Section 5.5 formulates the problems that must be solved for each
subsystem in the DMPC setting and describes the process of the proposed Aitken-DMPC
algorithm. In Section 5.6, a case study based on the IEEE 13-bus distribution network is
presented. Finally, in Section 5.7, conclusions and further research are discussed.

5.2. PROBLEM STATEMENT AND DMPC APPROACH

5.2.1. CHARGING CONTROL STRATEGY FOR PEVS
In Figure 5.2, a distribution network is shown. For convenience, in this chapter, the
whole distribution network is called the micro-grid, and the part encompassing the yel-
low area is called the main grid (of the micro-grid). Besides, the outside power system
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Figure 5.2: IEEE 13-bus network integrated with four charging stations

connected to the PCC points of the micro-grid is called the macro-grid. In this chapter,
real-time MPC-based control is proposed to implement charging control of a micro-grid,
as shown in Figure 5.3. At each time step, e.g., 15 min, three actions are performed: col-
lecting the real-time data at the current time instant, predicting the profiles over a pre-
diction window (always including multiple time steps in one prediction window), and
solving the charging problem over a prediction window. Afterward, the plan of the first
time step is implemented and the MPC process starts all over again in the next time step
(receding horizon strategy).

For the real-time data collection part, the data for evacuation behavior prediction,
the data for the micro-grid, and the data for the weather are collected (see details in
Section 5.5.2 step 1)). These data can be used to predict the load profile for the following
time steps in one prediction window, the evacuation profile (e.g., the preferred departure
times for residents), and the RES profile (e.g., generation powers). Note that the evacua-
tion profile also influences the load profile since the loads of the evacuated residents are
largely reduced. In order to predict an accurate load profile in pre-disaster situations, as
proposed in this chapter, human behavior on evacuation is also included (see Section
5.3 for details).

For the planning part, the target for the charging control is to reduce the energy de-
livered from the outside grid to the micro-grid, to increase the energy transmitted to
the outside grid to earn benefits and to meet the departure demands of the PEV own-
ers. The PEV owners should already indicate their departure time when they plug their
EV into the charging station. This departure time demand includes two parts: the de-
parture times to evacuate for residents who choose to evacuate and the departure times
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for residents who choose to stay. In pre-disaster situations, the departure demands can-
not always be satisfied in the same way as in daily situations. For example, for upcoming
heavy disasters, residents may hurry to evacuate and set departure times earlier than the
daily departure time, and unmet departure demands may emerge because of a short-
age of charging power. To tackle the cases with the unmet departure demands fairly for
all of the PEVs, a weight value is introduced to penalize long delayed departure times
in the objective function. More specifically, when an unmet departure demand occurs
for a PEV, in the planning problem of the next time step, the weight of this PEV will be
increased, so that its priority to be charged increases if a shortage of charging power
occurs. Furthermore, in this chapter, we adopt a scenario-based approach. The uncer-
tainty of the evacuated residents, and the solar and wind generation powers are consid-
ered in composing the scenarios, and S is the combined set of scenarios.

5.2.2. MECHANISM OF DMPC
The MPC charging control strategy should be implemented in a distributed manner to
reduce the required bandwidth of the communication system, to improve the scalabil-
ity, and to increase the robustness of the controller (see also Section 5.1). In this DMPC
approach, a mechanism is implemented to coordinate the charging plans of different
charging stations. For example, considering Figure 5.2, the micro-grid can be divided
into 5 areas (the main grid and 4 charging stations). Then, each area will correspond
to a single agent that solves a local optimization problem for that area. Then, the pro-
posed Aitken-DMPC algorithm coordinates the interconnecting variables of the agents
to obtain the optimal solution for the whole micro-grid.

5.3. PRE-DISASTER EVACUATION BEHAVIOR
The state-of-the-art modelling method for resident evacuation behavior follows three
main steps [164], namely, the determination of whether or not to participate in the evac-
uation and the departure time for the evacuation, the destination choice, and the route
choice. Among these three steps, the destination choice and the route choice are mostly
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related to the traffic network rather than to the charging process. PEV owners can set
their required charging energy based on their destination and route choice. Thus, in this
chapter, we include the required charging energy given by the owners in our model, but
their destination and route choices are not included.

For the determination of whether to depart and when to depart, the residents make
decisions according to the following factors [13], [164]:

1) Socio-demographic characteristics, e.g., age, gender, and education level.

2) Spatio-temporal disaster characteristics, e.g., the intensity, location and speed of
the disaster (hurricane, mud-rock flow, flood).

3) Living characteristics, e.g., affordability of the living house and the amount of stored
food and necessaries.

4) Traffic conditions, e.g., traffic network congestion condition and travel distance
for evacuation.

5) Psycho-social characteristics, e.g., whether neighbours have been evacuated and
whether residents want to stay at their home to protect their property.

Then, the binary logit models for the residents determining to evacuate are given by
[179]:

pr
n,i ,t ,s =

1

1+e−βt Y T
n,i ,t ,s

, ∀n ∈Ni ,t ,s , ∀i ∈I , ∀t ∈T , ∀s ∈S (5.1)

where T = {t0, t0+1, ..., t0+TD} is the set of time steps in the prediction window (t0 is the
starting time step for MPC, TD is the length of prediction window for MPC). Parameter
vector Yn,i ,t ,s includes the four quantified factors mentioned above as parameters (socio-
demographic, spatio-temporal, living-traffic, and psycho-social factors) and βt is the
coefficients of the parameters. Furthermore, βt can be obtained by firstly collecting data
via, e.g., census, questionnaires, and then processing the collected data via, e.g., logistic
regression [195], probit regression [13].

Define N ′
i ,t ,s as the set of residents on bus i who evacuate at time step t for scenario

s. In this chapter, N ′
i ,t ,s is obtained by the Monte Carlo method. More specifically, for

scenario s, resident n on bus i , and time step t , a random number r MC
n,i ,t ,s sampled from

a uniform distribution U(0,1) is compared with pr
n,i ,t ,s . If r MC

n,i ,t ,s ≤ pr
n,i ,t ,s , resident n on

bus i will evacuate at time step t for scenario s and resident n on bus i will be included in
the set N ′

i ,t ,s ; otherwise, resident n on bus i will not evacuate at time step t for scenario
s and will be included in set Ni ,t+1,s .

5.4. CENTRALIZED PRE-DISASTER PEV CHARGING PROBLEM

5.4.1. PREDICTION OF THE PROFILES

As shown in Figure 5.3, before formulating and solving the PEV charging optimization
problem, the load profile, evacuation behavior profile, PEV profile, and RES profile should
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be predicted for a prediction horizon based on the real-time data collected from the cur-
rent time step. These profiles will be treated as the parameters in the optimization prob-
lem and are predicted before solving the optimization problem. Firstly, the load profile
can be presented as:

P L0
i ,t ,s =

∑
n∈Ni ,t ,s

P Lbase
n,i ,t ,s , ∀i ∈I , ∀t ∈T , ∀s ∈S (5.2)

Since ARIMA model is widely applied in the residential load prediction [37], the sce-
narios for the residential load P Lbase

n,i ,t ,s are generated by the ARIMA model. Then, the RES
profile can be expressed as:

P WT0
i ,t ,s = f WT(vw

i ,t ,s ), P PV0
i ,t ,s = f PV(I PV

i ,t ,s ), ∀i ∈I , ∀t ∈T , ∀s ∈S (5.3)

where f WT(·) and f PV(·) are the generation power prediction functions of wind farms and
photovoltaic farms as introduced in [71]. In particular, the generation power predictions
are obtained by the wind speed prediction results for wind farms and the solar radiations
prediction results for photovoltaic farms. Furthermore in (5.3), vw

i ,t ,s and I PV
i ,t ,s can be

predicted by the widely used ARIMA model [71].

5.4.2. PROBLEM FORMULATION

The objective function of the PEV charging problem for the whole micro-grid is:

J = min
Φ

ES

( ∑
t∈T

(c2P 2
1,2,t ,s + c1P1,2,t ,s )−γ ∑

m∈M

∑
t∈Tm

(ρm +1)
( wm,t

SB
m

−σm

))
(5.4a)

where ES represents the expected value over all the scenarios in S , Tm = {t d
m , t d

m +
1, ..., t0+TD} is the subset of time steps in the prediction window after the departure time
step of PEV m, P1,2,t ,s is the active power flow fed by the macro-grid at time step t for sce-
nario s, c2 and c1 are coefficients for the energy generation cost for thermal generators
in macro-grid as shown in [241]. By introducing ρm , the most delayed PEVs can be pri-
oritized for charging so as to ensure fairness. Moreover, σm is the state of charge (SOC)
level in percentage2 of fully charged that is set by the owner of PEV m. Then, the first
term in (5.4a) represents the trade-off between the micro-grid and the macro-grid, while
the second term weighted by γ represents the penalty of the unmet departure demands
of the PEV owners. Then, the constraints w.r.t. the micro-grid connection are expressed

2In this chapter, to assure fairness among diverse PEVs with different battery capacities, the percentage is
applied.
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as: ∑
j∈Ii

P j ,i ,t ,s +P WT
i ,t ,s +P PV

i ,t ,s = P L
i ,t ,s +P CH

i ,t (5.4b)∑
j∈Ii

Q j ,i ,t ,s −QL
i ,t ,s = 0 (5.4c)

Pi , j ,t ,s =−P j ,i ,t ,s , Qi , j ,t ,s =−Q j ,i ,t ,s (5.4d)

Vi ,t ,s −V j ,t ,s = (Pi , j ,t ,s Ri , j +Qi , j ,t ,s Xi , j )/V ref (5.4e)

0 ≤ P WT
i ,t ,s ≤ P WT0

i ,t ,s , 0 ≤ P PV
i ,t ,s ≤ P PV0

i ,t ,s (5.4f)

αP L0
i ,t ,s ≤ P L

i ,t ,s ≤ P L0
i ,t ,s , QL−

i ,t ,s ≤QL
i ,t ,s ≤QL+

i ,t ,s (5.4g)

(1−η)V ref ≤Vi ,t ,s ≤ (1+η)V ref (5.4h)

∀i ∈I , ∀ j ∈Ii , t ∈T , s ∈S

where (5.4b)3 and (5.4c) represent the power balance and the reactive power balance on
bus i at time step t for scenario s. Constraint (5.4d) expresses that the active (or reactive)
power flow from bus i to bus j is the reverse of that from bus j to bus i . Constraint (5.4e)
calculates the voltage drop between bus i and bus j at time step t for scenario s [18].
Constraints (5.4f)-(5.4g) reflect the maximum and minimum bounds on the active pow-
ers of wind farms, photovoltaic farms, and active/reactive power of loads. Constraint
(5.4h) describes the voltage bounds, where η is the tolerance level of the voltage devia-
tion (e.g., 0.05).

The PEV charging and charging station constraints can be expressed by:

wm,t+1 = wm,t +P c
m,t , ∀t ∈T ′, (5.4i)∑

m∈Mi

P c
m,t = P CH

i ,t , ∀i ∈I , t ∈T (5.4j)

P CH−
i ≤ P CH

i ,t ≤ P CH+
i , ∀i ∈I , t ∈T , (5.4k)

P c−
m ≤ P c

m,t ≤ P c+
m , m ∈Mi , t ∈T , (5.4l)

wm,t /SB
m ≤σm , m ∈Mi , i ∈I , t ∈T (5.4m)

where constraint (5.4i) derives the SOC status, where the initial SOC is collected from
the real-time data collection. Constraint (5.4j) describes the balance between the charg-
ing powers of the PEVs and the charging station power. Constraint (5.4k) represents the
bounds on the charging power of each charging station. Constraint (5.4l) reflects the
charging speed for PEVs in the charging station on bus i . Constraint (5.4m) expresses
the SOC bounds.

The vector of the variables considered in (5.4) is Φ=[P j ,i ,t ,s , P WT
i ,t ,s , P PV

i ,t ,s , P L
i ,t ,s , P CH

i ,t ,

Q j ,i ,t ,s , QL
i ,t ,s , Vi ,t ,s , wm,t , P c

m,t ]T
i∈I ,m∈Mi , j∈Ii ,t∈T , s∈S

. From (5.4), it can be observed that

the centralized pre-disaster PEV charging problem is a convex quadratic programming
problem. For such a problem, efficient algorithms are available, e.g., active-set algorithm
[217] or interior point method [85].

3In (5.4b), P CH
i ,t is the total charging power of charging station i , the decision variables are the charging powers

of PEVs in charging station i , and they cannot be stochastic. Thus their sum, i.e., P CH
i ,t , cannot be stochastic.
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5.5. DISTRIBUTED PRE-DISASTER PEV CHARGING PROBLEM AND

THE AITKEN-DMPC ALGORITHM

5.5.1. DMPC MECHANISM AND PROBLEM FORMULATION
As illustrated in Figure 5.2, the whole micro-grid is divided into several subsystems,
namely subsystems for the charging stations (in green) and one subsystem for the main
grid (in yellow). Each charging station subsystem agent determines the subsystem-wide
optimal charging plans and the main grid subsystem agent determines the optimal power
flow in the main grid in parallel. Then, the DMPC approach interconnects the optimal
plans for the subsystems to obtain the optimal plan for the whole micro-grid.

Next, the optimization problems solved by subsystem agents are formalized and it is
explained how the optimal plans for the subsystems are coordinated to obtain an opti-
mal charging plan for the whole micro-grid. Figure 5.4 shows the system topology after
the division into subsystems, and where all the charging stations are connected to the
main grid (marked as subsystem 1). In Figure 5.4, the interconnecting variable consid-
ered by the agent of subsystem 1 (main grid) is P̃i ,1 (active power from subsystem i to
subsystem 1), while the interconnecting variables considered by the agent of subsystem
i is P̃1,i (active power from subsystem 1 to subsystem i ). The aim of the coordination
approach of DMPC is to iteratively make the pairs of interconnecting variables, i.e., P̃i ,1

and −P̃1,i , converge to an optimal value iteration by iteration. In each iteration, the main
grid determines P̃i ,1 by receiving the value of P̃1,i from the charging station i via com-
munication. Then, it transmits the interconnecting variables that have been determined
to the charging station i for use in the next iteration. Next, the charging station i agent
determines P̃1,i based on the value of P̃i ,1 received from the main grid agent via com-
munication. Then, it transmits the interconnecting variables that were determined to
the main grid agent for use in the next iteration4.

Since the convergence speed of the ordinary Lagrangian decomposition algorithms
is slow [126], the augmented-Lagrangian DMPC is applied in this chapter. To further ac-
celerate the convergence speed of the iteration process of augmented-Lagrangian DMPC,
the Aitken-DMPC is proposed. Below, the subsystem problems to be considered in iter-
ation k for the main grid and the charging stations are formulated. Then the iteration
process will be explained in Section 5.5.2.

CHARGING STATION PROBLEM

For the charging station on bus i (also marked along with subsystem i ), the objective
function that the agent will consider for iteration k is:

min
Ω(k)

1,i

J (k)
local,i +

∑
t∈T

J (k)
inter,i ,t ,

with J (k)
local,i =−γ · ∑

m∈Mi

∑
t∈Tm

ρm(w (k)
m,t /SB

m −σm),

J (k)
inter,i ,t = λ̃(k)

1,i ,t · P̃ (k)
1,i ,t +

γc

2

(
− P̃ (k−1)

i ,1,t − P̃ (k)
1,i ,t

)2 + γb −γc

2

(
P̃ (k)

1,i ,t − P̃ (k−1)
1,i ,t

)2

(5.5a)

4Recall that agent 1 (i.e., the main grid agent) can communicate with all charging station agents, but that the
charging station agents cannot communicate with each other, because there are no connections between the
charging stations (see also Figure 5.2).
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Figure 5.4: Illustration of subsystems and interconnecting variables

where the vector of variables for iteration k considered isΩ(k)
1,i =[P̃ (k)

1,i ,t , w (k)
m,t , P c,(k)

m,t ]T
m∈Mi , t∈T

.

To represent the communication between the subsystems, J (k)
inter,i ,t is the augmented-

Lagrangian term with quadratic terms for subsystem i at time step t for iteration k,
where λ̃(k)

1,i ,t is the Lagrangian multiplier for the interconnecting constraints, P̃ (k−1)
i ,1,t and

P̃ (k−1)
1,i ,t are obtained from the previous iteration, and γb and γc are coefficients. Then, the

constraints of the charging station on bus i are:∑
m∈Mi

P c,(k)
m,t = P̃ (k)

1,i ,t , P CH−
i ≤ P̃ (k)

1,i ,t ≤ P CH+
i , ∀i ∈I , t ∈T , (5.5b)

with (5.5c)− (5.5e)

where (5.5c)-(5.5e) are similar as (5.4i), (5.4l), and (5.4m). The charging station problems
are convex quadratic programming problems.

MAIN GRID PROBLEM

The objective function of the main grid problem (subsystem 1) for iteration k also in-
cludes the local terms and the interconnecting terms, which can be represented as:

min
Θ(k)

J (k)
local,1 +

∑
i∈I ′

∑
t∈T

J (k)
inter,1,i ,t ,

with J (k)
local,1 = ES

( ∑
t∈T

ct P1,2,t ,s

)
,

J (k)
inter,1,i ,t = λ̃(k)

i ,1,t · P̃ (k)
i ,1,t +

γc

2
(−P̃ (k−1)

1,i ,t − P̃ (k)
i ,1,t )2 + γb −γc

2
(P̃ (k)

i ,1,t − P̃ (k−1)
i ,1,t )2

(5.6a)

where the vector of variables of the optimization problem is Θ(k)=[P̃ (k)
i ,1,t ,P (k)

j ,i ,t ,s , P WT,(k)
i ,t ,s ,

P PV,(k)
i ,t ,s , P L,(k)

i ,t ,s , Q(k)
j ,i ,t ,s , QL,(k)

i ,t ,s , V (k)
i ,t ,s ]T

i∈I , j∈Ii ,t∈T , s∈S
. The constraints of the problem that

will be solved by the main grid agent are:∑
j∈Ii

P (k)
j ,i ,t ,s +P WT,(k)

i ,t ,s +P PV,(k)
i ,t ,s = P L,(k)

i ,t ,s − P̃ (k)
in,i 1,t , ∀i ∈I , ∀ j ∈Ii , t ∈T , s ∈S (5.6b)

with (5.6c)− (5.6h)

where (5.6c)-(5.6h) are similar as (5.4c)-(5.4h). The main grid problem is a convex quadratic
programming problem.
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5.5.2. AITKEN-DMPC ALGORITHM
The process for the main grid agent and the charging station agents to solve their opti-
mization problem at time step t0 for one prediction window is designed as follows:

Step 1): At time step t0, each agent collects the real-time data of its own main grid
or charging station. For the charging station on bus i , the real-time data includes the
set Mi of PEVs at the charging station on bus i , the set departure time t d

m , the num-
ber of delayed time steps ρm , and the SOC level wm,t0 for each PEV m ∈ Mi . For the
main grid, the real-time data includes the evacuation decision-making factors (i.e. socio-
demographic characteristics, spatio-temporal disaster characteristics, living character-
istics, traffic conditions, and psycho-social characteristics), the wind speeds and the so-
lar radiation, the set Ni ,t0,s of residents remaining in the micro-grid for all s ∈ S , and
the present load P L0

i ,t0,s for all s ∈ S . Then, the agents of the main grid and the charging
stations predict the profiles via (5.1)-(5.3).

Step 2): Set the iteration counter k to 1. Initialize the Lagrangian multipliers (λ̃(0)
i ,1,t

and λ̃(0)
1,i ,t ), P̃ (0)

i ,1,t and P̃ (0)
1,i ,t as random non-zero values.

Step 3): After receiving λ̃(k)
1,i ,t , λ̃(k)

i ,1,t , P̃ (k)
i ,1,t , and P̃ (k)

1,i ,t from the initialization or the pre-
vious iteration, the first step in the Aitken algorithm is implemented as:

λ̂(k+1)
1,i ,t = λ̃(k)

1,i ,t +γc(P̂ (k+1)
1,i ,t + P̂ (k+1)

i ,1,t )

λ̂(k+1)
i ,1,t = λ̃(k)

i ,1,t +γc(P̂ (k+1)
i ,1,t + P̂ (k+1)

1,i ,t )
(5.7a)

where P̂ (k+1)
1,i ,t and P̂ (k+1)

i ,1,t are obtained by solving problems (5.5) and (5.6) using λ̃(k)
1,i ,t ,

λ̃(k)
i ,1,t , P̃ (k)

i ,1,t , and P̃ (k)
1,i ,t .

Step 4): After receiving λ̂(k+1)
1,i ,t , λ̂(k+1)

i ,1,t , P̂ (k+1)
1,i ,t , and P̂ (k+1)

i ,1,t from the first step in Aitken
acceleration, the second step in Aitken acceleration is implemented as:

λ
(k+1)
1,i ,t = λ̂(k+1)

1,i ,t +γc(P
(k+1)
1,i ,t +P

(k+1)
i ,1,t )

λ
(k+1)
i ,1,t = λ̂(k+1)

i ,1,t +γc(P
(k+1)
i ,1,t +P

(k+1)
1,i ,t )

(5.7b)

where P
(k+1)
1,i ,t and P

(k+1)
i ,1,t are obtained by solving problems (5.5) and (5.6) using λ̂(k+1)

1,i ,t ,

λ̂(k+1)
i ,1,t , P̂ (k+1)

1,i ,t , P̂ (k+1)
i ,1,t .

Step 5): Then, the Lagrangian multipliers and the interconnecting variables are up-
dated for the next iteration:

λ̃(k+1)
1,i ,t =λ(k+1)

1,i ,t −
(λ

(k+1)
1,i ,t − λ̂(k+1)

1,i ,t )2

λ
(k+1)
1,i ,t −2 · λ̂(k+1)

1,i ,t + λ̃(k)
1,i ,t

, λ̃(k+1)
i ,1,t =λ(k+1)

i ,1,t −
(λ

(k+1)
i ,1,t − λ̂(k+1)

i ,1,t )2

λ
(k+1)
i ,1,t −2 · λ̂(k+1)

i ,1,t + λ̃(k)
i ,1,t

P̃ (k+1)
1,i ,t = P

(k+1)
1,i ,t −

(P
(k+1)
1,i ,t − P̂ (k+1)

1,i ,t )2

P
(k+1)
1,i ,t −2 · P̂ (k+1)

1,i ,t + P̃ (k)
1,i ,t

, P̃ (k+1)
i ,1,t = P

(k+1)
i ,1,t −

(P
(k+1)
i ,1,t − P̂ (k+1)

i ,1,t )2

P
(k+1)
i ,1,t −2 · P̂ (k+1)

i ,1,t + P̃ (k)
i ,1,t
(5.7c)

Step 6): Let k ← k +1 and repeat Steps 3) to 5) until one of the following termination
conditions is met:

max
{
| λ̃(k+1)

1,i ,t − λ̃(k)
1,i ,t |i∈I ′, t∈T , | λ̃(k+1)

i ,1,t − λ̃(k)
i ,1,t |i∈I ′, t∈T

}
≤ ϵ (5.8)
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where ϵ is a small positive value.

Remark 3 In (5.7c), when the Lagrangian multipliers and the interconnecting variables
converge to the optimal solution, the denominators may approximate to zero. If the value
of the denominator in (5.7c) is small, we get very large multipliers, which causes numer-
ical issues. These numerical issues may disrupt the iteration processes. Since the bounds
on multipliers can ruin the convergence according to the simulation results, in the revised
version of our chapter, we propose a method to avoid the emergence of very large values
without using bounds on multipliers.

If the absolute value of the denominator in (5.7c), i.e., |λ(k+1)
1,i ,t − 2 · λ̂(k+1)

1,i ,t + λ̃(k)
1,i ,t | , is

smaller than a threshold value, the Lagrangian multiplier or the interconnecting variable
at the left-hand-side of this equation is set equal to the value of the last iteration. For ex-

ample, if |λ(k+1)
1,i ,t −2 ·λ̂(k+1)

1,i ,t +λ̃(k)
1,i ,t | ≤ϕ, then λ̃(k+1)

1,i ,t takes the value of the last iteration, i.e.,

λ̃(k)
1,i ,t .

5.6. CASE STUDY

5.6.1. SETTINGS AND PARAMETERS

The case study involves the modified IEEE-13 bus micro-grid in Figure 5.2. Different
from the IEEE-13 bus network used in [180], four charging stations, two photovoltaic
farms and a small-scale wind farm are added to create a micro-grid integrated with het-
erogeneous renewable energy sources. The rated powers of photovoltaic farm 1, pho-
tovoltaic farm 2 and the wind farm are 200 kW, 250 kW, and 200 kW respectively. Fur-
thermore, there are 693 households in total (marked in Figure 5.2) and each household
consumes 5 kW on average. The vehicle occupation rate is 84.2% and the electrical ve-
hicle rate among the vehicles is 30% (i.e., 175 PEVs in this case study). There are three
types of PEVs, marked as PEV1, PEV2, and PEV3, whose battery capacities are 8 kWh,
18 kWh, 48 kWh, with maximum charging powers of 1.6 kW, 3.6 kW, and 9.6 kW, corre-
sponding to 20%, 60%, and 20% of the total number of PEVs respectively. The maximum
charging SOC is 90% while the minimum charging SOC is 20%. The number of charg-
ing piles and the maximum charging powers for charging stations are 20/52/73/30 and
35/60/80/25 kW respectively, which are sufficient for meeting the daily departure de-
mands.

The tested disaster is the Ivan hurricane that occurred in Alabama, the USA in Septem-
ber 2004. Ivan made landfall in Alabama at 2 a.m. on September 16, 2004, and the warn-
ing was broadcast 30 h before the landfall (i.e. 9 p.m. on September 14, 2004). The data
for evacuation decision-making factors are collected from [179] and are used in (5.1).
The data collected from [179] are the real data during the Ivan hurricane in September
2004. The time step for the charging control procedure is 15 min and one prediction win-
dow is 12 hours.

Furthermore, the proposed Aitken-DMPC algorithm is compared with the DA-DMPC
algorithm on the convergence speed. Note that, as mentioned in Section 5.5.1, the charg-
ing planning problems are convex quadratic programming problem. According to the
simulation results, both the Aitken-DMPC and the DA-DMPC algorithms always con-
verge to the optimal solution. Thus, the optimality of Aitken-DMPC versus DA-DMPC
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Figure 5.5: Charging power results for four charging stations (Bars with different colors represent different
PEVs.)

is not compared and shown further here. The process of the DA-DMPC algorithm will
only implement Step 3), instead of Steps 3) to 5) as in the process of the Aikten-DMPC
algorithm, and it takes λ̂(k+1)

1,i ,t , λ̂(k+1)
i ,1,t , P̃ (k)

i ,1,t , and P̃ (k)
1,i ,t as the inputs of the next iteration

until the termination condition (5.8) is satisfied5. All of the simulations are performed on
the MATLAB 2020a platform with a Core i5-8250U CPU @1.60 GHz and 8 GB RAM. The
quadratic programming problems are solved by the “interior-point-convex” algorithm
implemented by the “quadprog” function in Matlab. The values of the coefficients are
γ= 10000, α= 0.8, η= 0.05, σm = 0.9, γb = 5, γc = 2, ϕ= 100, ϵ1 = 0.1, and ϵ2 = 10−6.

5.6.2. PREDICTION AND CHARGING RESULTS

The results of the charging powers at the four charging stations obtained with the pro-
posed Aitken-DMPC algorithm are shown in Figure 5.5. In Figure 5.5, the horizontal axis
represents the number of time steps (15 min) after the broadcast disaster warning. Bars
with different colors in Figure 5.5 represent different PEVs. From Figure 5.5, it can be

5The detailed process of the DA-DMPC algorithm can also be found in [182] and [154].
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Figure 5.6: Load profile and the number of set departure times

0 5 10 15 20 25 30
PEVs departure demands

0

10

20

30

40

50

60

70

Ti
m

e 
st

ep

Actual departure time
Set departure time

Figure 5.7: Departure demands of PEVs

observed that most charging actions of the PEVs occur during the night hours (8 p.m.-8
a.m.), while a small number of charging actions occur during the daytime. That is mainly
because, during the daytime, some residents leave their residential areas to go to work
using their EVs. In addition, our charging control strategy is for charging stations in res-
idential areas. Thus, there will be lower charging demands in residential areas during
the daytime, and consequently, the charging power levels will be lower. During the night
time, i.e., time steps 112-118, after the residents have arrived home, the charging powers
of the residential areas will increase. Thus, the charging powers during the night time
are higher than those in the daytime. Furthermore, it can also be observed that there
are more charging actions for the first night from time step 1 to time step 48 (9 p.m. on
September 14 to 8 a.m. on September 15) than those for the second night from time
steps 96 to time step 120 (9 p.m. on September 15 to 2 a.m. on September 16), resulting
from the PEV owners leaving for evacuation. Furthermore, in time steps 10 to 52, the
charging powers of four charging stations reach their charging capacities. This shows
that the charging demands in this period are no less than the charging capacities of the
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Figure 5.8: CPU times of the Aitken-DMPC algorithm and the DA-DMPC algorithm

charging stations. However, in other time steps, the charging capacities of the charging
stations can cover the charging demands.

In Figure 5.6(a), the load profile for the whole pre-disaster process from the broadcast
warning on is shown (30 hours). It can be observed that the pre-disaster load profile is
distinguished from the daily profile especially when more households evacuate from the
micro-grid. In this case, when Ivan landfall occurs, the number of the remaining house-
holds is approximately 40% of the number of households in the daily case. Furthermore,
the gaps between the load profiles of the daily and pre-disaster situations enlarge over
time. These two observations show that considering the human behavior in the load
prediction for pre-disaster evacuation situations is necessary. Figure 5.6(b) shows the
numbers of PEVs intending to depart in the pre-disaster period. From Figure 5.6(b), it
can be observed that in pre-disaster cases, the PEV owners will set different departure
times than in their daily cases. A small group of PEV owners intend to depart for evacu-
ation during the early mid-night as observed by the first peak in Figure 5.6(b). This first
peak results from the fact that at least 5 hours is required for the PEVs to be fully charged.
Furthermore, a few of the PEV owners intend to depart for evacuation in the late-mid-
night, and then another group of PEV owners intend to depart early in the morning both
for evacuation and daily activities. Although in the daily case, the departure demands
can be satisfied, in pre-disaster cases, the unmet departure demands emerge as a result
of that difference.

Moreover, Figure 5.7 shows the unmet departure demands of the PEVs that cannot
depart at their set departure time for the proposed Aitken-DMPC algorithm. From Figure
5.7, it can be observed that, due to the different departure demands for the evacuation
situations with the daily situations, the unmet departure demands emerge even though
the power settings of the charging stations are sufficient for the daily situations. In Figure
5.7, there is a total of 32 PEVs delayed for departure (departures for both evacuation and
daily use), and the more urgently the PEV’s departure is (e.g., for PEVs 10 and 13), the
earlier they get charged. Furthermore, no PEV is critically delayed. Thus, the proposed
charging strategy for pre-disaster evacuation situations is fair for PEV owners.

5.6.3. COMPARISON OF THE ALGORITHMS

Since both the Aitken-DMPC and the DA-DMPC algorithms can converge to the optimal
solution, in this subsection, we only compare the convergence speed between Aitken-
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DMPC and DA-DMPC. Simulating 30 h represents 120 time steps in total. For all the 120
simulations, the comparisons of the CPU times between the Aitken-DMPC algorithm
and the DA-DMPC algorithm are shown in Figure 5.8. Note that, since the charging prob-
lems of time steps 57-84 involve several PEVs, the planning problems at these time steps
are solved faster than at other time steps. Furthermore, the optimal solutions of the
subsystem problems are determined by the interior-point-convex method via MATLAB
(with default settings of the function “quadprog”).

From Figure 5.8, it can be observed that in all the simulations, the Aitken-DMPC
algorithm is faster than the DA-DMPC algorithm. The average CPU time gap in percent-
age between the Aitken-DMPC algorithm and the DA-DMPC algorithm is -63.89% in 120
simulations. Note that the CPU time gap in percentage of one simulation is obtained
as the CPU time of Aitken-DMPC minus the CPU time of DA-DMPC and divided by the
CPU time of DA-DMPC. Thus, the proposed Aitken-DMPC algorithm is more efficient
for solving the charging problems than the DA-DMPC algorithm.

5.6.4. LARGE-SCALE CASES FOR ALGORITHM COMPARISON

Apart from the small-scale cases, the larger-scale cases are also tested to further study
the performance of our proposed Aitken-DMPC. In the larger-scale cases, we still use
the network in Figure 5.2, but the total PEV numbers are increased from 400 to 1000.
These PEVs in the larger-scale cases are averagely distributed to the four charging sta-
tions. More specifically, the numbers of PEVs in charging stations are 100 to 250 for
large-scale cases with 400 to 1000 PEVs in total. The values of the parameters SB, P CH+,
and t d in the larger-scale cases are equal to their values of the small-scale cases multi-
plying a number selected randomly from uniform random distributions ranged 0 to 2.
Both Aitken-DMPC and DA-DMPC converge to the optimal solution for all cases. The
simulation results of the CPU times for larger-scale cases are shown in Figure 5.9.

In Figure 5.9, the CPU time reduction ratios for Aitken-DMPC are 27.29%, 25.86%,
25.67%, 24.73%, 21.86%, 25.97%, and 24.66% respectively for cases with 400 to 1000 PEVs.
So in these larger-scale cases, Aitken-DMPC still converges faster to the optimal solution
than DA-DMPC. Furthermore, it can be observed that the gaps between the CPU times
of Aitken-DMPC and DA-DMPC majorly increase with the total number of PEVs. This
observation indicates that, in this case study, the CPU time reductions of the proposed
Aitken-DMPC algorithm is more significant for optimization problems with larger scales.
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5.7. CONCLUSIONS AND FUTURE WORK
This chapter has proposed a PEV charging strategy for pre-disaster evacuation situations
and a novel acceleration Aitken-DMPC algorithm to solve the formulated charging prob-
lems. The proposed PEV charging control strategy can handle charging planning for pre-
disaster evacuation situations by accounting for human evacuation behavior, and it can
handle the unmet departure demands of the PEVs fairly by adding a penalty mechanism
in the formulated charging planning problem. For the proposed Aitken-DMPC algo-
rithm, according to the simulation results, the CPU times of the proposed Aitken-DMPC
algorithm are shorter than those of the widely used DA-DMPC algorithm. Furthermore,
the average CPU time reduction ratio for Aitken-DMPC with respect to DA-DMPC is -
63.89%.

Future work will involve modeling the behavior of residents who decide not to evac-
uate, e.g., what activities they may do and when, and what the resulting load profiles will
be. Then, the places the evacuated residents would go to, and the charging for the evac-
uating EVs from other areas will also be considered in the PEV charging problem. The
load profile will be generated via the combined method of the simulation-based and
learning-based methods. Furthermore, the current approach will be extended to also
include charging control at workplaces for pre-disaster situations. In addition, the theo-
retical investigation of the convergence properties of Aitken-DMPC will be explored.

5.A. APPENDIX I: CONVERGENCE OF THE PROPOSED AITKEN-
DMPC

In the current literature, the theoretical proof of the convergence of the DA-DMPC algo-
rithm (for a system with more than two sub-systems) to the global optimal solution is still
an open problem [44], [118], [154]. Since a residential distributed network mostly has
more than one charging station, the PEV charging strategy involves more than two sub-
systems (one distributed network and at least one charging station). Thus, at present,
there are no theoretical guarantees for the convergence of DA-DMPC for general charg-
ing control problems whose parameters can be selected as arbitrary real values. In case
our proposed Aitken-DMPC is based on DA-DMPC, the theoretical guarantees for the
convergence of Aitken-DMPC for general charging control problems whose parameters
can be selected as arbitrary real values. In literature, one then may resort to numerical
experiments to give an impression of convergence properties for the DMPC algorithms
for a system with more than two sub-systems. In this context, from the simulations re-
sults of hundreds of runs for both the small-scale cases (Section 5.6.2 and Section 5.6.3)
and the larger-scale cases (Section 5.6.4), we saw that both DA-DMPC and Aitken-DMPC
always converged to the global optimal solutions.

5.B. APPENDIX II: CONVERGENCE AND γb AND γc
To check whether γb ≥ 2γc is also a proper setting in the case of this chapter, we have
tested several combinations of γb and γc on the charging problem at time step 1. The
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Figure 5.11: Lagrangian multiplier of subsystem 4 at time step 14 with γb = 5 and γc = 5

results are shown in Figure 5.10.
In Figure 5.10, “(x,y)” represents γb = x and γc = y . Five different combinations of γb

and γc are tested. It can be observed from Figure 5.10 that when the ratio between γb

and γc increases, the curves converge to the global optimal value with less fluctuations.
In the case that γb = 5 and γc = 20, the curve does not converge to the global optimal
value. Furthermore, the curve of the case γb = 5 and γc = 10 also has large fluctuations
and the objective function value does not converge to the optimal solution. Regarding
the situation with γb = 5 and γc = 5, although the objective function value converges to
the optimal solution, the Lagrangian multipliers do not. The Lagrangian multiplier of
subsystem 4 at time step 14 with γb = 5 and γc = 5 is shown in Figure 5.11. In Figure 5.11,
the Lagrangian multiplier does converge in 50 iterations, although the objective function
value converges. Thus, in our case, we still adopt the empirical guideline to select γb and
γc such that γb ≥ 2γc , e.g., γb = 5 and γc = 2.
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5.C. APPENDIX III: CONSIDERATION OF HOUSEHOLD BATTER-
IES

In some situations, the residents who do not intend to evacuate may choose to charge
their household batteries. Thus, the total charging demand of the household battery and
the PEVs thus may increase. Consequently, the shortage of charging power will increase.
Thus, considering the charging power of the household battery will further stress the
need for an accurate charging demand prediction as proposed in this chapter. It is easy
to include this effect by modifying the constraints and the objective function of the main
grid. The objective function can be changed into:

J = min
Φ

ES

( ∑
t∈T

(c2P 2
1,2,t ,s + c1P1,2,t ,s )−γ ∑

m∈M

∑
t∈T r

m

(ρm +1)
( wm,t

SB
m

−σm

)
+

γ′
∑

i∈I

∑
h∈H i

(wH
i ,h,t0+TD

−wH0
i ,h )

) (5.9a)

where H i is the set of household batteries on bus i , wH
i ,h,t0+TD

is the state of charge of

battery h on bus i at time step t0 +TD (the last time step of the prediction horizon), wH0
i ,h

is the state of charge when household battery h on bus i is fully charged. Furthermore,
two new constraints should be added:

wH
i ,h,t−1 +P H

i ,h,t = wH
i ,h,t , ∀i ∈I , h ∈H i , t ∈T (5.9n)∑

h∈H i

P H
i ,h,t +P L

i ,t ,s = P TL
i ,t ,s , i ∈I , t ∈T , s ∈S (5.9o)

where wH
i ,h,0 is the initial state of charge of the battery h on bus i , P H

i ,h,t is the charging

power of battery h on bus i at time step t , P TL
i ,t ,s is the total load power (including the

household use and the household battery charging) of bus i at time step t for scenario s.
Then constraint (5.9b) should also be modified:∑

j∈Zi

P j ,i ,t ,s +P WT
i ,t ,s +P PV

i ,t ,s = P TL
i ,t ,s +P CH

i ,t , ∀i ∈I , h ∈H i , t ∈T , s ∈S (5.9b)

Finally, (5.9a) to (5.9o) constitute the new problem considering the effect of charging
household batteries, where (5.9c) to (5.9m) are the same with (5.4c) to (5.4m). This newly
formulated problem is still a quadratic programming problem.
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NOMENCLATURE
i Bus index

j Neighbor bus index

m PEV index

n Resident index

s Scenario index

t Time step index

I Set of buses

M Set of residents

Mi Set of residents on bus i

Ni ,t ,s Set of residents on bus i at time step t for scenario s

S Set of scenarios

T Set of time steps

Tm Subset of time steps in the prediction window after the set departure
time step of PEV m

Ii Set of neighbor buses of bus i

Φ Set of variables

c2,c1 Energy generation cost coefficients for thermal generators

I PV
i ,t ,s Solar radiation of the photovoltaic farm on bus i at time step t for

scenario s

pr
n,i ,t ,s Probability resident n on bus i will evacuate at time step t for scenario

s

P c−
m , P c+

m Minimum and maximum charging powers of PEV m

P CH−
i , P CH+

i Minimum and maximum charging powers of the charging station on
bus i

P L0
i ,t ,s Total rated load on bus i at time step t for scenario s

P Lbase
n,i ,t ,s Load of resident n on bus i at time step t for scenario s

P WT0
i ,t ,s Maximum generation powers of the wind farm on bus i at time step t

for scenario s
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P PV0
i ,t ,s Maximum generation powers of the photovoltaic farm on bus i at

time step t for scenario s

QL−
i ,t ,s , QL+

i ,t ,s Minimum and maximum reactive powers for loads on bus i at time
step t for scenario s

Ri , j Resistant of transmission line between bus i and j

SB
m Maximum capacity of the battery in PEV m

t0 Starting time step of the prediction window

t d
m Departure time of PEV m set by its owner

TD Number of time steps in one prediction window

vw
i ,t ,s Wind speed of the wind farm on bus i at time step t for scenario s

V ref Reference voltage

Xi , j Reactance of transmission line between bus i and j

Yn,i ,t ,s Parameter vector for resident n on bus i at time step t for scenario s

α Demand response tolerance level

βt Parameter vector of coefficients at time step t

η Tolerance level of voltage deviation

γ Weight of penalty of the unmet departure demands

ρm Number of delayed time steps for PEV m caused by unmet departure
demands

σm State of charge level in percentage of fully charged that is set by the
owner of PEV m

J Objective function value

Pi , j ,t ,s Active power flow from bus i to bus j at time step t for scenario s

P c
m,t Charging power of PEV m at time step t

P CH
i ,t Active power of the charging station on bus i at time step t

P L
i ,t ,s Active power of the load on bus i at time step t for scenario s

P PV
i ,t ,s Active power of the photovoltaic farm on bus i at time step t for sce-

nario s

P WT
i ,t ,s Active power of the wind farm on bus i at time step t for scenario s
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Qi , j ,t ,s Reactive power flow from bus i to bus j at time step t for scenario s

QL
i ,t ,s Reactive power of the load on bus i at time step t for scenario s

Vi ,t ,s Voltage on bus i at time step t for scenario s

wm,t Actual stored energy in PEV m at time step t





6
ACCURATE FAULT LOCATION

ALGORITHM CONSIDERING

UNCERTAINTY IN MEASUREMENTS

6.1. INTRODUCTION
Fault location algorithms for transmission lines are used to locate the fault after a fault
along the transmission line has occurred and they are operated by protection relay de-
vices [39], [46], [101], [191]. After that, the maintenance team of the transmission line
operator searches the area near the located spot that is calculated by fault location al-
gorithms to find out where exactly the fault is, and then performs maintenance actions
to resolve the fault. For a given transmission line, a large deviation between the exact
fault location and the evaluated fault location may emerge when the evaluated location
is derived from an inaccurate fault location algorithm. This deviation will enlarge the
search burden, searching costs, and the unavailability period of the faulty transmission
line. For example, for a 300 km long transmission line lying beneath the continental shelf
in a sea area, a 1% deviation in the location will give rise to a ±3 km gap between the ex-
act fault location and the evaluated fault location and searching such a large area in the
sea is extremely costly. Thus, the accuracy of the fault location algorithm is very relevant
for the reduction of the costs in power system maintenance [58], [202].

At present, in the literature on fault location algorithms, factors related the inaccu-
racy of the fault location algorithms are discussed and analyzed as follows:

Firstly, the generation of the DC offset and harmonics during the fault transient stage
by the faults results in inaccuracy of the voltage and current phasor calculations and thus
inaccuracy of the fault location algorithms [16], [114], [125], [183], [189], [197]. These
factors are usually considered as additional signals added to the fundamental signals.
Thus, the solution approach to address this factor is mainly related to signal transfor-
mations (or filters). For example, the paper [189] proposes a new application of Park’s

This chapter is based on [76].
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transformation to calculate fundamental components among the sampled voltages and
currents that are distorted by the DC offset and harmonics. The authors of [197] pro-
pose a method for phasor calculation of the fundamental component by obtaining the
DC amplitude from the Hilbert transform and the fault current signals within 20 ms. The
paper [16] proposes a method for removing the exponential component among the elec-
trical signals in the transient stage to evaluate the fundamental frequency phasor.

Secondly, noise and disturbances caused by the external environment also result in
inaccuracy of fault location algorithms [55], [122]. This factor is usually addressed by ro-
bust filters or transformations. For example, the paper [55] proposes an approach for the
protection of parallel transmission lines by using the S-transform that is an extension of
the wavelet transform. The test results show the robustness of the proposed algorithm by
adding significant noise to the simulated voltage and current. In [122] a pattern recog-
nition approach with a new S-transform method is proposed by using different types
of techniques, e.g. frequency scaling, to reduce the computational cost and to remove
redundant information. The simulation results show the robustness of the proposed al-
gorithm in an environment with significant noise.

It can be concluded that the influences of the DC offset and harmonics during the
transient stages on the fault location algorithms can be reduced in a systematic way
by using a patched algorithm, and that the influence of some noises and disturbances
can be reduced by designing a more robust algorithm. Apart from these factors, the
fault location algorithms are also influenced by inaccuracies regarding the values of the
transmission line parameters. For example, a transmission line might be put into prac-
tice in summer and the parameters are measured and recorded before its putting into
use. Then under a fault occurs in winter, the fault location results are no longer ac-
curate when the parameters recorded in summer are used. In addition, the inaccura-
cies of the parameters may also result from different humidity and temperature circum-
stances. However, these factors can be addressed by the increasing popularization of
phasor measurement units (PMUs) that are installed at the terminal(s) of the transmis-
sion line. Installed PMUs can measure the transmission line parameters continuously by
using the voltage and current phasors collected and calculated from the instruments and
the computing unit inside the PMUs [31], [110], [167]. However, the uncertainty in PMU
measurements emerges during the calculation of the phasors, which will lead to inac-
curacies of the calculated transmission line parameters. For example, papers [19], [143],
[171], [187] reveal the uncertainty phenomena and mechanisms during the transmission
line measurement by PMUs. In paper [171] the systematic errors in the measurements
are assumed to be constant values when calculating the transmission line parameters.
However, [19], [140], [143], [187] reveal that the error between the exact value and the
measured value cannot be properly evaluated nor corrected because of the multitude of
influential factors, e.g. humidity, temperature, and load level on top of the systematic er-
rors; the authors of [19], [140], [143], [187] recommend to use the uncertainty to describe
the possibility distribution of the error in the measurements. In [19], [187], the bounds
of the uncertainties in the measurements are analyzed and calculated for ensuring the
reliability of protection relay algorithms. However, these bounds cannot be applied in
fault location algorithms because the bounds will lead to conservative results. In addi-
tion, [196], [230] have analyzed the influence of all the uncertainties of the transmission
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Figure 6.1: Mechanism for estimations of line parameters

line parameters on fault location algorithms, but they do not model the uncertainty in
the measurement specifically nor do they propose a method to calculate and reduce the
influence due to the uncertainties in the measurements of PMUs on transmission line
parameters.

Thus, it can be concluded from the literature a lot of work still needs to be done on
the analysis of the influence of the uncertainty in the measurements on the behavior of
fault location algorithms. Further, the uncertainty in the measurements should be ad-
dressed properly. Both topics will be addressed in this chapter. Thus, the contribution of
the chapter can be summarized as follows: firstly, we analyze the influence of the uncer-
tainty in the measurements on the fault location algorithms based on a case study; sec-
ondly, we model the uncertainty in the measurements of PMUs based on the information
supplied by the PMU supplier, or by a newly proposed method based on the confidence
level and deviation bounds if the information on the distributions of the uncertainties is
not available; thirdly, we propose an estimation method based on maximum likelihood
estimation (MLE) that can effectively reduce the uncertainty in the measurements when
determining the transmission line parameters.

The chapter is organized as follows: In Section 6.2, the modeling method for the un-
certainty in the transmission line parameter measurements is introduced. In Section 6.3,
a method is proposed to obtain the distributions of the uncertainties based on the data
provided by the device supplier or by using big data methods. In Section 6.4, a method
is given to reduce the influence of the uncertainty in the measurements. In Section 6.5, a
case study is presented to show and analyze the influence of the uncertainty in the mea-
surements on the two-terminal positive sequence network fault location algorithm as
well as the effectiveness of the proposed method. In Section 6.6 conclusions are drawn
and some topics for future work are discussed.

6.2. TRANSMISSION LINE PARAMETERS CALCULATION MODEL

WITH UNCERTAINTIES

The transmission line parameters measurement process is shown in Figure 6.1. In Figure
6.1, the voltage and current phasors from the M and N terminals of the line are marked
as U̇M, U̇N, İM, and İN. The phasors collected from the PMUs at the two terminals will
be used to calculate the transmission line parameters. In the view of the single phase of
the transmission line [109], [198], the telegrapher’s equation of the voltage and current
phasor from both two terminals can be described as:
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{
U̇M = U̇Ncosh(γD)− İNzcsinh(γD)

İM = U̇Nsinh(γD)/zc − İNcosh(γD)
(6.1)

where γ is the propagation constant of the transmission line, and zc is the character-
istic impedance of the transmission line, and D is the length of the transmission line.
According to (6.1), γ and zc can be obtained as:

γ= 1

D
cosh−1 U̇M İM −U̇N İN

U̇N İM −U̇M İN

zc =
√

(U̇ 2
M −U̇ 2

N)/(İ 2
M − İ 2

N)

(6.2)

Thus, the transmission line parameters of the positive sequence network can be de-
rived as [96], [210], [242]: {

z1 = γzc = r1 + ix1

y1 = γ/zc = ib1
(6.3)

where z1 and y1 are respectively the positive sequence impedance and admittance of the
unit length; r1, x1, and b1 are the positive sequence resistance, reactance, and conduc-
tance; and i represents the unit imaginary number. It should be mentioned that because
the value of the susceptance is rather small, the susceptance is neglected mostly in fault
location algorithms for transmission lines. Thus, we do not consider the susceptance.
Thus, z1 and y1 can be obtained based on (6.2) and (6.3), such that

z1 =r1 + ix1 = γzc

y1 =ib1 = γ/zc

γ= 1

D
cosh−1

(UMIM∠(θM +φM)−UNIN∠(θN +φN)

UNIM∠(θN +φM)−UMIN∠(θM +φN)

)
zc =

√
(UM)2∠(2θM)− (UN)2∠(2θN)

(IM)2∠(2φM)− (IN)2∠(2φN)

(6.4)

However, the error between the exact value and measured value should be consid-
ered in order to obtain more accurate parameter estimations. In addition, this error can-
not be evaluated properly and corrected because of its complex influential factors, e.g.
the humidity, temperature, and load. According to the guide to express the uncertainty in
the measurements that is published by the joint working group of the International Elec-
trotechnical Commission, the International Organization for Standardization, etc.[63],
the uncertainty in the measurements can be used to describe the distribution of the er-
ror deviations where the error in the measurements is seen as a stochastic variable.

Thus, if we define the voltage or current phasor at the M or N terminal as the combi-
nation of the amplitudes and angles, the collected value vectors from the PMUs can be
expressed as X amp

collect = [U c
M U c

N I c
M I c

N]T and X ang
collect = [θc

M θc
N φc

M φc
N]T where

U c and θc are respectively the voltage amplitude and angle of collected voltage pha-
sors at the M and N terminals, and where I c and φc are the current amplitude and
angle of collected current phasors at the M and N terminals. Furthermore, the true
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Table 6.1: Maximum uncertainty in measurements

Voltage amplitude (%) Current amplitude (%) Voltage angle (degree) Current angle (degree)

1 1 0.667 1

value vector of the actual phasors can be expressed as X amp
true = [U t

M U t
N I t

M I t
N]T and

X ang
true = [θt

M θt
N φt

M φt
N]T where U t and θt are respectively the voltage amplitude and

angle of true voltage phasors at the M and N terminals, and where I t and φt are the cur-
rent amplitude and angle of true current phasors at the M and N terminals. Then we
define two 4-dimensional vectors eamp = [eMU eNU eMI eNI]T as the errors between
X amp

collect and X amp
true , and eang = [eMθ eNθ eMφ eNφ]T as the errors between X ang

collect and

X ang
true, such that:

X amp
collect = X amp

true ⊙ (14×1 +eamp)

X ang
collect = X ang

true +eang (6.5)

where 14×1 is the unit vector of four rows and the symbol ⊙ represents the Hadamard
product.

6.3. MODEL THE UNCERTAINTIES IN THE MEASUREMENTS
To model the uncertainty in the measurements, the amplitude error eamp and angle er-
ror eang are considered as stochastic variables subject to specific distributions. These
specific distributions of errors can be given by the supplier of the PMU or by big data
algorithms, e.g. [186]. In the worst case that no distributions of errors are available,
the maximum bound of the uncertainty in the measurements of the PMU will usually
be known [41], [145] and the normal distribution will be recommended to model the
distribution of errors as indicated in the guide to express the uncertainty in the mea-
surements. For instance, assuming that no information about the distributions of the
errors is available, however the maximum uncertainty in the measurements of one cer-
tain PMU using the 1S accuracy class current and voltage transformers is given, as listed
in Table 6.1[41]. Based on the character of the standard deviation in the normal distri-
bution, the maximum uncertainty boundaries can be approximately seen as end points
of the confidence interval between µ± 3σ (the error has 99.7% possibility to lie in this
interval) where µ and σ are the expectation and standard deviation of the normal distri-
bution, and as a result, the distribution of error can be obtained. Define f amp

e and f ang
e

as the probability density function (PDF) of eamp and eang individually where f amp
e =

[ f amp
eMU

f amp
eNU

f amp
eMI

f amp
eNI

]T and f ang
e = [ f ang

eMU
f ang

eNU
f ang

eMI
f ang

eNI
]T.

6.4. REDUCE THE UNCERTAINTY IN MEASUREMENTS

In order to evaluate the true values defined as X̂ amp
true and X̂ ang

true by using the collected val-
ues and PDFs of eamp and eang, theoretically both the MLE method and the method of
moments can be used. However, considering the case that all the errors are subject to
the normal distribution, the expectation and variance of X amp

collect are both related to the
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parameter X̂ ang
true that is required to be estimated. Simply using the least squares method

(for the first moment) to estimate the parameter X̂ ang
true will lead to a loss of accuracy be-

cause of neglecting the variance of X ang
collect. Thus, the MLE method is a better method to

address the estimation problem. Therefore, we introduce the MLE method to estimate
undetermined parameters as follows:

DERIVE PDFS

According to the PDFs of eamp and eang as well as (6.5), the PDFs f amp
e and f ang

e of X amp
collect

and X ang
collect can be obtained such that:

fxamp (X amp
collect) = fxamp (X amp

true ◦ (I8×1 +eamp))

fxang (X ang
collect) = fxang (X ang

true +eang)
(6.6)

where X amp
true and X ang

true are values required to be evaluated.

MLE

According to (6.6) and using the sampling points X amp
collect(t0−n) to X amp

collect(t0) and X ang
collect(t0−

n) to X ang
collect(t0), the maximum likelihood functions can be expressed as:

L(X̂ amp
true ) = sup

X amp
true

n∏
k=1

p(X amp
collect | X amp

true (k))

L(X̂ ang
true) = sup

X
ang
true

n∏
k=1

p(X ang
collect | X ang

true(k))

(6.7)

where L(·) is the MLE function and p(X amp
collect | X amp

true (k)) is the probability of X amp
collect(k)

that can be expressed by the parameter X amp
true . Because the distributions of eamp and

eang will be influenced by environmental factors, e.g. humidity, temperature, load level,
and so on, the distributions may vary during long time periods [127]. Thus in (6.7), a
large n value is not recommended and the value of n can be set to a number of sampling
points during which the environmental factors have little influence on the distribution
e.g., the number of points in a time period of 0.5 s [117]. According to (6.7), the best esti-
mated values X̂ amp

true and X̂ ang
true can be obtained. Then, substituting the estimated results

obtained from (6.7) into (6.4), the estimations of parameters of the transmission line can
be obtained as follows:

ẑ1 =r̂1 + ix̂1 = γ̂ẑc

ŷ1 =ib̂1 = γ̂/ẑc

γ̂= 1

D
cosh−1

(Û t
M Î t

M∠(θ̂t
M + φ̂t

M)−Û t
N Î t

N∠(θ̂t
N + φ̂t

N)

Û t
N Î t

M∠(θ̂t
N + φ̂t

M)−Û t
M Î t

N∠(θ̂t
M + φ̂t

N)

)

ẑc =
√√√√ (Û t

M)2∠(2θ̂t
M)− (Û t

N)2∠(2θ̂t
N)

(Î t
M)2∠(2φ̂t

M)− (Î t
N)2∠(2φ̂t

N)

(6.8)

By solving (6.8), the estimated values ẑ1 and ŷ1 can be obtained. In addition, these
estimated values will largely reduce the uncertainty in the measurements. In Section 6.4,
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Table 6.2: Transmission line parameters

Sequence
Resistance

(Ω/km)
Inductance

(H/km)
Capacitance

(F/km)

Positive 0.0386 1.02846 ·10−3 11.575 ·10−9

Zero 0.2955 3.377 ·10−3 7.2 ·10−9

Table 6.3: Parameters of the sources

Terminal Voltage (kV) Angle (degree) Impedance (Ω)

M 400 30 0.1014+ i8.0133
N 400 0 1.128+ i16.0391

the parameters evaluation will be illustrated specifically based on a practical transmis-
sion line model and the uncertainties in measurements subject to normal distributions.

After obtaining the estimated parameters of the transmission line, we can use fol-
lowing equation and measured phasors after a fault occurs to obtain the fault location
L:

L = U̇M1 −U̇N1 +D(r̂1 + ix̂1)İ ′N1

D(r̂1 + ix̂1)(İ ′M1 + İ ′N1)
(6.9)

The nomenclature, illustration, and derivation can be found in the appendix.

6.5. CASE STUDY
In the first subsection of this section, a simulation case study will be presented to show
the influence of the uncertainty in the measurements on the fault location algorithm
and the effectiveness of the proposed uncertainty reduction method. In addition, the
influence of the uncertainty in the measurements on the parameter evaluation and the
positive sequence impedance fault location method will be analyzed. In the second sub-
section of this section, the effectiveness of the proposed MLE method will be illustrated.

6.5.1. BACKGROUND SET-UP

The transmission line used in this case study is a 500 km long transmission line whose
standard fundamental frequency is 50 Hz and its topology is shown in Figure 6.1[219].
The parameters of this transmission line are listed in Table 6.2. The parameters of the
sources at the M terminal and the N terminal are listed in Table 6.3 where the “Volt-
age” and “Current” represent the line-to-line voltage and current respectively. The PMUs
compute the current and voltage phasors 50 times per second. The number of samples
n in (6.7) is 25 [117] where during a period of 0.5 second, environmental factors have lit-
tle influence on the distributions of the uncertainties in the measurements. In addition,
the distributions of the uncertainties in the measurements are assumed to be normal
distributions whose parameters are listed in Table 6.4 where the unit of the angle error is
“rad”.
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Table 6.4: Parameters of the uncertainty distributions

Distributions Expectation Standard Deviation

eMU 0.0001 5 ·10−3

eNU 0 5 ·10−3

eMI 0.0003 5 ·10−3

eNI 0 5 ·10−3

eMθ 0.001 rad 5.8 ·10−3

eNθ 0 rad 5.8 ·10−3

eMφ 0.001 rad 8.7 ·10−3

eNφ 0 rad 8.7 ·10−3

Table 6.5: Voltage and current phasors

Phasor Amplitude (kV or kA) Angle (degree)

U t
M 188.4414 28.02

U t
N 186.7095 3.8564

I t
M 0.8131 28.6925

I t
N 0.7931 -165.7

6.5.2. INFLUENCE OF UNCERTAINTY IN MEASUREMENTS ON FAULT LOCA-
TION

During the normal operation status (no faults occurring), the true value of the voltage
and current phasors at the M and N terminals simulated by MATLAB/Simulink are listed
in Table 6.5. After adding the uncertainties, which are subject to the normal distribu-
tions whose parameters are shown in Table 6.4, to the measurements of the phasors, the
phasors are distorted as seen in Figure 6.2.

In Figure 6.2, the red line represents the exact value and the circles represent values
distorted by the uncertainty in the measurements. In all the sub-figures of Figure 6.2, 20
scenarios of the uncertainty are generated by a Monte-Carlo method based on the dis-
tributions whose parameters are shown in Table 6.4. In Figure 6.2, it can be seen that
both the amplitudes and the angles are distorted slightly, within quite small intervals
that are no larger than 2% in the amplitudes and not larger than 0.04/rad in the angles.
After substituting the distorted values into (6.4), the transmission line parameters can be
evaluated as shown in Figure 6.3.

In Figure 6.3, the positive sequence transmission line parameters distorted by the
uncertainty in the measurements are indicated by circles and the exact positive sequence
transmission line parameters are indicated by red plusses. All these points are computed
using the voltage and current phasors obtained from Figure 6.2. According to Figure 6.3,
it can be seen that the variations of the transmission line parameters are large (16% for
the impedance and 8% for the admittance). From Figure 6.2 and Figure 6.3, it can be
concluded that even slight distortions in the measurements caused by the uncertainty
in the measurements can result in large distortions in calculated transmission line pa-
rameters. Then according to (6.9), the gaps between the fault location calculated by exact
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(b) Distorted phasor angles

Figure 6.2: Distorted phasors

transmission line parameters and calculated by the distorted transmission line parame-
ters are listed in Table 6.6.

In practical operation of a transmission line, the fault can occur anywhere along the
line, while different fault locations may cause different fault characters. Thus, different
fault locations are usually considered when evaluating and examining the performance
of a fault location algorithm. These fault location cases are usually dispersed along the
line. Thus, in Table 6.6, we have selected 5 fault locations and the distances between
these 5 fault locations; the M terminal are set to 50 km, 125 km, 250 km, 375 km, 450 km
respectively. In addition, by considering 5 different fault locations, we also intend to ex-
amine whether our proposed MLE method is effective for all fault locations, and whether
the fault location gaps between the exact value and the calculated value are influenced
by the different fault locations. Note that the gaps listed in Table 6.6 are all relative val-
ues, so not absolute values. Thus, a positive or negative value represents whether the
distance between the calculated fault location and the M terminal is larger than or less
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Figure 6.3: Distorted positive sequence transmission line parameters

than the distance between the exact fault location and the M terminal.
In Table 6.6, it can be seen that the gaps are large and even sometimes the gap is

larger than 1 km, which cannot be ignored in the practical fault maintenance. A gap
larger than 1 km will actually result in an additional 2 km search work by the mainte-
nance personnel, which means a large additional cost. In addition from the comparison
between the columns of Table 6.6, it can also be observed that the variance of gaps for
the fault at 125 km is smaller than at any other location. That is because during the fault
location calculation (see (6.9)), the variance of the gaps is transmitted from the uncer-
tainty in the measurements to the fault location result. Thus, the variance of the gaps
changes following the changes in the parameters in (6.9), including the measured volt-
age and current values after a fault has occurred. It can be seen that the variances of
the gaps for different fault locations are different because different fault locations lead to
different measured voltages and currents after a fault has occurred. Moreover, because
the different values of fault resistances also result in different voltage and current values
after a fault has occurred, it can be inferred that the fault resistance also influences the
variance of the gap.
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Table 6.6: Fault location gaps considering the uncertainty in the measurements

Scenario
Fault location (km)

50 km 125 km 250 km 375 km 450 km

1 0.100 0.221 -0.187 -0.053 -0.318
2 -0.060 -0.125 -0.051 0.088 -0.366
3 -0.168 -0.032 0.178 0.890 0.002
4 0.327 -0.160 -0.036 -0.033 -1.161
5 -0.166 -0.005 0.049 -0.644 0.500
6 -0.271 0.241 0.014 0.449 0.910
7 0.333 0.112 -0.243 -0.214 0.724
8 -0.225 -0.140 -0.198 -0.201 0.035
9 0.446 0.023 0.144 0.081 0.564

10 0.325 0.062 0.042 0.026 0.944
11 0.048 0.067 -0.044 -0.026 0.023
12 -0.01 0.131 -0.095 -0.017 -0.253
13 0.104 -0.045 0.167 -0.023 -0.120
14 0.306 -0.052 0.146 -0.265 0.796
15 0.034 0.115 -0.054 -0.831 0.025
16 0.197 0.069 -0.337 -0.102 0.265
17 -0.184 0.044 0.089 0.885 0.957
18 0.270 0.012 0.328 0.097 0.065
19 0.146 0.138 -0.228 0.318 -0.404
20 0.113 0.157 0.203 0.067 0.980

6.5.3. SIMULATION RESULTS OF THE PROPOSED METHOD

As illustrated above, the influence of the uncertainty in the measurements on the pos-
itive sequence impedance fault location method cannot be neglected. Thus, this sub-
section is designed to show the effectiveness of the proposed method in reducing the
uncertainty in the measurements.

Firstly the PDFs of eamp and eang are normal distributions that can be expressed
by X̂ amp

true and X̂ ang
true which are required to be estimated. Then according to the PDFs of

eamp and eang and (6.5), the distributions of X amp
collect and X ang

collect can be expressed us-

ing X̂ amp
true and X̂ ang

true, such that: X amp
collect ∼ N

(
X̂ amp

true (1+µemag ), (X̂ amp
true σemag )2

)
and X ang

collect ∼
N

(
X̂ ang

true(1+µeang ), (X̂ ang
trueσeang )2

)
, where the PDFs of X amp

collect and X ang
collect are respectively

fxmag and fxang as defined in (6.6). Then, based on the PDFs, the parameters can be eval-
uated by substituting the sampled data into (6.7). The results of parameter estimations
using MLE are shown in Figure 6.4.

More specifically, Figure 6.4 shows 20 scenarios of the uncertainty in the measure-
ments. The red plus represents transmission line parameters obtained from the exact
voltage and current phasors and the circles represent parameters obtained from 25 sam-
pled points under the uncertainty in the measurements by using the MLE method to re-
duce the uncertainty. It can be observed that the distortions of the resistance, reactance,
and susceptance are respectively 0.67%, 0.05%, and 0.015%. Note that the value of the
conductance is very small so that the distortion of the conductance can be neglected.
Comparing the results of Figure 6.3 and Figure 6.4, the uncertainty in the measurements
can be largely reduced by using the MLE method in estimating the transmission line pa-
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Figure 6.4: Estimated transmssion line parameters using MLE

Table 6.7: Fault location gaps by using the MLE method

Scenario
Fault location (km)

50 km 125 km 250 km 375 km 450 km

1 -0.0038 0.011 0.0048 -0.0530 -0.0495
2 -0.0083 -0.0193 -0.0124 -0.0571 -0.0400
3 0.0179 0.0066 -0.0007 0.0213 0.0585
4 0.0385 -0.0036 -0.0125 -0.1095 0.0917
5 -0.0340 -0.0015 -0.0525 -0.0114 -0.0499
6 0.0438 0.0205 0.0143 0.0055 0.0720
7 0.0233 0.0054 -0.0014 0.0082 -0.0068
8 0.0212 0.0019 -0.0079 -0.0516 0.1116
9 0.0035 -0.0125 -0.0229 -0.0119 0.0200

10 0.0270 0.0118 0.0029 0.0012 0.0216
11 0.0125 -0.0267 -0.0062 0.0604 -0.0377
12 0.0515 0.0235 0.0140 0.0053 0.0770
13 0.0011 -0.0041 -0.0166 -0.0131 -0.0712
14 -0.0033 0.0151 -0.0194 0.0082 -0.0051
15 0.0268 0.0094 -0.0097 -0.0203 0.0458
16 0.0568 -0.0115 0.0013 -0.0274 0.0777
17 -0.0057 -0.0125 -0.0117 -0.0438 0.0423
18 0.0390 0.0118 0.0146 0.0130 -0.0269
19 0.0404 -0.0069 -0.0132 0.0371 -0.0005
20 0.0033 0.0073 -0.0172 0.0959 -0.0277

rameters. Furthermore, gaps between the fault location results using exact transmission
line parameters and the results using distorted parameters but addressed by the MLE
method are shown in Table 6.7.

By comparing Table 6.6 with Table 6.7, different from the analysis results of the Table
6.6, the gaps no longer influenced by the measured terminal voltage and current phasors
after a fault has occurred. It can also be observed that the gaps are largely reduced. Thus,
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the MLE method is suitable and effective to reduce the uncertainty in the measurements
when the distributions of the measurement errors are known.

6.6. CONCLUSIONS AND FUTURE WORK
This chapter has analyzed the influence of uncertainty in the measurements on the trans-
mission line parameter estimations, which in its turn influence the results of the fault
location methods. In this analysis, we have used the classic two-terminal positive se-
quence network fault location algorithm as an example. We have adopted the maximum
likelihood estimation (MLE) method to reduce the uncertainty in the measurements by
using the distribution of the uncertainty. Simulation results show that even if the un-
certainty in the measurements only causes a slight distortion in the measurements of
less than 2%, the distortions on transmission line parameter calculations can be even
larger than 10%. In addition, the gap between the calculated fault location and the ex-
act fault location is sometimes larger than 1 km for a 500 km transmission line. Thus,
the influence of the uncertainty in the measurements cannot be neglected. By using
the proposed MLE method, both the distortion of the transmission line parameters and
the gap between the calculated fault location and the exact fault location are at least 10
times lower than when the proposed MLE method is not used. Thus, the proposed MLE
method is suitable and effective to handle the uncertainty in the measurements.

Future work could investigate how to obtain more accurate stochastic distributions
of phasor errors by using big data methods. Bayesian inference might be an effective way
to derive the error distributions by considering the different environmental factors that
influence the errors in the measurements.

6.A. APPENDIX: FAULT LOCATION ALGORITHM
According to the mechanisms used in fault location algorithms, the fault location algo-
rithms can be categorized into 2 main categories: fault analysis algorithms [151] and
traveling-wave-based algorithms [54]. The basic idea of the fault location algorithms is
to model the transmission lines as electrical circuits. These electrical circuits contain
e.g., impedances, capacitors, power sources, a ground, and so on. Then, the fault loca-
tion signals, e.g., the fault current or voltage, are derived based on the electrical circuit. In
contrary, the basic idea of the traveling-wave-based algorithms is to model the transmis-
sion lines by partial differential equations. The fault location signals, e.g., fault current
traveling waves and voltages, along the transmission lines can be derived by the par-
tial differential equations of the traveling waves. Both the fault analysis algorithms and
traveling-wave-based algorithms are influenced by inaccurately measured transmission
line parameters.

In this chapter we consider a typical fault analysis algorithm based on the two ter-
minal positive sequence impedance [113], which is widely applied for the transmission
lines in China, because its performance is independent from source impedance vari-
ations, fault types, fault resistances, and fault distances. In electrical engineering, the
transmission lines can be represented by the pi model [188] for the study of electrical
characteristics, e.g., the currents passing through the transmission lines and the termi-
nal voltages of the transmission lines, as shown in Figure. 6.5. Based on the pi model, to
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Figure 6.5: Positive sequence network of the transmission line

analyze three-phase transmission lines easily, a mathematical tool named symmetrical
components is proposed to model the current, voltage, and impedance of the transmis-
sion lines. Then a transmission line can be decomposed into a positive sequence net-
work, a negative sequence network, and a zero sequence network of the transmission
line by symmetrical components. A detailed explanation of the symmetrical compo-
nents can be found in [176].

According to the pi model of the transmission line [176], the positive sequence net-
work of the transmission line when a fault has occurred along the line can be explained
using Figure 6.5.

In Figure 6.5, the fault occurs at the location that is L km away from the M termi-
nal where the length of the whole transmission line is D km. Note that in Figure 6.5 all
the impedance and conductance parameters are positive values. In detail, ZM1, ZN1,
Cm1 = iDb̂1/2, Cn1 = iDb̂1/2, L(r̂1 + ix̂1), (D −L)(r̂1 + ix̂1) and Rf are respectively the M
terminal equivalent impedance, N terminal equivalent impedance, shunt capacitance
between the fault location and the M terminal, shunt capacitance between the fault
location and the N terminal, impedance between fault location and the M terminal,
impedance between fault location and the N terminal, and the fault resistance. In ad-
dition, r̂1, x̂1, and b̂1 are evaluated transmission line parameters that can be obtained
by (6.8). Note that all the phasors in Figure 6.5 are fault components of the positive se-
quence network by extracting the fault components from the positive symmetrical com-
ponents [80]. In detail, ĖM, U̇M1, İM1, İcm1 and İ ′M1 are respectively the voltage of the M
terminal source, voltage at M terminal, current at M terminal, current of shunt capac-
itance of the M terminal side and current from the M terminal injecting into the fault
point. The phasors for the N terminal are defined similarly. Furthermore, İf1 is the cur-
rent flowing through the fault resistance. Then the Kirchhoff’s law functions concerning
the fault location can be formulated as follows:

U̇M1 = L(r̂1 + ix̂1)İM1 +U̇f1, (6.10a)

U̇N1 = (D −L)(r̂1 + ix̂1)İN1 +U̇f1, (6.10b)

İcm1 = iDb̂1U̇M1/2, (6.10c)

İcn1 = iDb̂1U̇N1/2, (6.10d)

İ ′M1 = İM1 − İcm1, (6.10e)

İ ′N1 = İN1 − İcn1 (6.10f)
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where ω is the angular velocity of the AC current. From (6.10), we can derive the final
fault location:

L = U̇M1 −U̇N1 +D(r̂1 + ix̂1)İ ′N1

D(r̂1 + ix̂1)(İ ′M1 + İ ′N1)
(6.11)

After substituting (6.10c)-(6.10f) into (6.11), the fault location L can be expressed us-
ing the measured phasors U̇M1, İM1, U̇N1 and İN1 that are collected after a fault has oc-
curred. In practice, the expression of the fault location has fluctuations during an elec-
tromagnetic transient stage. Thus, a criterion should be used to derive the fault location
result, such that: if the gap between the L value at time step t0 and that at the next time
step t0 +1 is less than a threshold τ, then the fault location at time t0 is L.
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UAV ROUTING STRATEGY FOR

POST-DISASTER INSPECTION AND

MONITORING

7.1. INTRODUCTION
Disasters, e.g., hurricanes, floods, and earthquakes, can damage components of distri-
bution networks. To reduce the impact of the disasters on distribution networks, a va-
riety of post-disaster countermeasures have been proposed in the literature [32], [79],
[214].

Before implementing countermeasures, a clear assessment of types of damages, their
locations, statuses and causes can facilitate and improve the performance of the repair
crews. Thus, post-disaster inspection should be carried out in a fast manner, so as to sig-
nificantly improve the reliability and resilience of the power system. UAVs can inspect
the status of the components that are difficult to reach in a safe or efficient way, e.g., in
case of blocked roads due to floods or mudslides. In this way, the human repair crews
can work more safely and efficiently. For instance, in [131], a multi-UAV routing strategy
is proposed to start post-disaster inspection as quick as possible. A two-stage optimiza-
tion problem is formulated to firstly determine the starting locations of the UAVs by min-
imizing setup cost and to secondly determine the inspection routes by minimizing the
completion time of inspection. In [57], a fault inspection strategy for UAVs is proposed,
where the UAVs establish the information exchange network themselves in areas with
telecommunication network coverage. Hoang et al. [92] present a strategy for surface
inspection using UAVs. The Internet of Things is utilized as the communication network
and a particle swarm optimization algorithm is proposed to route the UAVs. Zheng et
al. [240] propose a cooperative strategy for transmission line inspections involving UAV
schedules and human-team schedules.

This chapter is based on [75].
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Different from the inspection tasks performed by hovering above the damages, mon-
itoring tasks are performed by fast passing along the transmission lines and roads as
shown in the blue trajectories (monitoring) and red trajectory (inspection) in Figure 7.1.
In this chapter, UAVs are used for monitoring networks after disasters with two purposes.
Firstly, because of some potential dangers and early-stage damages, the components
might still be working but with a risk of becoming damaged soon, e.g., leaning but still
working towers. By monitoring the transmission lines, potential dangers and early-stage
damages can be found. Additionally, fixed non-movable sensors might have become
damaged and usually these are not able to cover the whole distribution network. Thus,
this chapter considers using UAVs to frequently monitor the whole distribution network
after the disaster. Secondly, the repair crews require to know the real-time condition of
road infrastructure, so as to select the best routes to reach damaged components during
restoration. Thus, using UAVs to monitor the road infrastructure after the disaster is also
considered in this chapter to prevent repair crews from using routes that are dangerous
or not accessible.

In literature, monitoring routing strategies have been proposed for other applica-
tions [48], [51], [89], [93], [94], [99], [119], [218], [245]. For instance, in [89], [119], [218],
routing strategies for monitoring of transmission lines are studied. However, these pa-
pers focus on how the UAVs can examine the transmission lines from different locations
of a particular tower, but not on how to determine the optimal monitoring routes for the
whole network. In [245], a UAV monitoring scheme is developed targeting energy effi-
ciency for transmission lines. In [51], [94], UAV monitoring routing strategies for road
traffic are proposed. Other applications include wildlife rescue, surveillance, and off-
shore wind farm monitoring [48], [93], [99].

In current strategies, inspection and monitoring are not integrated nor coordinated.
Therefore, this chapter focuses on an integrated and coordinated UAVRS that combines
the inspection routing and the monitoring routing. Note that our proposed UAVRS only
determines the routes to damages required to be inspected, the detailed routes for how
to inspect the damages and manipulate the UAVs, e.g., how to hover, are not considered;
the total inspection times for damages are considered instead. Furthermore, the UAV
routing strategy should be implemented in real time. That is because during the restora-
tion process, some unpredictable events may happen. New damages may emerge be-
cause of, e.g., a subsequent earthquake. Besides, some of the components could already
have been inspected by human repair crews, which implies that they do no need to be
inspected anymore by UAVs. Furthermore, the position of a UAV might deviate from the
originally planned route because of, e.g., a blast of heavy wind, flying speed changes, or
communication with the UAVs being temporally disrupted during restoration. Thus, the
routes of UAVs should be adapted to these unpredictable events in real time.

To obtain the optimal routes for UAVs, there are a lot of decision-making strategies
in literature. For instance, branch-and-bound solvers [170], evolutionary optimization
algorithms [47], [78], and meta-heuristic algorithms for multi-objective programming
[49] are adopted to solve the UAV routing problems. However, these strategies cannot
be applied for multi-time-scale programming as they may easily become intractable for
large problem. In order to get a computationally tractable approach, we consider a con-
trol architecture with 3 layers: layer 1 gives the results of mode allocation, inspection,
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and rough monitoring; layer 2 gives the trajectory of the detailed monitoring; and layer
3 takes care of the manipulation of the UAVs, e.g., flight control and trajectory tracking.
However, layer 3 has been widely studied in the literature [66], [234], therefore we do not
consider layer 3 in detail in this chapter.

The contributions of the current chapter are as follows:

• To facilitate the restoration process and to make the human crews work safely and
efficiently, a UAV routing strategy integrating of monitoring roads and lines, and
inspection of damages is proposed for distribution networks.

• To adapt to unpredictable events, the UAV routing strategy is implemented in real
time by adopting a receding horizon strategy.

• A two-layer decision-making architecture is adopted due to inconsistency between
time scales of inspection and monitoring. The architecture proposes to use a bi-
level programming problem in the first layer to make the problem tractable.

The chapter is organized as follows. Section 7.2 describes the UAVRS problem and ex-
plains the proposed two-layer real-time UAVRS architecture. In Section 7.3, the bi-level
programming problem of the first layer is described. Then in Section 7.4, the monitor-
ing problem solved by the second layer is formulated. Section 7.5 analyzes a case study
based on a real-life distribution network to evaluate the proposed UAVRS. Section 7.6
concludes the chapter.

7.2. PROBLEM DESCRIPTION AND TWO-LAYER UAVRS
7.2.1. PROBLEM DESCRIPTION
After disasters, aggravating situations such as damages (e.g., insulator flashover), po-
tential dangers (e.g. mudslides, floods near the poles), and early-stage damages (e.g.
severely tilted but still working poles) may occur in distribution networks, and aggravat-
ing situations such as heavily damaged roads and congestion may occur in road traffic
networks as shown in Figure 7.1. Thus, the problem of real-time UAVRS for post-disaster
restoration is to determine the UAV routes to provide more and real-time information of
the distribution network and of the road traffic network, so as to help restore the distri-
bution networks. The UAVs collect real-time information, e.g., pictures and videos, via
the camera installed on UAVs and then send them to the control center of the distribu-
tion network to make the human crews aware of the real-time situation of the distribu-
tion network. Regarding the routing of the UAVs, the control center solves the routing
problem and obtains the control sequences for UAVs. Then, the UAVs implement the
control sequences and finish the inspection and monitoring tasks. Note that this prob-
lem is dynamic. Thus, a predictive decision-making approach with a moving prediction
window is proposed to avoid having a short-sighted real-time strategy. In such an ap-
proach, the prediction window contains several decision steps. Optimal decisions are
obtained for one prediction horizon window, but only the decisions determined for the
first step are implemented. At the next time step, the whole optimization over a shifted
prediction window is performed again in the next step with updated information.

According to the categories of the events and the charging requirements of UAVs,
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Figure 7.1: Illustration of the restoration problem and the modes of the UAVs

Table 7.1: Proposed two-layer architecture for real-time UAVRS

Layers Network model Time scale Formulated problem Obtained results

First layer Graph
Inspection time step

(e.g., 5 min)

Top level of bi-level programming Mode allocation

Bottom level of bi-level programming
Inspection routes

Rough monitoring routes

Second layer Hexagons
Monitoring time step

(e.g., 30 s)
Mixed-integer programming Detailed monitoring routes

in this chapter, three UAV operation modes are defined: monitoring mode, inspection
mode, and charging mode. Possible trajectories for these three modes are illustrated in
Figure 7.1. For the monitoring mode (blue trajectories in Figure 7.1), the UAVs fly along
the transmission lines and the road infrastructure. By monitoring the distribution net-
work, UAVs will detect potential dangers, early-stage damages, and damages that cannot
be monitored by fixed sensors. By monitoring the road infrastructure, UAVs will update
repair crews about the road traffic conditions in order to guide the repair crews to reach
the damages. For the inspection mode (red trajectory in Figure 7.1), the UAVs visit lo-
cated damages to provide more information that facilitates the repair crews in judging
the type of damage, and in selecting the required spare components and the required
repair materials. In this mode, UAVs fly from their current position to the located dam-
ages directly and then stay a while to inspect them carefully by hovering. In the charging
mode, UAVs return to the nearest depots before their batteries are depleted.

7.2.2. TWO-LAYER ARCHITECTURE FOR REAL-TIME UAVRS
In the charging mode, the UAVs are recalled back to the nearest depot (considering de-
tours for avoiding obstacles). Then the UAVs in the charging mode do not need to be
routed. Next, the models for the monitoring mode and the inspection mode are ex-
plained.

For monitoring routing, as shown in Figure 7.2.1, the radius R of the monitoring foot-
prints of UAVs is determined by the cameras installed on the UAVs and the flying height
of the UAVs. Thus, when the type of UAVs and their equipment are given, R is also known.
Since this chapter focuses on route planning, the radius of the footprints of the UAVs for
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monitoring is assumed to be the same for all UAVs. According to R, the distribution net-
work and the road traffic network are divided into hexagons that are inscribed-hexagons
of the footprints, so that the kinematic behavior of the UAVs can be modeled. Then the
monitoring process can be seen as the movement from the center of one hexagon to the
center of one of the six neighbor hexagons (6 options for moving directions) to monitor
the lines/roads inside the hexagons as shown in the flight trajectory in Figure 7.2.1. For
concerns about small obstacles (including no-fly areas and buildings) in monitoring, the
UAVs avoid obstacles to monitor by passing through the centers of nearby hexagons that
do not contain obstacles as shown in Figure 7.2.4. Besides, the time taken for one move-
ment from the center of one hexagon to the center of a neighbor hexagon is defined as
the monitoring time step (e.g., for R=173 m and UAV speed 0.6 km/min, a monitoring
time step takes 30 s), which is the basic time unit for monitoring.

In the inspection mode, the inspection routes are planned based on the graph with-
out dividing into hexagons as shown in Figure 7.2.2. The UAVs travel from their cur-
rent positions to damages directly, and they do not need to travel along the lines/roads
(seen as the straight flight trajectory in Figure 7.2.2). Note that our proposed real-time
UAVRS only determines the routes to damages required to be inspected; the detailed
movements at the manipulation layer for inspecting the damages, e.g., how to hover,
are not considered; the total inspection times for damages are considered instead. For
concerns about obstacles in inspection, the UAVs make a detour on the travel to avoid
the obstacles on the way to the damages as shown in Figure 7.2.5. The flights to remote
damages may take tens of minutes, and the duration of inspections take several or tens
of minutes in practical distribution networks. Thus, the basic time unit for inspection is
several minutes, which is defined as the inspection time step.

In general, the length of the monitoring time step (e.g., 30 s) is not comparable to
that of the inspection time step (e.g., 5 min in Section 7.5) in practice. Thus, the real-
time UAVRS has an inherent multi-time-scale characteristic. In order to coordinate the
time scales of monitoring and inspection problems and to reduce the computational
complexity, we use a two-layer architecture as described in Table 7.1. In the first layer,
the mode allocation, the inspection routes, and the rough monitoring routes are deter-
mined with the inspection time step as basic time unit, where a graph is used to model
the problem. For tractability, a bi-level linear programming problem [150] is proposed
to formulate the first-layer programming problem. More specifically, in the bi-level pro-
gramming problem, if the results of the top-level problem (mode allocation results) are
fixed, the inspection and rough monitoring programming problems at the bottom level
can be separated and solved as two individual programming problems. If we would for-
mulate the first-layer problem in a single-level problem, the scale of this problem will be
very large. Furthermore, the inspection programming problem and the rough program-
ming problem can then no longer be separated and be solved individually. This is why
a bi-level approach is adopted. For the bi-level programming problem, the inspection
process has been explained earlier in this subsection, as is also shown in Figure 7.2.2
and Figure 7.2.5. The rough monitoring process can be described as the UAVs traveling
along the transmission lines and roads as shown in Figure 7.2.3 and Figure 7.2.6 to ob-
tain rewards by finishing monitoring tasks, where a monitoring task corresponds to the
monitoring of one transmission line or one road. In the rough monitoring problem, two
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assumptions are made: firstly, the winding parts and branches of transmission lines and
roads are approximated, by considering a sequence of straight lines using some inter-
mediate points as shown in Figure 7.2.3 and Figure 7.2.6. Secondly, every UAV monitors
a transmission line or a road starting from one terminal node to another without turning
around until another terminal node is reached. We believe that these two assumptions
make sense, because on one hand, the rough monitoring does not need an exact model,
as we still have a subsequent detailed monitoring problem (see below). On the other
hand, we can let the piece-wise curve approximate the real graph of the lines and nodes
arbitrarily well by considering more straight pieces (at the cost of increased computation
time). In Section 7.3, we will formulate the first-layer problem and discuss how to solve
it.

Then in the second layer, a more detailed monitoring problem with the monitoring
time step as basic time unit and a hexagonal grid is proposed to determine the detailed
monitoring routes. The detailed monitoring problem takes care of feasibility by tracking
the rough monitoring routes as closely as possible given the exact layout of the distribu-
tion network, including obstacles. The detailed monitoring process is explained earlier
in this subsection as shown in Figure 7.2.1 and Figure 7.2.4. In Section 7.4, we will for-
mulate the second-layer problem.
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7.3. BI-LEVEL PROGRAMMING PROBLEM FORMULATION

7.3.1. OBJECTIVE FUNCTION
Considering that the inspection processes may take a longer period than one inspection
time step, it is assumed that the UAVs in inspecting tasks cannot be interrupted, except
when their energy levels are below their thresholds. In addition, in one inspection time
step, only one mode can be allocated for each UAV. The mode allocation problem is for-
mulated as follows:

min
δ

min
y1,y2

(RI(δ, y1)+γRM(δ, y2)) (7.1)

s.t.
∑

m∈M

δn,m = 1, ∀n ∈N (7.2)

δn,3En ≤ Eset,n , (1−δn,3)Eset,n ≤ En , ∀n ∈N (7.3)

y1 ∈Φ1(δ), y2 ∈Φ2(δ) (7.4)

where δn,m equals 1 if UAV n is allocated to mode m, γ≥ 0 is a weight coefficient indicat-
ing the relative importance of monitoring with respect to inspection, RI(·) and RM(·) are
the extra cost of inspection and the total monitoring reward respectively (see below for
details), N represents the set of UAVs, M = {1,2,3} is the set of modes (the monitoring
mode, inspection mode, and charging mode corresponding to mode 1, 2, and 3 respec-
tively), y1 and y2 are the vectors of variables of monitoring and inspection respectively
that will be defined in Sections 3.2 and 3.3. Constraint (7.2) indicates that one UAV only
can be allocated to one mode. Constraint (7.3) forces that when En , the energy of UAV n,
is lower than the threshold value Eset,n , UAV n should be allocated to the charging mode
(m = 3). In (7.4), Φ1(δ) and Φ2(δ) define the feasibility sets of variable vectors y1 and
y2 in the monitoring mode routing problem and the inspection mode routing problem
respectively.

7.3.2. ROUGH MONITORING ROUTING PROBLEM
In this section, a stochastic rough monitoring routing problem is formulated. The load
profiles and the monitoring times of the transmission lines and roads are considered as
stochastic parameters with a scenario-based approach. The set of scenarios S is de-
fined by the stochastic distribution of the loads obtained by the autoregressive moving
average approach [71] and the distribution of the monitoring times obtained by discrete
Gaussian distributions [227].

Then the rough monitoring routing problem can be formulated by maximizing the
rewards obtained in one prediction horizon. The rewards for monitoring a transmission
line or a road can be calculated according to their importance. The reward ri , j ,s of mon-
itoring from node i to j at the current inspection time step of scenario s is calculated
by:

ri , j ,s = r T
i , j ,s + r R

i , j , ∀i ∈I , ∀ j ∈I N
i , ∀s ∈S (7.5)

where I is the set of nodes, I N
i is the set of neighbor nodes connected to node i via

transmission lines or roads, r T
i , j ,s and r R

i , j are the rewards of monitoring the transmission

line and the road between nodes i and j respectively. If there is no transmission line or
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no roads between nodes i and j , correspondingly r T
i , j ,s = 0 or r R

i , j = 0. Otherwise, r T
i , j ,s

and r R
i , j can be calculated by:

r T
i , j ,s = ζT

i , j r T
i , j ,min + (1−ζT

i , j ) r T−
i , j ,s ePi , j ,s ,

r R
i , j = ζR

i , j r R
i , j ,min + (1−ζR

i , j ) r R−
i , j eQi , j ,

∀i ∈I , ∀ j ∈I N
i ∀s ∈S

(7.6)

where ζT
i , j or ζR

i , j equals 1 if the transmission line or the road from terminal i to j has

been monitored at the previous inspection time step, else it equals 0. In (7.6), r T
i , j ,min

and r R
i , j ,min are the minimum rewards for the transmission line and road between nodes

i and j , r T−
i , j ,s is the reward of monitoring the transmission line between nodes i and j

at the previous inspection time step for scenario s, r R−
i , j is the rewards of monitoring the

road between nodes i and j at the previous inspection time step, Pi , j ,s is the downstream
power load of the transmission line from node i to j at the current inspection time step
of scenario s, Qi , j is the importance of road from node i to j at the current inspection
time step, which is determined by whether the repair crews intend to pass by this road to
reach the damages or not. The repair crews can propose one or several preferred routes
to reach a given damage before they depart. Then, UAVs can monitor their preferred
routes with a priority so that the real-time situation of the roads can be provided to the
repair crews. The objective function of the rough monitoring routing problem is defined
as:

RM(·) =−ES

( ∑
i∈I

∑
j∈I

δn,1 zi , j ri , j ,s

)
(7.7)

where ES represents the expectation over all the scenarios in set S , and the binary vari-
able zi , j indicates if the set of UAVs have monitored from node i to j at the current time
step:

zi , j =
{

1 if
∑

n∈N δn,1 ∆
M
n,i , j ≥ 1

0 otherwise
∀i ∈I , ∀ j ∈I (7.8)

where ∆M
n,i , j is the variable indicating whether UAV n travels from node i to j or not.

When UAV n is allocated to the rough monitoring mode (i.e. δn,1 = 1), it starts from
its starting point, while if it is not allocated, there is no constraint for the starting point
of UAV n. So:

(δn,1 −1) Mbig ≤
∑

i∈I

∆M
n,ϱn ,i −1 ≤ (1−δn,1) Mbig, ∀n ∈N (7.9)

where ϱn is the starting point of UAV n, Mbig is an extremely large positive constant. The
UAVs allocated to the rough monitoring mode are not supposed to remain stationary at
one node i :

(δn,1 −1) Mbig ≤∆M
n,i ,i ≤ (1−δn,1) Mbig, ∀n ∈N ,∀i ∈I (7.10)

The time constraints for UAVs are:

(δn,1∆
M
n,i , j −1) Mbig ≤ T M

n, j ,s −T M
n,i ,s −τM

i , j ,s ≤
(1−δn,1∆

M
n,i , j ) Mbig, ∀n ∈N , ∀i ∈I ′, ∀ j ∈I , ∀s ∈S

(7.11)
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where I ′ = I ∪ {ϱn}, T M
n,i ,s is the time instant at which UAV n reaches node i in sce-

nario s, τM
i , j ,s is the travel time from node i to j for scenario s. Note that the travel time

should consider the detouring time for obstacles. Furthermore, if node i and j are not
connected and i is not the starting point, τM

i , j ,s is an extremely large positive value for all

the scenarios. For i = ϱn , τM
ϱn , j ,s equals the travel time from the starting point to node j

for scenario s. For the starting point ϱn of UAV n, T M
n,ϱn ,s = 0. When UAV n departs from

node i , it must have arrived at node i :∑
j∈I

δn,1 ∆
M
n,i , j ≤

∑
j∈I ′

δn,1 ∆
M
n, j ,i , ∀n ∈N , ∀i ∈I (7.12)

The monitoring process for all UAVs cannot exceed the prediction horizon:

0 ≤ T M
n,i ,s ≤ TD, ∀n ∈N , i ∈I , ∀s ∈S (7.13)

Then the feasibility set can be defined by constraints (7.5)-(7.13), and the optimiza-
tion vector is y1 = [∆M

n,i , j ,T M
n, j ,s ]T

n∈N ,i∈I ′, j∈I ,s∈S
.

7.3.3. INSPECTION ROUTING PROBLEM
In this subsection, a stochastic inspection routing problem is formulated. The inspec-
tion time, the traveling time, and the load loss cost are stochastic variables included in
the problem via scenarios. When formulating the inspection routing problem, a target
time for each inspection is considered. If the earliest UAV reaches one component later
than the target time for inspection, an extra cost of inspection will be added to penalize
this delay. In this chapter, the extra cost of inspection is defined to be equal to the load
loss costs from the target time to the earliest arrival time of UAVs. If the UAVs do not
reach the component in one prediction horizon, the extra cost of inspection equals the
load loss costs from the target time to the end of the prediction horizon. Furthermore,
at the next inspection time step, the target time for components not yet reached in the
previous inspection time step will be a negative value to capture that their inspection is
delayed from the previous inspection time step(s). In addition, the absolute value of this
negative value equals the time between the starting time of the current inspection time
step and the target time of this component.

Furthermore, the space-varying characteristics of the load loss costs should be con-
sidered, such that damages in different locations will lead to different load loss costs, e.g.,
some damages can lead to large outages while others only influence small loads. Then,
the extra cost of inspection is:

RI(·) = ES ′
( ∑

q∈P

∑
n∈N

δn,2

( ∑
p∈P ′

n

(∆I
n,p,q ·max{(T I

n,q,s′−

wq ) ·Cq,s′ ,0})+max{(1− ∑
p∈P ′

n

∆I
n,p,q ),0} ·TD ·Cq,s′

)) (7.14)

where P is the set of components that have to be inspected, P ′
n = P ∪ {ϱn}, S ′ is the

set of scenarios in inspection routing problem. At the beginning of each inspection time
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step, some UAVs have finished monitoring or inspection, or are flying through the dis-
tribution network or road infrastructure, or are in the depots charging their batteries, so
the starting points of UAVs will be different. In (7.14), the extra costs of inspections is
separated into two terms. The first term is the total inspection cost. If time instant of
scenario s′, T I

n,q,s′ at which UAV n finishes inspecting component q is later than target

time wq , there will be an additional cost of inspection. If not, the extra cost of inspection
will be zero. The second term is the total non-inspection cost when components were
not inspected in one prediction horizon. In (7.14), the load loss cost for damaged com-
ponent q of scenario s′ is Cq,s′ per unit time, ∆I

n,p,q is the variable indicating whether
UAV n travels from damaged component or starting point p to damaged component q .

When UAV n is allocated to the inspection mode (δn,2 = 1), it starts from its starting
point, while if not allocated, there is no constraint for the starting point of UAV n, such
that:

(δn,2 −1) Mbig ≤
∑

q∈P

∆I
n,ϱn ,q −1 ≤ (1−δn,2) Mbig, ∀n ∈N (7.15)

The UAVs allocated to the inspection mode are not supposed to remain stationary at
one location p:

(δn,2 −1) Mbig ≤∆I
n,p,p ≤ (1−δn,2) Mbig, ∀n ∈N ,∀p ∈P (7.16)

To simplify the expression of the following constraints, intermediate variables are
introduced:

xn,p,q = δn,2 ∆
I
n,p,q ∀n ∈N , ∀p, q ∈P ′

n (7.17)

The time constraints for UAVs are:

(xn,p,q −1) Mbig ≤ T I
n,q,s′ −T I

n,p,s′ −τI
p,q,s′ −σq,s′ ≤

(1−xn,p,q ) Mbig, ∀n ∈N , ∀p ∈P ′
n , ∀q ∈P , ∀s′ ∈S ′,

(7.18)

where τI
p,q,s′ andσq,s′ are the travel time from component p to q and the inspection time

for component q of scenario s′ respectively. Notice that, the travel time should consider
the detouring time for obstacles. Besides, for the starting point ϱn of UAV n, T I

n,ϱn ,s′ = 0

and σϱn ,s′ = 0 are defined for all s′ ∈S ′. Each component can only be reached once and
the UAVs can only depart once from each component:∑

n∈N

∑
p∈P ′

n

xn,p,q ≤ 1, ∀q ∈P ,
∑

n∈N

∑
q∈P

xn,p,q ≤ 1, ∀p ∈P (7.19)

When UAV n departs from component p, it must have arrived at component p:∑
q∈P

xn,p,q ≤ ∑
q∈P ′

n

xn,q,p , ∀n ∈N , ∀p ∈P (7.20)

The beginning time of inspections for all the UAVs cannot exceed the prediction hori-
zon:

0 ≤ T I
n,p,s′ ≤ TD, ∀n ∈N , p ∈P ′

n , ∀s′ ∈S ′ (7.21)

Then the feasibility set can be defined by constraints (7.14)-(7.21), and the optimiza-
tion vector is y2 = [∆I

n,p,q ,T I
n,p,s′ ]

T
n∈N ,p∈P ′

n ,q∈P ,s′∈S ′ .
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7.3.4. SOLUTION APPROACH
To reduce the computational burden and to avoid conservative solutions, a chance-
constrained method is used to transform the stochastic constraints into deterministic
constraints [194]. Then, the mixed-integer linear bi-level programming problem can
be solved by a branch-and-bound computing structure [150]. This branch-and-bound
computing structure solves the bi-level programming problem by generating the feasi-
ble subsets of the solution set in the top-level problem. Then, it solves the bottom-level
problem by substituting these feasible subsets into the bottom-level problem. After that,
the solutions of the bottom-level problems associated with the subsets will be obtained
and compared to find the optimal solution of the top-level problem via the branch-and-
bound algorithm.

Four kinds of bi-level solvers are studied and compared in this chapter, including
Matlab+CPLEX solver, Matlab+Intlinprog solver1, Matlab+GA (genetic algorithm) solver,
and Matlab+Greedy (greedy algorithm) solver. All these solvers use a branch-and-bound
computing structure that can be implemented in Matlab at the top level of the bi-level
programming problem, while the difference of these solvers lies in the solvers for the
bottom-level mixed-integer linear programming problem. CPLEX and Intlinprog bottom-
level solvers can be implemented by the functions “cplexmilp” and “intlinprog” respec-
tively. Here we explain the mechanism of the GA and Greedy algorithms applied in this
chapter.

The GA algorithm has been implemented in Matlab M files for convenience. Fur-
thermore, as can be seen in Section 7.3.2 and Section 7.3.3, when the mode allocation
results are fixed by the top-level branch-and-bound solver, the inspection and the rough
monitoring problems are two individual problems. Then, the inspection programming
problem and the rough monitoring programming problem at the bottom level can be
solved separately by using the mechanism for the multiple traveling salesman problem
presented in [40]. In detail, the inspection problem is to route UAVs from their starting
points to the locations of the damages, and the rough monitoring problem is to route
UAVs from nodes to the locations of the damages. Thus, they are both essentially multi-
ple traveling salesman problems.

For the greedy algorithm, the strategy for inspection is as follows: for each inspec-
tion time step, first we select the damage that is most urgently required to be inspected,
but has not yet been inspected. Then we select the nearest UAV to inspect that damage.
Then repeat this process until all UAVs are allocated or all damages are allocated to be
inspected. Furthermore, the strategy for rough monitoring is such that: for each inspec-
tion time step, we select the line/road with the highest monitoring reward, and select the
nearest UAV to monitor it. Then we repeat this process until all UAVs are allocated or all
lines/roads are allocated to be monitored.

7.4. DETAILED MONITORING PROBLEM
After mode allocation and determining the inspection routes and the rough monitor-
ing routes, the detailed monitoring routing problem is formulated and solved. At each

1Because CPLEX is implemented in object code whereas GA and the greedy algorithm implemented in Matlab,
to have a fair comparison with the MILP solvers, we also use the MILP solver implemented in Matlab i.e.
Intlinprog.
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monitoring time step, the positions of the UAVs are updated as:

χn(φ+1) =χn(φ)+ l ·
[

cos(θn(φ))
sin(θn(φ))

]
, ∀n ∈N ′, ∀φ ∈Φ′ (7.22)

where χn(φ) is the geographical position of UAV n at monitoring time step φ, and χn(0)
is the initial position of UAV n. The variable θn(φ) represents the moving direction of
UAV n at monitoring time step φ where θn(φ) ∈ Θ = { π

6 ,π2 , 5π
6 , 7π

6 , 3π
2 , 11π

6 }, Φ′ is the set
of monitoring time steps in the one prediction horizon but excluding the last monitor-
ing time step, and N ′ is the set of UAVs that are working in monitoring mode. To use
the UAVs more efficiently in one inspection time step, once UAVs finish their charging
and inspection tasks, at the remaining monitoring time steps of the current inspection
time step, they can be put into the set N ′ and used to perform monitoring tasks until
the beginning of the next inspection time step. For example, consider that there are 5
monitoring time steps in one inspection time step. When a UAV finishes inspection or
charging at the third monitoring time step, then for the remaining two monitoring time
steps, this UAV will be allocated to monitoring tasks by solving the detailed monitoring
routing problem.

Considering that one inspection time step includes multiple monitoring time steps,
solving a programming problem for one inspection time step is time consuming. Thus, a
predictive solver using receding horizons is applied to reduce the computation burden.
The objective function of the detailed monitoring problem is defined as:

max
θn (φ)

ES

( ∑
φ∈Φ

∑
c∈C

ηc (φ)r M
c,s (φ)

)
(7.23)

where ηc (φ) equals 1 if hexagon c is monitored at monitoring time step φ, r M
c,s (φ) is the

reward for monitoring hexagon c in monitoring time step φ for scenario s, Φ is the set
of monitoring time steps in one prediction horizon of the detailed monitoring problem,
and C is the set of hexagons in the whole distribution and traffic network. The objec-
tive of the detailed monitoring problem is to monitor the lines and roads to maximize
the total reward. The rewards are modeled in the detailed monitoring problem consid-
ering two factors. Firstly, when the transmission lines or roads have been monitored
recently by UAVs, the condition, e.g., potential failure, traffic jam, of these transmission
lines or roads are less uncertain. Secondly, the longer the time since the transmission
lines or roads have been monitored, their conditions are more uncertain. Thus, the re-
ward r M

c,s (φ) for monitoring hexagon c in monitoring time step φ can be defined as:

r M
c,s (φ) = ∑

(i , j )∈Tc

r ′
i , j ,s (φ)+ ∑

(i , j )∈Rc

r ′′
i , j (φ), ∀φ ∈Φ, ∀c ∈C , ∀s ∈S (7.24)

where (i , j ) represents the transmission line or road between nodes i and j , Tc and
Rc are the sets of transmission lines and roads included in hexagon c respectively. For
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r ′
i , j ,s (φ) and r ′′

i , j (φ):

r ′
i , j ,s (φ) = ηc (φ) · r T

i , j ,min + (1−ηc (φ)) · r T
i , j ,s ,

(i , j ) ∈Tc , ∀φ ∈Φ, ∀c ∈C , ∀s ∈S

r ′′
i , j (φ) = ηc (φ) · r R

i , j ,min + (1−ηc (φ)) · r R
i , j ,

(i , j ) ∈Rc , ∀φ ∈Φ, ∀c ∈C , ∀s ∈S

(7.25)

Note that r T
i , j ,s and r R

i , j vary at each inspection time step but not at each monitoring time

step, because the loads and the roads preferred by the repair crews are assumed to not
change drastically within tens of seconds (one monitoring time step). Then, ηc (φ) can
be obtained by:

ηc (φ) =
{

0 if χn(φ) =χc

1 otherwise
, ∀n ∈N ′, ∀φ ∈Φ, ∀c ∈C (7.26)

where χc represents the geographical position of the center of hexagon c.
The detailed monitoring problem can be solved by firstly transforming the non-linear

constraints into mixed-integer form, and then using branch-and-bound method.

7.5. CASE STUDY

7.5.1. GENERAL SETTINGS OF THE CASE STUDY
A real-life distribution network and traffic network in the urban and rural area of Zalt-
bommel and its neighbors, the Netherlands, is considered as shown in Figure 7.3. In this
case study, obstacles and a heterogeneous UAV team with multi-rotor UAVs and fixed-
wing UAVs are considered. There are 6 multi-rotor UAVs (UAVs 1, 3, 4, 5, 7 and 8) that
can be applied for inspection and monitoring and 2 fixed-wing UAVs (UAVs 2 and 6) that
can only be used for monitoring.

During the restoration process, some unpredictable events will also be considered in
this case study, including changes of damages (i.e. newly emerged damages, and dam-
ages inspected by repair crews) and the unpredictable position shifting of the UAVs. We
will show that the proposed real-time UAVRS can handle these unpredictable events in
time by comparing its performance to the off-line methods, which do not handle these
unpredictable events in time. The off-line method used for changes of damages de-
termines the UAVRS plans before implementing the inspection and monitoring tasks
and does not change them during implementation. This off-line method is character-
ized by two aspects. Firstly, when a new damage emerges, the off-line method allocates
UAVs to inspect the newly emerged damage after the off-line inspection tasks are all ac-
complished. Secondly, when a damage is inspected by human repair crews, the off-line
method still allocates UAVs to inspect that damage but when the UAVs reach that dam-
age (and find that the damage has been inspected by human repair crews), the UAVs
move to another inspection task immediately. While, the off-line method used for posi-
tion shifting considers that when a position shifting occurs, the UAV first moves back to
its original route and then follows the original route.

In addition, the algorithms mentioned in Section 7.3.4 will be compared w.r.t. the
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Figure 7.3: Maps for the case study

optimality and the solving speed.
In this case study, the flying speed of all the UAVs is 0.3 km/min, each inspection

time step takes 5 min, and the prediction horizon is 15 min (TD = 15). In the detailed
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monitoring problem, the distance between the center of a hexagon and that of its neigh-
bor hexagon is 300 m. Moreover, there are 5 monitoring time steps in one inspection
time step. Furthermore, the prediction horizon of the detailed monitoring is 4 (|Φ| = 4).
At the beginning, UAVs 1 and 2 are in Depot 1, UAVs 3 to 6 are in Depot 2, and UAVs 7 and
8 are in Depot 3. The charging times for UAVs are 15 min. The coefficients are γ = 0.5,
r T

i , j ,min = 1, and r R
i , j ,min = 1 (∀i ∈I , ∀ j ∈I N

i ).

7.5.2. SETTINGS AND RESULTS FOR CHANGES OF DAMAGES

The following unpredictable events are considered in the case of changes of damages: At
t = 20 min, Damages 26 to 30 newly emerge. At t = 25 min, t = 30 min, and t = 40 min,
Damages 3 and 22, Damages 11 to 13, and Damage 24 have been inspected by the hu-
man repair crews respectively. During inspection time steps 1 to 5, the preferred paths
of the repair crew are 3-14, 39-47, 29-34, and 8-29-26, while during inspection time steps
6 to 9, the preferred paths are 3-14, 36-39-38, and 34-40 as shown in Figure 7.3(c). All
these optimal routes in Figure 7.4 are obtained by the branch-and-bound bi-level solver
(Matlab+CPLEX).

Since there are no changes of damages at the first five inspection time steps, the
routes for the proposed and the off-line method are the same at inspection time steps 1
to 5 (Figure 7.4(a)). For inspection time steps 6 to 9, the routes obtained with the pro-
posed method are shown in Figure 7.4(b), while the routes of the off-line method used
for changes of damages are shown in Figure 7.4(c).

In Figure 7.4(a), UAV 1 is allocated to inspect Damages 18 and 20 and reaches them at
t = 3.54 min and t = 17.85 min. UAV 2 is allocated to monitor paths 45-47-39-36 and then
to the charging mode. UAV 3 is allocated to inspect Damages 4 and 2 and reaches them
at 9.72 min and 17.1 min. UAV 4 is allocated to Damages 8 and 17 and reaches them at
t = 4.12 min and t = 18.77 min. UAV 5 is allocated to Damages 7 and 6 and reaches them
at t = 8.72 min and t = 17.18 min. UAV 6 is allocated to monitor paths 34-32-30-29-31-27
and then to the charging mode. UAV 7 is allocated to inspect Damages 14 and 15 and
reaches them at t = 5.88 min and t = 19.88 min. UAV 8 is allocated to inspect Damages 1
and 5 and reaches them at t = 4.32 min and t = 17.18 min.

Then in Figure 7.4(b), UAV 1 is allocated to Damages 19, 25, 23, and 30 and reaches
them at t = 25.9 min, t = 30.64 min, t = 37.68 min, and t = 44.6 min respectively. UAV 2 is
fully charged at t = 31.5 min and then start monitoring paths 34-36-38-15. UAV 3 is allo-
cated to inspect Damage 9 and reaches it at t = 31.34 min and then monitor paths 30-32
and 38-13. UAV 4 is allocated to Damages 16 and 29 and reaches them at t = 31.36 min
and t = 42.98 min. UAV 5 is allocated to Damages 10 and reaches it at t = 32.27 min
and then to monitor paths 34-40 and 39-38. UAV 6 is fully charged at t = 35.5 min and
start to monitor paths 34-35 and 34-40. UAV 7 is allocated to Damage 21 and reaches it
at t = 33.22 and then to charging mode. UAV 8 is allocated to Damages 27, 28, and 26
and reaches them at t = 26.16 min, t = 31.28 min, and t = 37.44 min respectively. The
whole restoration process is accomplished in 9 inspection time steps for the proposed
real-time method.

For the off-line method (see Figure 7.4(c)), UAV 1 reaches Damages 19, 25, 23, and
30 at t = 25.9 min, t = 30.64 min, t = 37.68 min, and t = 45.89 min respectively. UAV 2
travels the same routes with those of Figure 7.4(b). UAV 3 reaches Damages 9 and 27
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Figure 7.4: Routes for changes of damages

at t = 31.44 min and t = 47.1 min. UAV 4 reaches Damages 16 and 29 at t = 31.36 min
and t = 44.92 min. UAV 5 reaches Damages 10 and 28 at t = 34.55 min and t = 49.5 min.
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Figure 7.5: Routes for position shifting

UAV 6 travels the same routes with those of Figure 7.4(b). UAV 7 reaches Damage 21 at
t = 33.22 min. UAV 8 reaches Damage 26 at t = 51.7 min. The whole restoration process
is not accomplished in 9 inspection time steps (actually 11 inspection time steps) for the
off-line method.

The total inspection cost for the real-time method is 3.88 for the whole process, while
the inspection cost for the off-line method is 146.07. Thus, to handle the newly emerged
damages and adapt to the inspected damages by the human repair crews in time are very
important in UAVRS for restoration. The monitoring rewards for the whole process are
378.41 and 313.31 for the real-time method and the off-line method respectively. The
objective function value of the whole UAVs routing process for the real-time UAVRS is
smaller than that of the off-line UAVRS.

7.5.3. SETTINGS AND RESULTS OF POSITION SHIFTING

In this subsection, unpredictable position shifting on the way to inspect, and when mon-
itoring is considered. The proposed UAVRS is compared with the off-line method used
for position shifting as described in Section 7.5.1. The simulation results are shown in
Figure 7.5.

In Figure 7.5(a), the designed route for a period of 4 min is shown. However, at
t=2 min, the UAV is shifted to a position out of the designed route. The off-line method
searches the way back to the trace, while the detailed monitoring routing strategy in the
proposed real-time UAVRS architecture determines a better route at t=2 min. By imple-
menting the proposed method, the UAV monitors one more hexagon than the off-line
method.

In Figure 7.5(b), when the UAV reaches the blue node, the designed route is deter-
mined for the next inspection time step. However, because of position shifting, the
UAV reaches the position indicated by red dashed arrow, not the blue node. The off-
line method searches the way back to the off-line routes. On the contrary, the proposed
real-time UAVRS architecture adjusts to the new position and determines a new direct
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Table 7.2: Scales of the programming problem for each inspection time step

Step 1 Step 2 Step 3 Step 4 Step 5 Step 6 Step 7 Step 8 Step 9
Number of damages 25 22 - 19 - 16 11 5 2

Number of available UAVs 8 5 - 6 - 5 6 3 7

route. In this case, the damage can be inspected earlier than with the off-line method.

7.5.4. COMPARISON OF ALGORITHMS AND SATISFACTION OF REAL-TIME RE-
QUIREMENTS

Since for the detailed monitoring problem at the second layer, the solutions can be ob-
tained in several seconds, which is much shorter than one monitoring time step, the
real-time requirement is satisfied easily for each time step. This subsection mainly dis-
cusses and compares the algorithms mentioned in Section 7.3.4 for the first-layer bi-level
programming problem.

The scales of the bi-level programming problem for each inspection time step are
listed in Table 7.2. The available UAVs represent the UAVs that are not inspecting or
charging. The CPU times and objective function values are shown in Figure 7.6. In Figure
7.6, for inspection time step 3 and 5, there is no UAV available and consequently there is
no bi-level programming problem to be solved at these two inspection time steps. Note
that the CPU times and objective function values of the GA are obtained by the average
value over ten runs. Furthermore, the maximum number of generations to obtain results
in one inspection time step is 800, and the number of chromosomes is 601.

From the simulation results, it can be seen that, although the Matlab+ CPLEX and the
Matlab+Intlinprog solvers can obtain the optimal solution, the computation time may
be larger than one inspection time step if the programming problem involves more than
25 damages and 8 available UAVs, while the Matlab+CPLEX and the Matlab+Intlinprog
solvers can only handle cases with up to 19 damages and 6 available UAVs. For the Mat-
lab+GA solver, the computing times can be kept smaller than one inspection time step,
and the gaps between the Matlab+GA solutions and the optimal solution are less than
11% for large-scale problems (Step 1, 2, 8, 9), with no gaps at all for small scale problems
(Step 6, 7). For the Matlab+Greedy solver, the computation time is quite low, but the op-
timality fluctuates heavily for different inspection time steps. Therefore, the Matlab+GA
solver is more suitable to solve the bi-level programming problem in the first layer of our
proposed real-time UAVRS.

7.6. CONCLUSIONS AND FUTURE WORK
This chapter has proposed a real-time UAV routing strategy that can facilitate the fast
restoration of distribution networks after disasters. By using UAVs, the road traffic condi-
tions will not influence the inspection and monitoring operations, and the level of safety
and efficiency of the human repair crews after the disaster will increase. Then the dis-
tribution network operators will obtain updated statuses of the components of the dis-
tribution network and of the road infrastructure condition, which benefits the operators



7.6. CONCLUSIONS AND FUTURE WORK

7

137

 

6
1
2

1
2
2

2
0
6

1
0
4

1
8
6

3
.3

5

4
.1

6
7
3

2
5
8 2
9
9
.9

1

2
3
0

2
5
2

3
.6

7

5
.3

8

2
8
3

9
8 1
0
1

9
2 9
6

4
3

3
3

1
.6

8

0
.4

6

0
.5

2

0
.5

4

0
.8

7

0
.2

3

0
.1

7

S T E P  1 S T E P  2 S T E P  3 S T E P  4 S T E P  5 S T E P  6 S T E P  7 S T E P  8 S T E P  9

Matlab+CPLEX Matlab+Intlinprog Matlab+GA Matlab+Greedy

(a) CPU times for the solvers

 

-1
6
.0

3

-2
7
.8

2

0

3
.2

0
.6

8

-1
9
.0

7

-3
4
.2

7
6

-1
6
.0

3

-2
7
.8

2

0

3
.2

0
.6

8

-1
9
.0

7

-3
4
.2

7
6

-1
4
.2

6

-2
4
.7

8

0

3
.2

0
.6

8

-1
8
.6

9

-3
2
.3

6
3

-6
.5

9

-1
5
.2

3

0

3
.2

0
.6

8

-6
.5

9

-2
4
.5

1
9

S T E P  1 S T E P  2 S T E P  3 S T E P  4 S T E P  5 S T E P  6 S T E P  7 S T E P  8 S T E P  9

Matlab+CPLEX Matlab+Intlinprog Matlab+GA Matlab+Greedy

(b) Objective values of the solvers

Figure 7.6: Performance comparison of the solvers

and repair crews to take resilience enhancement measures in time and also guides the
way for repair crews to reach the damages considering that some roads might be blocked
due to the disasters. In addition, the proposed real-time UAV routing strategy can also
adapt to unpredictable events, e.g., newly emerged damages, damages already inspected
by human repair crews, and position shift of UAVs. Further research will consider a really
larger network, and the multi-level methods will be developed for large-scale instances
of the UAVRS problem. Furthermore, although the UAVs can replace human crews to
perform risky inspection and monitoring tasks, UAVs may be restricted by no-fly zones
[38] and rainy weather [116]. Thus, the effectiveness of using UAVs to inspect and moni-
tor may be influenced. So, another topic for further research is to find alternatives other
than UAVs that are not restricted by no-fly zones and weather conditions.





8
CONCLUSIONS AND

RECOMMENDATIONS

In this thesis, we have investigated failure prevention, location, and restoration strate-
gies in power systems. These strategies are tools to maintain and restore power systems.
In this final chapter, the main conclusions and contributions are summarized, the im-
pacts on the society are analyzed, and recommendations are provided.

8.1. CONCLUSIONS
The main results of this thesis can be summarized as follows:

DEVELOPMENT OF A PREDICTIVE MAINTENANCE APPROACH FOR ACTIVE DISTRIBUTION NET-
WORKS

We have proposed a short-term preventive scheduling method for active distribution
networks systems that are integrated with distributed energy generators. The power sup-
porting potential of distributed generators and batteries when performing maintenance
actions in the distribution network can be systematically optimized with the proposed
method. This contribution helps the distribution network operators to reduce load loss
costs caused by maintenance.

DESIGN OF A MAINTENANCE STRATEGY FOR GENERATION UNITS CONSIDERING INTER-ISO
POWER EXCHANGE

We have proposed a bidding mechanism for maintenance of generation units in trans-
mission power systems. In this mechanism, the generation companies (GENCOs) of
the host independent system operator (ISO) can bid to change their scheduled mainte-
nance actions and to increase their own benefits. The GENCOs can use their bid price to
purchase supportive energy from the GENCOs of the neighbor ISOs, to pay the penalty
fee caused by reducing the energy transmitted from the host ISO to the neighbor ISOs
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w.r.t. the long-term power exchange transactions, or both. This contribution can provide
more flexibility to the GENCOs for maintaining their generation units. Furthermore, the
reliability of the power networks can also be improved.

DEVELOPMENT OF A TRUTHFUL PLATFORM FOR MAINTENANCE OF GENERATION UNITS

We have proposed a truthful platform for the maintenance of generation units and an ac-
celerated Benders decomposition method. The major advantage of the proposed truth-
ful maintenance platform is that it provides a truthful environment for data storage, data
sharing, and decision making. This contribution can provide a theoretical design form
for truthful maintenance of generation units.

DESIGN OF AN ACCELERATED BENDERS DECOMPOSITION ALGORITHM FOR MAINTENANCE

OF GENERATION UNITS

Since the solving speeds of maintenance scheduling problems are low, an accelerated
Benders decomposition algorithm is proposed by using two specially designed valid in-
equalities. The proposed valid inequalities can solve the maintenance scheduling prob-
lems for generation units with less CPU time.

DESIGN OF AN EV CHARGING STRATEGY FOR PRE-DISASTER EVACUATION SITUATIONS

We have proposed a PEV charging strategy for pre-disaster evacuation situations. Fur-
thermore, an accelerated Aitken-DMPC algorithm has been proposed to solve the for-
mulated charging problems. The proposed PEV charging control strategy can handle
charging planning for pre-disaster evacuation situations by accounting for human evac-
uation behavior. Furthermore, it can handle the unmet departure demands of the PEVs
fairly by adding a penalty mechanism in the formulated charging planning problem.
This contribution can provide an accurate load and charging demand prediction method
for evacuation situations. Moreover, the proposed Aitken-DMPC approach can reduce
the CPU times for solving the charging problems, and consequently, the requirement of
CPU times for solving real-time charging problems can be satisfied.

DESIGN OF AN ACCURATE FAULT LOCATION ALGORITHM CONSIDERING UNCERTAINTY IN

MEASUREMENTS

We have analyzed the influence of uncertainty in the measurements on the transmis-
sion line parameter estimations, which, in turn, influences the results of fault location
methods. Then we have used the maximum-likelihood-estimation method to reduce
the uncertainty in the measurements. By this means, the cost and duration of the search
process for the actual fault location can be reduced.

DEVELOPMENT OF A UAV ROUTING STRATEGY FOR POST-DISASTER INSPECTION AND MON-
ITORING

We have proposed a real-time UAV routing strategy that can facilitate the fast restora-
tion of distribution networks after disasters. By using UAVs, the road traffic conditions
will not influence the inspection and monitoring operations, and the level of safety and
efficiency of the human repair crews after the disaster will increase. By using the pro-
posed strategy, the failures can be inspected quickly by the UAVs and repaired by the
human crews. Furthermore, the traffic situations can be monitored by the UAVs, so that
the repair crews can select the best suited ways to reach the damages.
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8.2. IMPACTS OF THIS THESIS

8.2.1. IMPACTS ON SOCIETY

The strategies proposed in this thesis will have several positive impacts on society, which
are as follows.

ENSURING THE POWER SUPPLY

Sudden failures of the components, e.g., generation units and transmission lines, in
power networks may cause large-scale outages. The outages may decrease the quality
of life of the residents. Thus, performing maintenance actions on components with bad
health conditions can significantly reduce the possibility of sudden outages. Thus, our
proposed maintenance strategies can provide tools to schedule maintenance actions on
the components in power networks. The power system operators can then perform the
maintenance actions according to the scheduling results determined by our proposed
strategies to enhance the reliability of power networks.

DEALING WITH EFFECTS OF NATURE DISASTERS ON POWER NETWORKS

Nature disasters may damage power networks and result in outages. The pre-disaster
evacuation should be well organized, and the post-disaster restoration actions should be
performed as soon as possible. Thus, in this thesis, we provide a PEV charging strategy
for pre-disaster evacuation situations to optimize the charging decisions. Furthermore,
we provide fault location and UAV routing strategies so that the post-disaster restoration
actions can be performed as soon as possible.

In summary, the research performed in this thesis has two main positive impacts on
society. First, it provides maintenance strategies to ensure power supply in power net-
works. Second, it provides efficient strategies for the power system operators to counter
the effects of nature disasters.

8.2.2. IMPACTS ON SCIENCE AND TECHNOLOGY

Real-time control usually requires short computation times so that the control actions
can be obtained in time. Thus, in this thesis, we propose an accelerated distributed
model predictive control strategy based on the Aitken algorithm to improve the compu-
tational efficiency of the real-time PEV charging control. Furthermore, we also provide
a hierarchical computing structure and a heuristic algorithm for real-time UAV routing
control. By using these proposed algorithms, the CPU times required for solving the
real-time control problems can be reduced significantly. Then, the control actions can
be obtained in time for the implementation of the real-time control. The algorithms
proposed in this thesis can also be leveraged to other real-time control systems in other
fields, e.g., real-time control for railway or urban traffic transportation.

8.3. TOPICS FOR FUTURE WORKS
In this section, we present several directions for future research, categorized as short-
term and long-term future topics, respectively.
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8.3.1. SHORT-TERM FUTURE TOPICS

EXTENDED TRUTHFUL PLATFORM FOR MAINTENANCE

The contents of the truthful maintenance platform require to be further extended. For
example, the profits and costs of using the truthful platform for maintenance should be
evaluated via real-life cases. Furthermore, to improve the effectiveness of the planning
of maintenance operations, it is of interest to develop mechanisms to ensure that partic-
ipants are encouraged to share more data so that they can be seen and used by the target
entities, while at the same time guaranteeing that sensitive shared data cannot be seen
by the competitors.

ACCELERATED DISTRIBUTED MODEL PREDICTIVE CONTROL

Other acceleration approaches, e.g., Anderson [204] and Steffensen [107] acceleration
approaches, may be developed for distributed model predictive control. Furthermore,
the rates of convergence for distributed model predictive control approaches should be
studied for distributed control architectures with more than three blocks.

PREDICTIVE MAINTENANCE STRATEGIES FOR POWER CONVERTERS

The key innovation of this topic is to associate the reliability of power electronics devices
with the power system operations. Predictive maintenance and the power converter
control strategies can be studied. Specifically, the predictive maintenance strategy for
converters considering the mission profiles, e.g., temperature and load profiles, should
be developed. Furthermore, power converter control strategies for enhancing the relia-
bility of the power systems should be developed.

8.3.2. LONG-TERM FUTURE TOPIC

FULLY AUTONOMOUS CONTROL PLATFORM TO COUNTER EXTREME NATURE DISASTERS

This topic is to develop an autonomous control platform for power systems to counter
the effects of nature disasters. The target of this platform would be to facilitate human
power system operators to make decisions. Consequently, the efficiency for decision
making can be improved and the visualization and be increased. A variety of tools that
can support decision-making based on data will be developed.

MIGRATION OF THE PROPOSED APPROACHES TO OTHER APPLICATIONS

This topic is to extend the approaches developed in this thesis to other applications
where maintenance plays an important role, e.g., railway transportation, energy net-
works, water systems, etc. The physical mechanisms of the maintenance of these net-
works may be different. However, the formulated maintenance scheduling problems
may have the same form, e.g., mixed-integer programming problems. Thus, the acceler-
ated algorithms proposed in this paper, e.g., Aitken-based distributed model predictive
control and valid inequalities of the Benders decomposition, may be adapted for these
other applications.

INCLUSION OF HUMAN FACTORS IN THE MAINTENANCE AND OPERATION OF POWER NET-
WORKS

This topic is to include analysis of and models for human factors of the customers, oper-
ators, maintenance and repair crews, and prosumers, into the approaches developed in
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this thesis. Moreover, such analysis results and models can also be included in the oper-
ation of power networks, and be used to design the charging controller of the household
batteries, the energy controller of smart buildings, the campus power system controller,
etc.
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