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Abstract

With the advances towards a quantum computer incorporating many qubits, the demand for a scalable read-
out and control platform rises. Recent proposals for such a platform exploit the maturity of CMOS technol-
ogy, to implement the various analog, RF and digital circuits required. To allow for scaling, the electronics
that constitute this platform are translated close to the qubits in a cryogenic environment. Limited power
dissipation can be absorbed in this environment, stressing the need for low-power circuits.
Presently, digital control is carried out by FPGAs due to the rapidly changing control parameters. FPGAs are
expected to be replaced in the future by ASICs, as they are inferior in terms of performance, area and most
critically power dissipation. Conventional standard cells used for digital ASIC implementation are expected
to be sub-optimal with respect to low-power and cryogenic operation, due to a shift in device characteristics
in this environment. This thesis proposes the first minimal standard cell library designed for this environ-
ment, with low-power operation in mind, that enables future digital and mixed-signal designs to address the
requirements demanded by the cryogenic environment.

iii





Acknowledgements

I would like to thank my thesis supervisor, Prof. Edoardo Charbon, for offering and trusting me with this
challenging project. Edoardo enabled me to work independently, while maintaining an advisory role to the
project and myself. Even though Edoardo was abroad most of the time, he kept a close relation to the project
by weekly meetings, regardless of his location.
Secondly I would like to thank Dr. Fabio Sebastiano, for being my daily supervisor. Many technical details
were easily fleshed out by him due to his expertise in the analog domain.
I would like to thank the members of the ’CoolGroup’ for the many educational sessions outside of my field
of expertise. Specifically, I would like to thank the other master students that are part of the group: Job, Jaco
and Sriram, for cooperative thinking about general issues and helping me with issues I encountered specific
to the analog domain.
Finally, I would like to thank my parents for mental support, as well for providing a relaxed working environ-
ment at home and means of daily commute to Delft.

E. Schriek
Hendrik-Ido-Ambacht, September 2018

v





Contents

List of Figures 1
1 Introduction 3

1.1 Quantum Computing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2 Classical Electronics and Quantum Computing . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.4 Thesis Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

2 (Ultra) Low Power CMOS 5
2.1 The Sub/Near-Threshold Region . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

2.1.1 Theoretical Limits on Supply Voltage and Noise Margins . . . . . . . . . . . . . . . . . 6
2.1.2 Minimum-Power/Energy Point . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.1.3 Secondary Effects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.1.4 Variation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.2 The Sub/Near-Threshold Region at LHe . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2.1 Theoretical Limits on Supply Voltage and Noise Margins . . . . . . . . . . . . . . . . . 10
2.2.2 Minimum-Power/Energy Point . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2.3 Secondary Effects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2.4 Variation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2.5 Latch-up . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

2.3 Logic Families/Styles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.3.1 Static CMOS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.3.2 Dynamic CMOS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.3.3 Dynamic Threshold CMOS (DTMOS) . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.3.4 Transmission Gate Logic . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.3.5 Current Mode Logic . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.3.6 Other Families . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.4 Low-Power Standard Cell Libraries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.4.1 Process. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

3 The Standard Cell Library, ’CooLib’ 19
3.1 Proposed Standard Cell Layout Properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.2 Proposed Standard Cell Library Content . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

3.2.1 Low-Power Implementation Cells . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.2.2 Physical-Only cells . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

3.3 Timing Information Extraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.3.1 The Liberty Format . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.3.2 Simulation Based Standard Cell Characterisation . . . . . . . . . . . . . . . . . . . . . 31

3.4 Physical Information Extraction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.5 Standard Cell Verification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

4 Test Chip Design and Implementation 35
4.1 Design & Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

4.1.1 On-Chip Delay Testing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
4.1.2 Test Circuits . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

4.2 Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
4.2.1 Static Logic Synthesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
4.2.2 Domino Logic Synthesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
4.2.3 Hierarchical, Partition Based Implementation with Multiple Library Domains. . . . . . . 39
4.2.4 Power Domains . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

vii



viii Contents

4.3 Verification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4.3.1 Functionality & Timing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4.3.2 Power Grid . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

4.4 Finalised Layout and Implementation Issues . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

5 Cryogenic RISC-V 45
5.1 RISC-V . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
5.2 SRAM Programming . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
5.3 Implementation and Verification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
5.4 Finalised Layout and Implementation Issues . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

6 Testing & Results 49
6.1 Test Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
6.2 Automated Test Pattern Generation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
6.3 Field-Programmable Gate Array Programming . . . . . . . . . . . . . . . . . . . . . . . . . . 50

6.3.1 Dynamic Clock Generation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
6.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

6.4.1 300 K Delay Measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
6.4.2 300 K Leakage Power Measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
6.4.3 300 K Dynamic Power Measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

7 Conclusions and FutureWork 57
7.1 Conclusions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
7.2 Future Recommendations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

Chip Gallery 59
Bibliography 61
A Standard Cell Layouts 65
B RISC-V Programming & Firmware 77



List of Figures

1.1 Proposed cryo-CMOS controller for the control and readout of qubits. [1] . . . . . . . . . . . . . . 4

2.1 Noise margins as a function of imbalance factor I F , for various values of VDD in the subthresh-
old regime. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2.2 Minimum Energy Point considering TSMC40LP parameters and CL = 1 f F , α= 0.1 and LD=10 . 8
2.3 Inverter FO4 falltime simulation (Monte-Carlo) displaying the presence of the RSCE effect. Op-

timal length is indicated. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.4 Noise margins for room temperature (a), versus 4.2 K prediction for n = 34.9 (b), and n = 1 (c). . 11
2.5 Minimum-energy point comparison between 300 K and 4.2 K. . . . . . . . . . . . . . . . . . . . . 12
2.6 Sensitivity to VT H mismatch and/or difference. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.7 Basic implementation of a dynamic logic gate. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.8 Basic implementation of a domino logic gate. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.9 NOR gate build from transmission gates. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.10 Basic CML structure. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.11 Stacking factor XST AC K as a function of VDD . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

3.1 Average improvement for τHL (left) and τLH (right) over 1000 simulations (Monte Carlo). Results
below the 100% yield line should not be considered. . . . . . . . . . . . . . . . . . . . . . . . . . . 20

3.2 Improvement in for σHL (left) and σLH (right) over 1000 simulations (Monte Carlo). Results
below the 100% yield line should not be considered. . . . . . . . . . . . . . . . . . . . . . . . . . . 20

3.3 Additional well taps on cell boundary. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.4 IR estimation under 4.2 K operating conditions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.5 Performance and functional yield (3σ) for popular DFF architectures (logic styles) in the sub-

threshold region. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.6 Schematic (a) and layout (b) of the proposed transmission gate D-type flip-flop (without reset). 24
3.7 Schematic (a) and layout (b) of the proposed domino OR gate. . . . . . . . . . . . . . . . . . . . . 25
3.8 Proposed two-stage low-to-high level shifter. VDDL represents the low voltage level, VDD I and

VDD H represent the intermediate and high (nominal) supply levels. . . . . . . . . . . . . . . . . . 26
3.9 Regions of successful LH conversion in terms of VDDL and VDD I . The green region represents

SS/FF/TT global process corners, while the red and blue represent the SF and FS corners re-
spectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

3.10 LH shifter double height (2×2.10µm) standard cell layout. . . . . . . . . . . . . . . . . . . . . . . 27
3.11 Level down conversion, (a) shows conventional inverter based down shifting and its problem,

(b) shows the proposed solution. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.12 (a) shows the level-down shifter double-height (2×2.10µm) layout, (b) shows the schematic. . . 28
3.13 Physical-only cells, (a) shows a 32-track filler cell, (b) shows the 16-track decap cell. . . . . . . . 29
3.14 Comparison between full layout and abstract view of the same cell. . . . . . . . . . . . . . . . . . 32

4.1 Overview of the BIST circuit. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
4.2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
4.3 Logic duplication to remove a trapped inverter at the AND gate’s output. . . . . . . . . . . . . . . 39
4.4 Logic rearrangements to avoid unnecessary logic duplication. . . . . . . . . . . . . . . . . . . . . 40
4.5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4.6 Power domain ’PDLow’ graphical representation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.7 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.8 Isolation provided by DNW and short-circuit (dotted line) due to dynamic back-biasing when

placed in a common DNW. RW stands for p-well in DNW. . . . . . . . . . . . . . . . . . . . . . . . 43
4.9 Full layout of the implemented test chip. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

1



2 List of Figures

5.1 Logic surrounding the SRAM for programming and readout. . . . . . . . . . . . . . . . . . . . . . 46
5.2 IR drop across the RISC-V core. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
5.3 Finalised PicoRV32 implementation layout with CooLib-Static (and TSMC SRAM blackbox). . . 48

6.1 Complete test set-up. Supplies labelled with the VCC prefix are used for the FPGA. . . . . . . . . 50
6.2 Simplified state diagram for the automated testing of the test chip. . . . . . . . . . . . . . . . . . . 51
6.3 The range of synthesizable frequencies on the Xilinx Artix-7, with FC RY ST AL = 100M H z. Points

where the relative error between two neighbouring frequencies is above 0.5% are indicated by a
red dot. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

6.4 300 K delay measurements for the test chip. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
6.5 300 K leakage power measurements for the test chip. . . . . . . . . . . . . . . . . . . . . . . . . . . 54
6.6 Low-to-high level shifter static power consumption at the VDD H supply, over the full range of

VDDL . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
6.7 300 K dynamic power measurements for the test chip. . . . . . . . . . . . . . . . . . . . . . . . . . 55



1
Introduction

1.1. Quantum Computing
The use of quantum computers promises advantages over ’classical’ computers in solving certain intractable
problems [2]. For instance, optimisation and factorisation problems are anticipated to experience an expo-
nential speedup [3]. Quantum computing aims to exploit the phenomena inherited by quantum mechanics
to provide speedup, specifically superposition and entanglement.
Contrary to classic computers, where a binary system of bits is used, quantum computers use so-called
qubits. In detail, qubits are capable of being in a superposition of two states, whereas a bit can only have
one state, logic one or zero. The qubit’s state is described as α |0〉+β |1〉, where α and β are probabilities of
finding the qubit in state |0〉 or |1〉 respectively. Two numbers are hence necessary to describe the state of a
single qubit, contrary to a classical bit where a single number suffices. Moreover, an N-qubit systems requires
2N numbers to describe its state, and cannot be described by classical computers due to memory limitations
for reasonable numbers of qubits.

1.2. Classical Electronics and Quantum Computing
The development of quantum computers is currently at the state where a small number of qubits is imple-
mented, which is far from approaching the number of qubits required for the problems just described. Even
with this small number of qubits, classical computers and conventional electronics are currently used for the
readout and control of the qubits or quantum computer. The small number of qubits allow for these elec-
tronic devices to operate at room temperature, with long cables connecting to the qubits, that reside at a
stable (20-100) milli-Kelvin operating temperature provided by dilution refrigerators. Towards implementa-
tion of a larger number of qubits this type of control is expected to become challenging. To cope with the
issue, it is proposed to move the readout and control electronics closer to the qubits, which currently lies
at the 4.2 K operating temperature. One such architecture for readout and control is displayed in figure 1.1.
Operating at this temperature creates new challenges as circuits implemented in CMOS behave differently at
this temperature. Additionally, the cooling power of dilution fridges is restricted to several Watts [4], which
has to be shared amongst several circuits.
Many of the analog circuits which are part of the readout and control chain have already been implemented
with 4.2 K operation in mind [4], while other blocks are under active development. However, the digital
control has received less attention, which could be perceived as curious since the digital control is responsible
for a significant chunk of power dissipation, with respect to the power budget of a few watt. The state-of-the-
art in digital control at 4.2 K exploit of-the-shelf FPGAs to provide a digital control platform which is capable
of dealing with the rapid developments in the number of qubits due to its reconfigurability. Certain FPGAs
have been characterised at 4.2 K [5], showing attractive changes in device characteristics (i.e. performance)
while confirming their functionality at 4.2 K.
Future development stages where the digital control becomes fixed do not require the FPGA’s ability to re-
configure. Moreover, at this stage the performance, power and area (PPA) efficiency of the FPGA falls short
compared to that of an ASIC [6]. As a side note, developments much further into the possible future might
include integration of qubits onto the same die where the ASIC resides, to further stress the need for ASICs,
but for now this remains speculation. Low-power techniques for digital implementation, for instance power
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4 1. Introduction

Figure 1.1: Proposed cryo-CMOS controller for the control and readout of qubits. [1]

gating, allow ASICs to increase the power-efficiency gap to FPGAs even further. This stresses the need for low-
power digital control in the (near-) future, as any reduction in power dissipated by the digital control opens
up headroom for the qubits and analog circuits.

1.3. Motivation
While low-power digital implementation techniques are widely available, an opportunity is found in the core
of digital circuits. Any semi-custom digital circuit is implemented with the use of standard cells, which are
part of a standard cell library, comprising large varieties of boolean functions as well sequential logic such as
flip-flops. This library is typically supplied by the foundry and designed for nominal operation, in terms of
operating temperature and voltage.
The change in device (MOSFET) characteristics at 4.2 K compared to 300 K render these conventional stan-
dard cells potentially sub-optimal in terms of performance and power. Hence, this work aims at exploiting the
change in device characteristics at the standard cell level of hierarchy in digital implementation, to achieve
more efficient low-power operation.

1.4. Thesis Outline
Chapter 2 opens with an introduction into low-power CMOS, followed by an analysis of its properties and
how they are predicted to translate by operating at 4.2 K. Chapter 3 discusses the proposed standard cell
library ’CooLib’ in terms of design choices, additionally it discusses the process of building the auxiliary com-
ponents needed for a usable standard cell library. Chapter 4 presents one of two chips implemented with the
proposed standard cells, alongside typical standard cells, which aims at quantification of the library’s per-
formance. Chapter 5 presents the second chip implemented solely with the proposed standard cell library,
which implements a simple RISC-V processor. Chapter 6 concerns the test setup and presents the test results.
Finally, a conclusion is drawn in chapter 7.



2
(Ultra) Low Power CMOS

Digital Integrated-Circuits in the present time are predominantly implemented using Complementary Metal-
Oxide-Semiconductors, or CMOS, where both N- and P-type transistors are used. The choice for this partic-
ular style of implementation over other styles, such as transistor-transistor logic (TTL), arises from its low
static power consumption and large noise margins. Furthermore, its implementation (layout) allows for very
high gate densities, and is thus the standard for very-large-scale integration (VLSI).
Power dissipated by a single logic gate can be described by the following equation, which consists of three
contributors, dynamic power, leakage power and short-circuit power [7, 8]

Ptot al = Pd ynami c +Psc +Pleak , (2.1)

with

Pd ynami c =
1

2
CLV 2

DD f α; Psc = IpeakVDD tsc f ; Pleak = IleakVDD , (2.2)

where CL is the capacitive load driven by the gate, VDD is the supply voltage, f is the switching frequency, α
represents the activity factor, Ipeak is the peak current drawn when both transistors are on, with tsc being the
duration of this period, and finally Ileak representing the current which flows when the transistor is off (VGS =
0). Clearly, the most effective way to reduce power is to lower the supply voltage due to its quadratic impact.
Lowering the supply voltage is not trivial however, as it imposes negative implications for, most importantly,
propagation delay and noise immunity. These implications rapidly worsen when the supply voltage drops
below the threshold voltage of the transistors, where the transistor is said to operate in the subthreshold
region. Even though the implications of operating in the subthreshold region are detrimental to performance,
the context of this project makes it necessary to operate in this particular region. Thankfully, the subthreshold
region is often exploited due to its properties, and is thus well-understood and modelled. This chapter will
start with a more in-depth look into the subthreshold region, along with related topics appropriate to the
region. Secondly, the subthreshold region in context of cryogenic operation will be discussed. Finally, a
qualitative comparison between logic families and/or styles will be made, again in the context of cryogenic,
subthreshold operation.

2.1. The Sub/Near-Threshold Region
The sub-threshold region’s main characteristic is the exponential VGS −IDS relationship. As stated before, this
relationship renders the sub-threshold region unattractive for high performance circuits and/or applications.
However, applications which do not yield the high performance constraint might benefit from operating in
the sub-threshold region. For example, battery-powered applications are typically not under this constraint,
and lowering the supply voltage affects energy consumption in a similar manner to power consumption, in-
creasing application operating time on a single charge of battery as a consequence. The subthreshold current
IDS , meaning the current which flows from the drain to source terminal, is typically modelled by [9]

IDS = I0
W

L
e

VGS−VT H
nvt (1−e−

VDS
vt ); I0 =µ0Cox

W

L
(n −1)v2

t , (2.3)
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6 2. (Ultra) Low Power CMOS

where W /L is the aspect ratio between transistor width and length, VT H is the threshold voltage, VGS is the
gate-source voltage, VDS is the drain-source voltage, vt = kT /q is the thermal voltage, and finally I0 and n
are technology-dependent parameters. It is important to note that VT H depends on VDS , through the drain-
induced barrier lowering (DIBL) effect, and VBS through the body effect. This can be analytically expressed
as [9]

VT H =VT H0 −λDSVDS −λBSVBS , (2.4)

with VT H0 representing the zero-bias threshold voltage (when VDS = VGS = 0V ), whereas λBS and λDS are
technology-dependent coefficients which represent the ’strength’ of the DIBL and body effect.
The expression for IDS confirms the exponential VGS − IDS relationship and hence the quick performance
degradation. As VDD lowers, performance degradation is further increased by DIBL, as the DIBL effect implies
that VT H increases as VDS lowers. DIBL was found to be negligible above 130-nm nodes, but increases severely
with the scaling of Le f f [10].
As stated earlier, operating in the subthreshold region has implications with respect to noise immunity. Noise
immunity in CMOS is typically expressed in terms of noise margins. Existing work has shown that strength
imbalance between N- and P-MOS transistors in a single gate (i.e. inverter) affects these noise margins in
a negative manner. Furthermore, it was found that eventually, as VDD decreases, noise margins become
negative which imposes a restriction on the minimum supply voltage. This theoretical restriction of supply
voltage, as well as noise margins, will be discussed in more detail in section 2.1.1. Other characteristics of
the subthreshold region will be discussed as follows. The so-called minimum-energy point, which is a selling
point of subthreshold region, will be discussed in 2.1.2. Short-channel effects with affect transistor character-
istic in the subthreshold region will be discussed in 2.1.3. Finally, a more demanding issue of the subthreshold
region appearing in smaller process nodes, variation, will be discussed in 2.1.4.

2.1.1. Theoretical Limits on Supply Voltage and Noise Margins
In the previous section it was briefly stated that N- and P-MOS strength imbalance imposes restrictions on
VDD,mi n . Before discussing this in more detail, theoretical limits considering perfect balance between N- and
P-MOS should be considered, where perfect balance implies equal current driving capabilities disregarding
transistor dimension. Lower bounds on VDD,mi n have been extensively explored in literature, however agree-
ment on a single expression for VDD,mi n is difficult to find. The most commonly found expression, which also
has a clear derivation [11], is found to be [12, 13]

VDD,mi n = 2
kT

q

(
1+ C f s

Cox +Cdep

)
ln

(
2+ Cdep

Cox

)
, (2.5)

which reduces to VDD,mi n ≈ 2 kT
q ln(2) ≈ 36mV at 300 K. It should be indicated that the last term of this ex-

pression contains the subthreshold slope factor n, as n = 1+ Cdep

Cox
. Different boundaries for VDD,mi n found

in literature are integer multiples of the thermal voltage, VDD,mi n > 2...4 kT
q [7, 14]. This boundary appears

to be incorrect, as the lowest VDD found in literature at room temperature, at 62 mV, is well below 4 kT
q [15].

Succesful operation at 62 mV was achieved using a schmitt-trigger logic style which also claims a theoretical
limit lower than 36 mV, namely 31.5 mV [16]. Although this decrease is practically negligible, this indicates
other parameters play a role in achieving a low VDD,mi n , for this schmitt-trigger logic is claimed to result from
a larger ION /IOF F ratio. The larger ION /IOF F leads to better signal swing, naturally leading to better noise
margins. The fact that the 36 mV, or close to, has never been achieved can be explained by the subthreshold
slope factor which is always greater than unity in practice.
Further explanation can be found in N- and P-MOS strength imbalance. VDD,mi n lies deep in the subthreshold
region, meaning that any imbalance in threshold voltage between N- and P-MOS transistors is amplified
compared to superthreshold operation. Designing for perfect balance is thus an impossible task under the
effects of inter- and intra-die process variations. Since it is desirable to operate at a supply voltage where
positive noise margins exist, an expression was derived for VDD,mi n in [17], which takes imbalance as well as
the ’natural’ limits into account

VDD,mi n ≈ 2vt +nvt ln(I F ), (2.6)

where IF, the imbalance factor, is the strength ratio between the stronger and the weaker transistor (effec-
tively IDS,P /IDS,N or vice-versa). This work claims VDD,mi n ≈ 116mV in a 65-nm process, which is well above
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Figure 2.1: Noise margins as a function of imbalance factor I F , for various values of VDD in the subthreshold regime.

the theoretical boundaries that do not take imbalance into account. Various other ultra-low voltage applica-
tions have been demonstrated to operate around this voltage, possibly indicating that this boundary is more
practical to work at.
In the previous discussion, noise margins are often mentioned. To understand static noise margins in low-
voltage CMOS, one must understand that low-voltage acts as ratioed logic [9]. In detail, low-voltage inherits
an ION /IOF F ratio much smaller compared to nominal VDD operation, in such low quantities that it starts
acting as ratioed logic. In this case, the output high (low) fails to reach VDD (VSS ). This is known as a form
of signal degradation, and worsens as VDD decreases. For a detailed analysis the reader is referred to [9].
Another important factor is the strength ratio, or the imbalance factor. A strong NMOS affects (decreases) the
output high level VOH , while a strong PMOS affects (increases) the output low level VOL . The author of this
work performed an in-depth analysis, deriving expressions for ∆VOH and ∆VOL , which were found to match
well

∆VOH = vt
βn

βp
e
− VDD

np vt ; ∆VOL = vt
βp

βn
e−

VDD
nn vt , (2.7)

where βp and βn represent device strength, similar to IDS . Subsequently, in the same work, an expression for
static noise margin is found to be

N M = mi n(N ML , N MH ) (2.8)

= VDD

2
− vt − v t

n

2
ln(I F ). (2.9)

Equations 2.7 and 2.8 are powerful tools to analyse noise immunity in the subthreshold regime. Figure 2.1
shows the noise margin as a function of imbalance factor I F , where I F was taken as Gaussian distribution to
replicate σVT H . Clearly, the noise margin degrades with VDD , although a logic gate can sustain considerable
imbalance at VDD = 200mV .

2.1.2. Minimum-Power/Energy Point
One of the features of the subthreshold region is the so-called minimum-energy point. At this particular point
with respect to supply voltage, the energy consumed of some circuit is at a global minimum. Naturally, this
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Figure 2.2: Minimum Energy Point considering TSMC40LP parameters and CL = 1 f F , α= 0.1 and LD=10

point is of interest to (mobile) battery powered application, as stated earlier. The minimum-energy point
typically lies deep in the subthreshold region [8]. Similar to power, energy is composed of a dynamic, leakage
and short-circuit portion

Etot al = Ed ynami c +Eleak +Esc (2.10)

=CLV 2
DDα+ Il eakVDD tp LD +QscVDD , (2.11)

where LD is the logic depth, or the number of gates considered, and the charge Qsc represents the current
drawn for the short-circuit duration.
Figure 2.2 shows the minimum energy point (MEP) for CL = 1 f F , α = 0.1 and LD = 10, with process pa-
rameters extracted from SPICE simulation. The critical difference between energy and power is that energy,
specifically leakage, is dependent on propagation delay tp . This implies that, while Il eak decreases with VDD ,
tp will increase exponentially and eventually leakage energy will dominate dynamic energy. At that point the
minimum energy consumption is achieved, and decreasing VDD will only incur unnecessary penalties in en-
ergy consumption. Finally, for higher activity factors α the MEP will shift up and to a lower VDD . If more than
one gate is to be considered, meaning LD increases, the MEP will shift up and to the right.
Contrary to energy, power consumption decreases monotonically with VDD , since there is no dependence on
propagation delay.

2.1.3. Secondary Effects
Two secondary effects should be considered when operating in the subthreshold region, the reverse short-
channel effect (RSCE) and the inverse narrow-width effect (INWE), as both effects substantially modulate the
threshold voltage. Short channel devices display a phenomenon where VT H decreases with device length [7,
18], which is known as SCE. As device dimensions scale, the effect worsens with increasing DIBL. To miti-
gate the problem, HALO doping (pocket implants) is used [18, 19], which consists of highly doped regions at
the drain and source, increasing the overall doping concentration in the channel. Increasing the length of a
transistor with HALO doping separates the HALO implants, lowering the dopant concentration in the cen-
tre of the channel. In turn, this increases the depletion layer under the gate, lowering VT H [19]. This effect
is known as the reverse short-channel effect, and as the name implies is the opposite of the short-channel
effect. In the subthreshold region, SCE is attenuated by a reduction of DIBL, meaning the RSCE effect is
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Figure 2.3: Inverter FO4 falltime simulation (Monte-Carlo) displaying the presence of the RSCE effect. Optimal length is indicated.

very well present [18]. An attractive property of exploiting the RSCE effect is a reduction in propagation de-
lay, due to the exponential VGS − IDS relationship. Secondly, RSCE increases the depletion width under the
gate, lowering the depletion capacitance Cdep . This implies that the subthreshold slope factor n lowers, since

n = 1+ Cdep

Cox
. Finally, the gate capacitance of a transistor in the subthreshold region is given by the oxide

capacitance Cox in series with the depletion capacitance Cdep , which implies that RSCE lowers the gate ca-
pacitance. A SPICE simulation, shown in figure 2.3, of an inverter driving four equally sized inverters shows
that the optimal length in the subthreshold region is indeed larger than minimum, confirming the theory as
defined in literature.
The narrow-width effect is a result of local oxidation of silicon (LOCOS), which is a process step developed to
insulate transistors from each other, by providing a gradual reduction in channel depth [19]. The use of this
insulating technique allows the depletion region to extend outside of the channel width, under the isolating
field oxide [7]. Consequently, more gate voltage is needed to create the channel, which is more significant for
small channel widths. Hence, the narrow-width effect (NWE) increases VT H with decreasing W . LOCOS has
in time been replaced by shallow trench isolation (STI) [19], creating an abrupt end to the channel instead
of the gradual reduction of LOCOS. This abrupt ending, and the defects introduced create fringing fields at
the channel corners, reducing the threshold voltage when the width of the channel is smaller. The threshold
voltage under the effect of the fringe fields is expressed as [19]

VT H0 =VF B +ψs +Eox
tox

1+F /W
. (2.12)

For details, the reader should refer to [20]. This effect is coined as the inverse narrow-width effect, as it reduces
VT H as W decreases.

2.1.4. Variation
Variation between transistor, or more commonly known as intra-die variation (mismatch) is becoming an
increasingly bigger problem as device dimensions scale. Random spatial reliability effects, which are decided
during manufacturing, are the main source of mismatch in the form of threshold voltage variation [21, 22].
Random spatial reliability effects include random dopant fluctuations and line edge/width roughness. Mis-
match has larger implications for the subthreshold compared to the superthreshold. The VT H distribution is
typically Gaussian, resulting in a Gaussian distribution for ION and thus delay in the superthreshold. In the
subthreshold, the resulting distribution for ION is log-normal due to the exponential dependence of ION on
VT H . As a result, a larger design margin is needed to achieve a certain yield compared to the superthresh-
old. To combat the issue, increasing logic depth is effective as it quickly moves the log-normal to a Gaussian
distribution, as dictated by the Central Limit Theorem [23]. The second solution which acts on a per transis-
tor basis is to increase device dimensions, as dictated by Pelgrom’s law [24]. As mismatch only worsens with
newer process nodes, reaching the theoretical lower limits on supply voltage becomes harder as well. Circuits
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trying to explore this theoretical regime require perfect N- and P-MOS balance, as discussed in section 2.1.1.
Surely, minimum sized transistor, and standard cells provided by the foundry, would be ineffective for this
purpose.

2.2. The Sub/Near-Threshold Region at LHe
Cryogenic CMOS has perceived quite some attention in recent times, in context of quantum computation.
Subsequently, it is known how important transistor parameters alter. If equation 2.3 is considered, three
important parameters change significantly at 4.2 K. First, the threshold voltage VT H is generally found to
increase by approximately 100 mV [25]. Secondly, the mobility experiences an increase of approximately
twofold. Finally, the subthreshold slope SS is well below the 60mV /decade limit imposed by room tem-
perature operation, even though the subthreshold slope factor n increases by an order of magnitude (SS =
ln(10) kT

q n). It should be noted that other parameters are affected, such as transistor transconductance, how-
ever these parameters are of little interest to digital circuits. The net effect of the altered parameters is a
slightly lower IDS in the subthreshold regime, which is due to the increase in threshold voltage VT H . Even
though mobility increases, VT H dominates due to exponential IDS −VGS relation. Naturally, the net effect in
the superthreshold regime is a slight increase of IDS , as this exponential relation is not present. The decrease
of the subthreshold slope SS implies a significant increase of the ION /IOF F ratio. Furthermore, IOF F (leakage)
decreases by orders of magnitude [25].

The purpose of this section is to compare, how the different characteristics, effects and issues translate when
moving to liquid helium temperature, or 4.2 K. Most parameters of significance are known, which allows for
a prediction using existing models and expressions. It is important to treat the following subsections as such.

2.2.1. Theoretical Limits on Supply Voltage and Noise Margins
The absolute theoretical limit on supply voltage at room temperature (300 K) was found to be approximately
36 mV, as discussed in section 2.1.1. If the assumption is made that the subthreshold slope is ideal, implying
n = 1, then the theoretical limit at 4.2 K evaluates to VDD,mi n ≈ 2 kT

q ln(2) ≈ 0.48mV . This reduction, compared
to room temperature, follows only from a reduction in the thermal voltage, which is based on constants. This
limit might seem promising from a power perspective, however finding an application where delays caused
by operating at this supply voltage are allowed might prove difficult. The subthreshold slope factor n at room
temperature is typically close to one, experimental results at 4.2 K turn out significantly higher [25, 26]. With
a value for n = 34.9 taken from these results (40-nm process), VDD,mi n ≈ 2.47mV .

One particular paper [27] already confirmed that the theoretical limit is indeed lower in cryogenic environ-
ment, as 27 mV was achieved at 77 K (compared to 70 mV at 300 K). Unfortunately, the author did not attempt
4.2 K operation, neither is there literature attempting limits at 4.2 K available.

Previously, the analysis was made that (deep) subthreshold acts as ratioed logic. The significance of this
analysis was that (subthreshold) noise margins are a strong function of the transistor ION /IOF F ratio. Given
the decline in subthreshold slope SS, and thus increase in ION /IOF F , noise margins are expected to become
better at 4.2 K. Figure 2.4 shows a comparison between noise margins at 300 K and 4.2 K (estimated). At
4.2 K, noise margins are estimated to remain close to VDD

2 − vt (the ideal value), due to the decrease in SS.
Figure 2.4c shows an estimation of the noise margins for the ideal SS. In this scenario, the subthreshold slope
steepness approximates a vertical line, i.e. the transistor shows near ideal on/off switching behaviour. Under
this scenario, noise margins are estimated to be close to the ideal value VDD

2 − vt under arbitrary imbalance
conditions.

2.2.2. Minimum-Power/Energy Point
The minimum-energy point present in the subthreshold region has been discussed in section 2.1.2. By using
parameters for mobility, threshold voltage and subthreshold slope factor from existing experiments at 4.2 K,
it is possible to predict the minimum-energy point at 4.2 K. Figure 2.5 shows a comparison using to the plot
shown in 2.1.2.

Clearly, the reduction in leakage current offered by operating at 4.2 K moves the MEP to the left. The reduction
in leakage energy provides an overall reduction in the total energy, translating in the MEP moving downwards
in comparison to room temperature. The reduction in leakage energy is confirmed by measurement results
in [25], where a significant reduction in leakage current is shown for a 40-nm process. This reduction in
leakage current is mainly attributed by a steeper subthreshold slope.
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(a) Noise margin prediction for 300 K with typical
subthreshold slope SS (n = 1.4).
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(b) Noise margin prediction for 4.2 K with experimental
subthreshold slope SS (n = 34.9).
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Figure 2.4: Noise margins for room temperature (a), versus 4.2 K prediction for n = 34.9 (b), and n = 1 (c).

2.2.3. Secondary Effects
In section 2.1.3 secondary effects on transistor behaviour were discussed. Additionally, it was shown how
effective it is to exploit these effects in the subthreshold regime. For RSCE, it has been established that the
effect is significantly reduced [28–30] down to 30 K. Explanation is found in the temperature dependence of
the bulk Fermi potential, which is found to be less sensitive to doping concentration at low temperatures.
One should remember that RSCE is effectively a modulation of the doping concentration. It is presumed that
this reduction continues down to 4.2 K.
INWE is an effect which has gotten no attention below 77 K. A single research [30] presents experimental
results for the INWE effect down to 77 K. In this work, it was found that the INWE effect is significantly larger
for the PMOS. For the NMOS, no clear conclusion was adopted.

2.2.4. Variation
The main source of variation, or mismatch, at room temperature is due to random dopant fluctuations (RDF).
To predict the significance of variation at 4.2 K, a commonly used metric named the coefficient of variation
(CV) is used [23] [31]

στPD

µτPD

≈ σION

µIOF F

=
√

e
σVT H

nvt −1. (2.13)

If n is interpolated from 300 K values to the experimental values found at 4.2 K over temperature, an indication
of the CV over temperature is given in figure 2.6a. Following this metric, a significant increase in mismatch of
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(a) Minimum-energy point at 300 K.
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(b) Minimum-energy point at 4.2 K.

Figure 2.5: Minimum-energy point comparison between 300 K and 4.2 K.
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Figure 2.6: Sensitivity to VT H mismatch and/or difference.

ION , or propagation delay, is to be expected. An possible explanation could lie in the subthreshold slope SS;
an equal deviation in threshold voltage VT H results in a greater deviation of ION at 4 K, as compared to 300 K.
This is visualised in figure 2.6b.
Recent work shows experimental results for a 40-nm process [32], confirming the expected increase in mis-
match. At moderate inversion, or near-threshold, mismatch is found to degrade up to 10x. The experienced
increase in mismatch is likely to be explained by carrier freeze-out modulating the carrier concentration,
amplifying the effects of RDF.

2.2.5. Latch-up
The combination of well and substrates in CMOS processes results in parasitic n −p −n −p structures, cre-
ating parasitic bipolar transistors [7]. Special care should be taken to not forward bias one of these bipolar
transistors, doing so will cause it to feed current into the base of the other bipolar transistor. This creates a
positive feedback loop between the two bipolar transistor, which increases the current until the circuit breaks
down. Avoiding latch-up is simple, Rnwell and Rpsub should be small. This is normally achieved by placing
well and substrate contacts in the neighbourhood of the transistors. While Rnwell and Rpsub should be min-
imised, excessive currents through the substrate could still lead to large IR values, potentially forward biasing
the parasitic bipolar transistor.
Substrate current is a function of IDS [33], implying the subthreshold regime is ’safer’ to operate in. Substrate/n-
well resistance has been found to increase by several orders of magnitude, due to freeze-out of the substrate
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at 4.2 K [1]. Considering the requirements to avoid latch-up, this substantial increase is alarming as it could
lead to the destruction of the circuit. Some literature exists on latch-up at cryogenic temperatures, older re-
search claimed that latch-up at cryogenic temperatures was impossible. To sustain the latch-up effect at room
temperature, the multiplicative current gain of the bipolar transistors should be larger than unity. However,
bipolar transistor current gain, βno and βpo , drop far below unity at 4.2 K [26], rendering latch-up close to im-
possible. This claim was found to be true down to liquid nitrogen temperatures (77 K) [34]. It was found that
below approximately 50 K, other mechanisms for carrier generation start to play a role, specifically shallow
level impact ionization (SLII) [34, 35]. For this region, the condition for latch-up was found to be

βnoβpo > (Msn Msp )−1; Ms = N

n
Ii i (F ), (2.14)

where N is the density of doping atoms, n the number of free carriers, and Ii i (F ) the ionization ratio, which
is a function of the electric field and is zero below the threshold for impact ionization Fi i . This implies that
while βnoβpo < 1, Ms could reach sufficiently high values to sustain the latch-up condition. Unfortunately,
no models and/or experimental results can be found with respect to SLII.
Apart from loop gain, power supply and associated circuits must be able to provide a minimum holding cur-
rent IH and holding voltage VH to maintain latched state [34–36]. In this research it was found that VH is
considerably higher compared to 300 K, while IH is only slightly higher (for different process nodes).
To conclude, while information about latch-up at 4.2 K is scarce, it appears latch-up immunity is better com-
pared to 300 K. Still, due to the destructive nature of the effect special care should be taken into account.

2.3. Logic Families/Styles
In section 2.1, the subthreshold and its characteristics have been discussed. Since it is clear that operating
in the subthreshold region is not without consequences, many logic families, or styles, have been analysed
with respect to the regime. Furthermore, based on predictions for 4.2 K operation, certain logic families might
show obvious advantages to others. Hence, the purpose of this section is to qualitatively (and quantitatively to
some extend) compare logic families, based on literature, with an eye on subthreshold, cryogenic operation.

2.3.1. Static CMOS
Static (complementary) MOS is the industry standard for implementing digital circuits. All of the analysis
regarding noise margins and the minimum-energy in section 2.1 is based on this logic family. Any commercial
design automation software, i.e. synthesis, will selectively support static CMOS. Hence, static CMOS is the
recommended logic family [7], and is in practice impossible to avoid.
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2.3.2. Dynamic CMOS

Figure 2.7: Basic implementation of a dynamic logic gate.

Dynamic CMOS relies on temporary storage of
charge to provide the logic high VOH and low VOL

levels. Similar to static CMOS, dynamic logic con-
sumes no static power. Dynamic logic works in two
phases, precharge and evaluation, where the phase
is determined by the clock signal C LK [7]. The ba-
sic schematic of a dynamic gate is shown in fig-
ure 2.7. When C LK = 0 (precharge), CL is charged to
VDD , while the path to ground is closed by the bot-
tom NMOS transistor. Subsequently, when C LK = 1
(evaluation), the top transistor is disabled and CL is
either discharged to ground through the pull-down
network (PDN) or remains untouched. VY is thus a
function of the NMOS transistors in the pull down
network, and is implemented in a similar manner to
static CMOS. Advantages of the dynamic structure
is a lower number of transistors (N + 2 versus 2N
of static logic), and thus a lower total input capac-
itance. Secondly, speed (performance) is higher due
to a decrease in load capacitance and to an impor-
tant characteristic of dynamic logic.
Consider the scenario where CL is precharged and
waiting for evaluation. If no switching (evaluation)
occurs, CL remains high, resulting in τpLH = 0. If large logic depths are considered, the total propagation delay
of that path can be reduced significantly if some of the dynamic gates in the path do not evaluate. Downsides
of the dynamic logic style lie in dynamic power consumption and signal integrity issues. Since dynamic logic
acts on C LK , it might in the worse case scenario consume power while charging and discharging CL . Hence,
dynamic logic typically consumes more dynamic power than static CMOS [7]. Signal integrity issues arise
from, most importantly, charge leakage of CL and charge sharing. Charge leakage appears naturally due to
the leakage current of the transistors in the pull-down network. Charge sharing takes place whenever the
charge in CL is redistributed over the parasitic capacitances of the transistors in the pull-down network due
to partial evaluation. Both issues can be solved by adding additional transistors, to prevent leakage in the
case of charge leakage, and to precharge parasitic capacitances in the case of charge sharing. Both solutions
induce area and capacitance penalties.
In the end there is a more destructive issue with pure dynamic logic that prevents it from being used in re-
ality. As a matter of fact, cascading of dynamic logic is impossible. The output of every dynamic gate VY ,
meaning the inputs to gates in the next stage, are precharged to VDD (one). This means that CL might be
unintentionally discharged at the beginning of the evaluation phase [7]. This implies that correct operation
is ensured if the inputs can only make a single transition from zero to one during the evaluation phase. This
countermeasure is effectively implemented with an ’extension’ on the dynamic logic family, which is named
domino logic.

Domino Logic
Domino logic solves the issue of cascading of dynamic gates by placing a static inverter at the original output
VY . The basic domino gate structure is displayed in figure 2.8. The result of this static inverter is a precharged
value of VY = 0, and selectively transitions during the evaluation phase from zero to one. This solves the
critical cascading issue of dynamic logic. A number of side effects are introduced with the addition of the
static inverter; an increase in noise immunity, a reduction in CL (when cascading) and the inverter can be
used to prevent charge leakage and charge sharing.
To prevent charge leakage, an additional PMOS transistor is introduced which has its gate connected to VY .
This means that when CL is precharged, VY is zero, turning on the transistor and maintaining the voltage at
the intermediate node. Subsequently when VY = 1 during evaluation, the transistor is off such that it does
not impact the discharging of CL . This transistor is called a weak-keeper and is usually employed in domino
logic [37]. Similar to combating charge leakage, the output of the static inverter can be used to precharge the
parasitic capacitances residing in pull-down network of the following domino logic stage.
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One issue that emerges from using a static inverter at the gate’s output is that only non-inverting functions can
be implemented. In most cases, inverting functions can be replaced by non-inverting functions as dictated
by De Morgans’s Law. This requires an additional logic transformation step during synthesis. Finally, one can
use dual-rail (differential) domino logic to provide both inverting and non-inverting functions at the same
time.

Figure 2.8: Basic implementation of a domino logic gate.

Domino logic is claimed to show a significant in-
crease (10x) in power-delay product (PDP) over
static logic in the subthreshold regime [38]. The
same work presents an analysis of noise immunity
of subthreshold domino logic, which is consider-
ably different from static logic. Domino logic fails
to provide a correct output when the intermedi-
ate voltage drops to the extent where it crosses the
static inverter switching threshold. It was found
that Vnoi se , i.e. the noise voltage present at one of
the domino gate’s input, needs to be very close to
VDD , thus implying excellent noise immunity [38].
Consider the reduction in transistor leakage current
and increase in static noise margins at 4.2 K. Poten-
tially, a ’true’ domino logic implementation without
weak-keeper might function correctly under these
improvements.

Due to the high performance characteristic, domino
logic has found its place in high performance ASIC
design [37]. In the state-of-the-art, it appears as domino logic is avoided due to its power consumption and
general increased complexity in implementation [39].

2.3.3. Dynamic Threshold CMOS (DTMOS)

Dynamic Threshold CMOS is a family similar to static CMOS. In fact, any static CMOS gate can be imple-
mented in DTMOS by a near exact copy. This arises from the fact that DTMOS is static CMOS, under different
body bias conditions. In more detail, the gate of each transistor is connected to the body (or bulk) of that tran-
sistor. Turning a transistor on will forward-bias (VBS > 0 in case of NMOS) the device, lowering the threshold
voltage. When the device is off, the body bias conditions are identical to static CMOS (reverse-biased). This
creates a family compatible with static CMOS, but superior to it in terms of performance ION . Furthermore,
DTMOS is known to show less susceptibility to mismatch (variation) [40] and to have a superior threshold
slope factor n compared to static CMOS [26]. Implications of the latter is an increased ION /IOF F ratio, and
thus larger static noise margins.

Operating DTMOS at nominal voltages is dangerous in context of latch-up, applying VBS = 1.1 to an NMOS
will certainly trigger the parasitic bipolar transistors formed by the various wells. Hence, subthreshold oper-
ation is perfect from this point of view, as VBS will not reach critical levels. On the subject of 4.2 K operation,
a decrease in subthreshold slope compared to static CMOS seems to be confirmed by the work in [26]. This
decrease does not appear to increase towards 4.2 K, hence the reduction in subthreshold slope factor n intro-
duced by DTMOS can be considered negligible in light of the already significant attenuation of n by lowering
the temperature. A major downside of DTMOS is the need of a triple-well process, to isolate each individual
NMOS transistor in its own p-well. Similarly, each PMOS should reside in its own n-well, however this does
not require a special process. Even if a triple-well process is used, significant area overhead is attributed by
hot-well spacing, which is the minimum distance between wells with different voltages. If one were to imple-
ment a DTMOS inverter under these constraints, an area increase in area of 8x is to be expected for a 40-nm
process. Evidently this is unacceptable for very-large-scale integration.

It is important to stress the fact that DTMOS is a concept that can be applied to basically any logic family. For
example, B-DTNMOS [41] exploits the DTMOS concept in domino logic by using the clock signal inherent
to domino logic as back bias, to experience the advantages of DTMOS such as increased performance and
resistance to variation.
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2.3.4. Transmission Gate Logic
Transmission gate (TG) logic is a popular choice in literature for subthreshold operation [42]. Transmission
gate logic is essentially a form of pass-transistor logic, without the downsides of pass-transistor logic. A figure
of a NOR implemented with transmission gates is shown in 2.9.

Figure 2.9: NOR gate build from
transmission gates.

In pass-transistor logic as well transmission-gate, primary inputs are al-
lowed to connect to both transistor gate and transistor source-drain ter-
minals, contrary to selectively transistor gates in static logic. Allowing this
attempts to lower the number of transistors required to implement some
logic gate, reducing the total input capacitance of that gate. For example,
an AND logic gate can be implemented with only two (pass) transistors [7].
This aggressive reduction in the number of transistors is not without con-
sequences, gates implemented with pass-transistors exhibit voltage swing
degradation at the output(s). For instance, an NMOS transistor can only
pull some node to VDD −VT H , instead of VDD for the output high level. A
PMOS transistor exhibits a similar characteristic for the output low level.
Transmission gate logic is a direct solution for this problem, and consists
of a PMOS transistor in parallel with an NMOS transistor. This means that
although the NMOS is poor at passing an logic one, the PMOS will com-
pensate for it as it is in the same path (and vice-versa). While the transmis-
sion gate logic style is effective in solving the main issue of pass transistor
logic, it introduces a new issue by requiring differential inputs. As the gate
typically does not provide differential outputs, additional gates in to form
of static inverters is needed.
The need for static inverters when using TG logic is further exacerbated by
the fact that TG logic is non-regenerative [7]. This means that TG logic can

never ’restore’ degraded inputs signals to the ideal values of VDD and VSS at the output, contrary to regener-
ative families such as static and dynamic CMOS. Degradation of signals in TG logic is a cause of the series
resistance associated with the transmission gate, and other possible effects such as noise and crosstalk. To
cope with the problem, static inverters are inserted at regular intervals. Another result of the series resistance
of transmission gates is that delay in a network of n transmission gates is proportional to n2 [7] (when mod-
elled as RC network). This scaling requires buffer inserted at regular intervals, where the optimum number of
transmission gates per segment is typically three or four [7]. Luckily, as buffers consist typically back-to-back
static inverters, the regeneration problem is solved concurrently by applying this optimisation.
Transmission gate logic imposes attractive properties for subthreshold operation. Primarily, TG logic is in-
herently more resistant to mismatch than static CMOS [42]; the two types of transistors are always together in
the same path, compensating for each others weakness. Secondly, TG logic shows a significant reduction in
leakage power since there is no direct path from supply to ground. For the NOR topology shown in 2.9, a re-
duction in leakage power of 19x was observed compared to a static NOR implementation [42]. In the context
of 4.2 K operation, TG logic might endure larger improvements over static CMOS with respect to mismatch, as
mismatch increases. On the other hand, the low leakage power might become a redundant feature, as leakage
is already significantly decreasing.
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2.3.5. Current Mode Logic
Current mode logic (CML) achieves high-performance, low-power operation by using low voltage signal swings.

Figure 2.10: Basic CML structure.

Low voltage differential signalling (LVDS) is a commonly used exam-
ple of the principle. CML is a differential logic family, which im-
poses benefits with respect to noise immunity. Furthermore, since
the current that flows through the branches of a CML gate can be
adjusted, the family provides a very wide operating range in terms
of performance and power. Figure 2.10 shows the basic structure,
typically the load resistors RL are implemented as PMOS transistors
connected to ground. While its main properties are attractive for
low-power, high-performance applications, the family suffers from
several complications. First of all, static power consumption exists as
one of the NMOS transistors from the gate’s input pair is always (par-
tially) on. Secondly, interfacing with conventional full swing logic
is not possible without additional effort, for instance the swing is
too small to exceed the logic threshold of a static inverter with the
same supply voltage. Finally, the bias circuitry for the current source
demands additional area overhead and headroom for the current
source is required. Similar to the application of DTMOS to dynamic
logic, dynamic operation has been applied to CML to remove the
static power consumption [43] at the expense of increased design complexity.

2.3.6. Other Families
It is important to stress the fact that there exists a vast amount of literature on different (sub-)families. These
families have been considered, but removed from further discussion as they are typically less proven or poorly
(not) compared to well known families. Some logic families such as pass-gate logic are simply disregarded as
they cope with issues that cannot be dealt with.

2.4. Low-Power Standard Cell Libraries
Various sizing strategies to exploit the subthreshold regime have been proposed to be employed in standard
cells. In particular, sizing is driven by secondary transistor effects RSCE and INWE, but also by variation.
The work in [44] and [19] shows considerable reduction in power and area, while improving performance by
exploiting the inverse-narrow-width-effect. The sizing strategy proposed to exploit this secondary effect is to
use minimum-sized transistors with more than one finger, making sure INWE is as strong as possible for each
transistor present. The reverse short channel effect can be exploited concurrently to INWE, further impacting
power and performance in a attractable manner [18, 19].

To account for the increase in variation in the subthreshold regime, stacking of devices is found to be ef-
fective [19, 45]. It should be noted that exploiting RSCE also combats mismatch, as σVT H is proportional to
1/
p

W L (Pelgrom’s Law[24]). Stacking of devices (transistors) is done when exploiting INWE, stressing the
importance of INWE based sizing in the subthreshold regime. Finally, body biasing (i.e. DTMOS) can help in
mitigating variation [45, 46].

Considerations regarding cell strength, logic style, fan-in and transistor type can be made in the subthreshold
regime. Large cell strengths are of little importance in subthreshold standard cell libraries, as performance
is typically not a concern in this regime. The choice in logic style can affect many parameters in significant
ways, section 2.3.4 is a clear example of this. High fan-in (> 2) gates should specifically be avoided in a sub-
threshold standard cell library [22]. High fan-in gates typically have multiple transistors stacked in series,
where the height of this stack is equal to the fan-in. Each of this transistors induces a drain-source voltage
VDS drop, which translates into an increase of the threshold voltage VT H as dictated by drain-induced barrier-
lowering (DIBL). Hence, increasing the number of series transistors translates into an exponential reduction
in current in the subthreshold regime. Figure 2.11 shows this behaviour in SPICE simulation, where XST AC K

represents the total reduction in current through the stack. Ideally, for three series transistors one would ex-
pect a reduction of 3x in total current, but this is clearly not the case in the subthreshold region. Two fan-in
gates, which is the minimum for most functions, shows the least amount of susceptibility to the effect. This
confirms the observations made in literature.
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Figure 2.11: Stacking factor XST AC K as a function of VDD

2.4.1. Process
Typically fully-depleted silicon-on-insulator (FD-SOI) is a better choice over a bulk (standard) process for
several reasons. The following enumeration summarises the enhancements of FD-SOI over a bulk process.

1. Lower parasitic capacitances, resulting in general faster and lower power operation [47, 48].
2. Superior subthreshold slope SS [48, 49].
3. Lower DIBL coefficient. Implies a smaller raise in threshold voltage when moving to low VDD . More

importantly, the performance gap between bulk and FD-SOI becomes larger as VDD becomes lower.
For instance, the work in [49] found a 32% increase in performance at VDD = 1.0V , while a 84% increase
was observed at VDD = 0.6V .

4. Absent random dopant fluctuations, as there are no dopants in the channel. A reduction in ∆VT H of
40% has been reported [49].

5. Immune to latch-up, as the parasitic bipolar transistor structure is not present [47].
6. Very effective forward/reverse body biasing, in principle any bulk voltage can be applied due to the lack

of parasitic bipolar transistors [49].
FD-SOI offers attractive properties for subthreshold operation and is consequently considered the standard
for low-voltage high-performance operation.



3
The Standard Cell Library, ’CooLib’

This chapter focuses on standard cell libraries, in particular on details regarding implementation. First, a
literature review on low-power standard cell libraries will be given, to get an understanding of the state-of-
the-art at room temperature. Secondly, a proposal is made for a cryogenic, lower-power standard cell library,
based on the analysis from chapter 2. Finally, the process of building a standard cell library compatible with
commercial design automation tools is explained.

3.1. Proposed Standard Cell Layout Properties
Based on the analysis made in chapter 2, the following standard cell characteristics are proposed (table 3.1).
A justification of the proposed characteristics is provided subsequently.

Table 3.1: Comparison between state-of-the-art low-power, subthreshold libraries and the proposed cryo-subthreshold library.

300 K Low-Power 4.2 K Proposed Low-Power

Small cells Large cells
Possibly Multi-VT H (MTCMOS) Exclusively low-VT H

L > Lmi n (RSCE aware) L = Lmi n (RSCE reduced at 4.2 K)
W =Wmi n (INWE aware) W =Wmi n (INWE aware)

Low drive strengths Low drive strengths
Restricted to low fan-in Restricted to low fan-in

Possibly forward/reverse biased Possibly forward/reverse biased
Separate well-tap cells Integrated well-taps

Ideally implemented in FD-SOI -

Large cells are proposed to oppose the increase in mismatch at cryogenic temperatures. Standard cell dimen-
sions are expressed as multiples of the lowest layer metal (and possible higher layers) pitch, which is more
commonly known as a routing track. This property makes it trivial to align standard cells on the routing grid.
Specifically, a cell height of fifteen tracks (0.14µm) is adopted, which leads to a cell height of 2.10µm in the
given process (TSMC 40-nm CMOS). As a side note, the cell width is determined by cell function and is again
expressed as multiples of the track width.
The tiny amount of information available with respect to the INWE effect implies that the effect worsens at
4.2 K, implying larger performance gains by maintaining the minimum device width. Hence, the INWE sizing
strategy is adopted similar to 300 K. The minimum width constraint for transistors in combinations with a
15-track height allows for four transistors per side (N & P-type). The expected improvements incorporating
the INWE sizing strategy (stacked minimum sized transistors) are depicted in terms of transition time mean
and standard deviation in figure 3.1 and figure 3.2 respectively.
What is interesting to note from figure 3.1 is that the relative performance increase is inversely proportional
to VDD . A possible explanation is similar to the behaviour found in 2.11, since DIBL diminishes as VDD ap-
proaches zero, the overall effect of the INWE effect on ION is amplified. Secondly, the observation can be
made that the sizing strategy shows similar improvements for both N- and P-MOS transistors. Taking a closer
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Figure 3.1: Average improvement for τHL (left) and τLH (right) over 1000 simulations (Monte Carlo). Results below the 100% yield line
should not be considered.
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Figure 3.2: Improvement in for σHL (left) and σLH (right) over 1000 simulations (Monte Carlo). Results below the 100% yield line should
not be considered.
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look to figure 3.2, a similar trend is followed for the standard deviation of the transition times. Evidently, a
reduction in standard deviation is again found to be inversely proportional with VDD . This shows that apart
from device up-sizing (Pelgrom’s law [24]), the subthreshold region offers a secondary countermeasure for
mismatch, which scales with VDD . The aforementioned properties thus make an INWE aware strategy the
preferred choice.

Considering standard cell drive strengths, the restriction of selectively low drive strengths is adopted for
’CooLib’. Motivation lies in the fact that power is the component of interest, contrary to performance. Sec-
ondly, for practical and logistical reasons in context of the project duration, it is infeasible to implement a
large set of distinct drive strengths.

The adoption of low fan-in gates is motivated by the explanation given in section 2.4, the reader is encouraged
to refer to that section for a more detailed analysis.

Finally, due to the expected reduction in leakage current IOF F and increase threshold voltage VT H , only low
threshold voltage (LVT) devices are used. To allow for even more aggressive reductions in threshold voltage,
the ’CooLib’ standard cells are proposed to incorporate possible forward-biasing by means of a multi-rail for-
mat. More specific, apart from the two ’default’ rails VDD and VSS , two bias rails VNW and VPW are provided
which are required to connect to the n-well and p-substrate, respectively. An issue closely related to forward
biasing is latch-up, as voltages applied to the substrate might forward bias the parasitic BJTs present in the
substrate, which is one of the conditions to trigger and maintain latch-up (as discussed in section 2.2.5). In
the context of 4.2 K, it was discussed that latch-up is highly unpredictable for reasons already stated in sec-
tion 2.2.5. The significant increase in substrate resistance [1] combined with an increased substrate current
might lead to significant IR values.

Figure 3.3: Additional well taps on cell
boundary.

To estimate limits on forward biasing at 4.2 K, substrate resistance
measurements from [1] are combined with room temperature sim-
ulations of substrate current. Note that this a very rough estimate,
but it is the best estimate currently possible. Figure 3.4 shows the
results. Based on this estimation, operating at the nominal biasing
conditions is safe even at 4.2 K where the substrate resistance be-
comes significant. Operating at forward biasing conditions displays
significant IR at VDD ≈ 700mV , indicating that caution is advisable.
It should be noted that for these simulations, the forward biasing
voltage is equal to the supply voltage, VDD = VBS . Ultimately, the
back-bias voltage can be chosen arbitrarily, although limited to the
boundaries defined by junction breakdown boundaries, regardless
of VDD . This implies that larger back-bias voltages could be possible
(without generating a large IR) at lower supply voltages, since IBS is
a strong function of the drain current IDS .

Additionally, to compensate for the increase in substrate and well re-
sistance, well taps should be placed more frequently. To keep the
area overhead induced by the additional well taps small, well tap
standard cells are avoided. A better option was found to integrate
vertical stripes of well taps on standard cell boundaries, as the dis-
tance (proportional to the resistance) from the transistors to the taps
(pick-up) is minimised this way. Figure 3.3 shows the standard cell
layout template with the well taps in place applied to a basic inverter.
The pull-up section of the cell contains a total of ten well taps to the
n-well, contrary to the eight well taps of the pull-down section, as the
pull-up section typically is larger in (vertical) size. This approach to
the placement of well taps minimises the distance as much as possi-
ble, however the distance from transistors present in the horizontal
centre of large cells is larger than that of others. Still, any cell di-
mension is (far) below the distance for which the well resistance was
measured in figure 3.4, which means the IR estimation is too pes-
simistic for most standard cells proposed.
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Figure 3.4: IR estimation under 4.2 K operating conditions.
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3.2. Proposed Standard Cell Library Content
Given the duration of the project, only a minimal set of cells (with respect to function and strength) can be im-
plemented. The main requirement of this set is that it should allow commercial synthesis tools to implement
most functions described in RTL. Furthermore, specific cells are needed to convert the nominal voltage-levels
provided by I/O cells into voltage-levels lying in the subthreshold region. Table 3.2 lists the proposed cells
with their function and additional information. The layout of all cells proposed is found in appendix A.

Table 3.2: Proposed standard cell library content.

Name Boolean Function Logic Family (Style) Drive Strengths (Sizes) Fan-in
Inverter Y =¬X Static 1/2/4X 1
(Clock) buffer Y = X Static 1/2/4X 1
Nand-2 Y = A∧B Static 1/2X 2
And-Or-Invert-2 Y = (A∧B)∨C Static 1/2X 3
Positive Edge D-type
Flip-Flop (No Reset)

N/A Transmission Gate 1/2X 1

Multiplexer-2 Y = (A∧¬S)∨ (B ∧S) Transmission Gate 1X 2
And-2 Y = (A∧B)∧C LK Domino 1/2X 2 (3)
Or-2 Y = (A∨B)∧C LK Domino 1/2X 2 (3)
And-Or-2 Y = (A∧B ∨C )∧C LK Domino 1/2X 2 (3)
Level-Shifter (Up) Y = X Static 1X 1
Level-Shifter
(Down)

Y = X Static 1X 1

Power Gate (Header) N/A Static 1X N/A
Decap N/A Cross-Coupled 8/16 Track N/A
Tie-Hi N/A Static 1X N/A
Tie-Lo N/A Static 1X N/A
Filler N/A N/A 1/2/4/8/16/32/64 Track N/A

The core set of combinational cells is implemented with the static logic family. This decision is forced by
commercial tools, as they primarily focus on (require) static logic. In principle, only the NAND is required to
implement any combinational circuit due to its functional completeness, however most synthesis tools re-
quire the presence of inverters as well. Inverters and buffers are implemented in three distinct drive strengths,
contrary to all other cells, as they are used in e.g. clock tree synthesis and dealing with hold violations. Also
note that the basic OR gate is missing. This is due to the fact that a static OR gate implementation con-
sists of two PMOS transistors in series as pull-up, and two parallel NMOS transistors as pull-down. Based
on the analysis in section 2.1, it is likely that the pull-down network in the OR gate configuration will be the
dominant factor, limiting VDD,mi n at the subthreshold region due to swing degradation. As an alternative, a
and-or-invert (AOI) cell is provided. The AOI gate suffers from the same imbalance issue as the OR gate, but
only under specific input conditions. The AOI gate is not low fan-in (low fan-in is considered two), but its
structure consists of two series transistors at maximum, therefore not suffering of the issues presented in fig-
ure 2.11. Additionally, a multiplexer is added to the combinational set as they are commonly used, specifically
in the chip referred to in chapter 4. The static implementation of a multiplexer is rather bulky (inefficient),
contrary to the transmission gate style which presents the most simple implementation of a multiplexer. A
static inverter is integrated into the cell to provide the complementary inputs.
The set of sequential cells consists of only one cell, which is the simplest possible D-type flip-flop (DFF),
without reset. In the context of this project, no other types of flip-flops, or latches, are needed. Furthermore,
this single cell allows implementation of any register for finite-state machine purposes. The logic style for
this cell was determined to be based on transmission gate, due to its excellent performance in the subthresh-
old region in terms of VDD,mi n [50]. A SPICE simulation over process corners with mismatch confirms this
as shown in figure 3.5. This is likely to be explained by the resistivity to mismatch (imbalance) inherited by
the logic style. Other popular choices for subthreshold DFFs include a pass gate based architecture, and a
architecture commonly known as PowerPC 603 (also partially transmission gate based) [51], of which sim-
ulation results are shown in figures 3.5a and 3.5b respectively. While these two are slightly faster than the
pure transmission gate based implementation, they are more prone to low-voltage operation (and process
corners), exacerbating the need for the pure transmission gate based implementation. Note that cell area for
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(a) Pass gate based DFF architecture.
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(b) PowerPC 603 DFF architecture.
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(c) Transmission gate based DFF
architecture.

Figure 3.5: Performance and functional yield (3σ) for popular DFF architectures (logic styles) in the subthreshold region.

(a) Complementary inputs are provided by static inverter
(not shown).

(b)

Figure 3.6: Schematic (a) and layout (b) of the proposed transmission gate D-type flip-flop (without reset).

the different architectures is not of interest for this standard cell library. Figure 3.6 shows the schematic and
implemented layout following the properties proposed in section 3.1.
Finally, a set of combinational domino logic cells is implemented, given this particular logic family might
benefit the most from operating at 4.2 K, as discussed in section 2.3.2. To test the behaviour of ’true’ domino
logic at 4.2 K, a version of every domino cell is provided without weak-keeper. Contrary to static logic, an OR
gate should be implemented without pull-up/down imbalance in domino logic. The pull-down network of
a domino gate houses at least two series NMOS transistors (three in AND gate scenario), which is more than
desirable as per figure 2.11. This could hamper the domino logic’s performance in subthreshold, even though
NMOS transistors are less susceptible to series stacking compared to PMOS transistors. Figure 3.7 shows a
typical domino gate schematic and proposed layout.
In the end, while current mode logic is a viable choice due to its characteristics (section 2.3.5), it is avoided for
several reasons. Mainly, the differential structure imposes incompatibility with commercial synthesis tools.
Secondly, having a bias current per cell adds significant design and implementation complexity. Finally, its
incompatibility with static CMOS makes it hard to justify CML standard cells. However, CML is considered to
be perfectly viable for (full-) custom blocks.

3.2.1. Low-Power Implementation Cells
Standard cells specific to low-power implementation include level-shifters, power gates, retention flip-flops
and isolation cells amongst others. Low-voltage operation without proper level conversion is impossible, as
low-voltage signal swing typically lies below the logic threshold VM (ideally VM =VDD /2 [7]) of gates operating
at the nominal voltage. Hence, level-shifters take care of converting signals between power domains, where
there is typically a low-voltage power domain and a nominal (high) voltage-domain. Additionally a difference
is found in converting from low to high (LH) and vice-versa (HL) in terms of cell architecture.

Low-to-high shifting
LH conversion is typically done using a differential half-latch based structure [52], but has significant dis-
advantages in terms of area (in the subthreshold) as the circuit is ratioed. More importantly, in most LH
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(a)

(b)

Figure 3.7: Schematic (a) and layout (b) of the proposed domino OR gate.

architectures sizing is not trivial, in context of 4.2 K this would impose very unpredictable behaviour. The
requirements for LH conversion architecture are thus simplicity (or predictability towards sizing) and very
low-voltage up-conversion (< 200mV ). Conversion delay, static power consumption and energy are typical
metrics which are critical for LH conversion as well. Given the project context , energy can be neglected and
delay has a lower priority compared to the aforementioned two requirements. While static power consump-
tion is important in the context of the project, preference is given towards lower VDD conversion, i.e. an
architecture which consumes considerable static power but achieves very low VDD,mi n will be the preferred
choice. Motivation for this trade-off is twofold, primarily it is desirable to test over a very large range of VDD

(LH conversion should not limit VDD,mi n) and the number of LH cells in typical circuits is small, meaning the
overall contribution in static power consumption can be considered negligible. An architecture which was
found to the fulfil requirements is based on a (PMOS) differential pair with active current mirror [53]. Initial
simulations showed that even without sizing this structure was able to convert signals as low as 300 mV to
the nominal core voltage of 1.1 V. However, conversion below 200 mV was found to be troublesome. To deal
with this problem an additional stage was introduced to convert the low voltage signal into an intermedi-
ate voltage signal, which is subsequently converted into the required output voltage signal. This approach
was also employed in [15], where a three-stage LH shifter was proposed to achieve 62 mV operation. While
adding an intermediate voltage level produces additional difficulties in i.e. power routing, it was found to
be unavoidable in the search of very low VDD . Figure 3.8 shows the final schematic of the LH shifter. After
the two differential stages a buffer connected to the high voltage level is introduced to fully restore the signal
swing, as the logic high output of the second stage was found to be about 80-90% of VDD H .
The LH shifter was found to be functional (SPICE simulation, TT corner) down to 20 mV, which remarkably is
below the theoretical limit at room temperature. This simulation was performed with ideal inputs however,
with realistic inputs provided by inverters the lower limit was found to be approximately 50 mV. While the
range provided by this LH shifter is excellent, it was found to be very sensitive to mismatch and global process
corners. Over a Monte Carlo simulations of 1000 points, the functional yield at VDD,l ow = 30mV was found to
be about 10%. With respect to process corners, the SF corner was found to be functional down to VDD,low ≈
10mV , while the FS corner showed failure at VDD,l ow ≈ 140mV . Additionally, function yield was identical
over the TT, SS and FF corners, clearly indicating that imbalance is the limiting factor. To balance FS and SF
corners, the PMOS input pair is implemented with high-threshold voltage devices, furthermore the length is
slightly increased. To deal with mismatch the amount of fingers was increased to 24, at which a functional
yield of 3σ was achieved for VDD,l ow = 30mV . It should be noted that tuning the intermediate voltage VDD I

can be used to combat the effects of global process corners. Figure 3.9 illustrates this, a dot represents a
successful conversion from the low-voltage to the high-voltage level, given the intermediate voltage level on
the Y-axis. The green area represents Monte Carlo results over the TT, SS and FF corners and shows that VDD I

can almost be picked arbitrarily. The red area represents the SF corner, while the blue area shows the FS
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Figure 3.8: Proposed two-stage low-to-high level shifter. VDDL represents the low voltage level, VDD I and VDD H represent the
intermediate and high (nominal) supply levels.

corner. Intuitively, in the FS corner successful conversion is achieved for higher VDD I , since the PMOS input
pairs are weaker. Finally the purple area indicates the region which is common to all corners, which appears
as low as VDDL = 110mV .
To conclude, the layout of the LH shifter is shown in figure 3.10. The NMOS pair (per stage) forming the
current mirror is placed in a column to avoid long interconnect between the two. This leads to a double
height standard cell layout. The secondary power supplies VDD I and VDD H are implemented as secondary
metal stripes across the PMOS transistors. Note that there are two rails per secondary supply which are not
connected internally (to the cell). This implies that both rails should be explicitly connected during the power
routing stage of a typical digital implementation flow. The area of the standard cell is not fully occupied due
to a size mismatch of the P- and N-type transistors. More exotic LH shifter cells, for instance with cell enable,
could make use this available area.

High-to-low shifting
High-to-low (HL) shifting is typically considered trivial in the sense that simple inverters are capable of doing
so. Normally a signal coming from a high-voltage (nominal) domain can be applied to an inverter which is
connected to a low-voltage supply, providing the low-voltage inverter signal at its output. Considering the
nominal voltage of the process in context, this method works down to approximately 200 mV (from 1.1 V).
After this point significant under- and over-shoot starts appearing, which is a result of the steepness of the
input signals in conjunction with the parasitic gate-drain capacitance of the inverter [7]. Furthermore, at
these very low supply voltages the charge stored in this parasitic node cannot be shunted quickly enough,
causing over- and under-shoot. Under-shoot is particularly destructive, as it limits the output in reaching
the logic high level, or VDDL . This is displayed in figure 3.11a, where a 400 mV input signal is applied, and
VDDL = 50mV . The 400 mV output swing in this simulation is the result of a prior down conversion to get a
realistic transition time, note there is no over- and under-shoot issues in this first stage. The conversion from
400 mV into 50 mV shows significant undershoot, which indeed prevents the signal from reaching the logic
high level in time. Note that it will eventually reach the logic high level, but it induces a significant penalty
in terms of delay. The obvious solution is to limit (decrease) the slew rate, giving the transistors effectively
more time to shunt the parasitic charge. However this also implies penalties in terms of delay, as aggressive
up-sizing of device length is one way to accomplish this.
The proposed solution is as follows: since an intermediate voltage level is already required for low-to-high
shifting, it can be used in high-to-low shifting without inducing any additional penalties. Hence, the high
(nominal) 1.1 V signal is converted into the intermediate supply voltage which ranges from 200 mV to 400
mV as seen before. If this intermediate voltage signal swing VOU T,S1 is inverted and applied to the second
stage inverter PMOS transistor as dynamic (reverse) back bias, VB ,P MOS = ¬VOU T,S1, the dynamic back bias
couples to the inverter output through the parasitic capacitance between the bulk and drain (CDB ). The result
of this capacitive coupling is that the signal overshoots when it would undershoot in the normal case. This
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Figure 3.9: Regions of successful LH conversion in terms of VDDL and VDD I . The green region represents SS/FF/TT global process
corners, while the red and blue represent the SF and FS corners respectively.

Figure 3.10: LH shifter double height (2×2.10µm) standard cell layout.
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Figure 3.11: Level down conversion, (a) shows conventional inverter based down shifting and its problem, (b) shows the proposed
solution.

(a)
(b)

Figure 3.12: (a) shows the level-down shifter double-height (2×2.10µm) layout, (b) shows the schematic.

is displayed in figure 3.11a, the schematic is display in figure 3.12b. This solution allows down conversion
to any VDDL , at the expensive of additional power supply routing and slightly less trivial layout. In terms of
layout, isolation is needed for the PMOS transistor with dynamic back bias, which is achieved by placing it in
a separate n-well. Unfortunately the hot-well spacing (the distance required between wells with a different
potential) requires a double-height standard cell layout, whereas the topside is effectively a filler. This layout
is shown in figure 3.12a. Because of the intermediate voltage swing at the input of second stage inverter and
the dynamic reverse back bias applied to the pull-up, it is advantageous in terms of output swing to increase
the size of the pull-up network. Specifically, a ratio of 96-to-1 was found to work well.

3.2.2. Physical-Only cells
A set of physical-only cells (without boolean function) in the form of fillers, tie cells and decap cells are pro-
vided as they are (typically) required during digital implementation. Fillers are important as they connect
the active implants (n+ and p+), as well as n-wells and power rails throughout an entire row. Fillers should
come in various distinct widths, where the width is an integer multiple of the metal one routing pitch (track).
Therefore a selection of seven widths from one track to 64 tracks is made. Fillers consist of dummy polysil-
icon and diffusion area, as per recommendation of the foundry (also improves density). Additionally the
’CooLib’ fillers include the well-taps which are found in conventional (with function) cells such that they aid
in lowering the substrate resistance. To illustrate, figure 3.13a shows the layout of the 32-track filler.
Tie-low and tie-high cells are provided to avoid direct connections (ESD concerns) to power and ground rails
when there is need for a constant input. The tie cells are simply put static inverters, but with gate(s) connected
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(a) Filler cell showing the continuation of implant layers and power
rails.

(b)

Figure 3.13: Physical-only cells, (a) shows a 32-track filler cell, (b) shows the 16-track decap cell.

in a diode like fashion.

Finally some decap cells are provided to help mitigate IR drop issues during digital implementation. A trade-
off in decap design can be made between effective capacitance Ce f f offered by the cell, cell leakage and ESD
rating (effective series resistance Re f f ). In the context of 4.2 K operation, focus should lie on optimising Ce f f

and Re f f due to expected reduction in leakage current. Typically two types of decaps are considered, one
based on moscaps and one based on a cross-coupled structure, where the PMOS (NMOS) gate is connected
to the drain of the NMOS (PMOS). The latter structure offers better ESD protection (higher Re f f ), but may
compromise the frequency response as a result. High frequency operation is not intended with the proposed
standard cells, hence this cross-coupled structure is the preferred one. Optimal sizes in terms of transistor
sizes were found based on the equations derived in [54]. A 16-track configuration with Wn = 0.62µm, Wp =
0.66µm and two fingers of both transistor types is found to perform well (compared to an existing cross-
coupled decap cell supplied by the foundry), which can be viewed in figure 3.13b. Similar, an 8-track decap
cell is offered to provide some level of choice.

3.3. Timing Information Extraction
An implemented digital circuit should not impose timing violations, as these might disrupt the functionality
of the chip. Most commonly known timing violations are setup and hold time violations with respect to
sequential elements (i.e. flip-flop). Considering the case of a simple D-type positive-edge triggered flip-flop,
setup time represents the time margin where the data signal should be stable before the positive clock edge
appears. Similarly, hold time represents the time margin where the data signals should remain stable after the
positive clock edge. Clearly, both setup and hold constrains are a function of the flip-flop’s internal structure.
Setup and hold analysis is typically performed in separate (extreme) process corners, setup is performed in
the slow-slow corner, while hold analysis is performed in the fast-fast corner. This analysis is performed by
design automation tools, such as synthesis and place-and-route tools, and can subsequently act on this result
of this analysis.

Surely a SPICE simulation running on typical VLSI digital chips would be unsuitable for this analysis, as ex-
ecution time increases quickly with the number of gates (transistors) in the simulation. Instead, standard
cells are once characterised with the result of this characterisation stored in a database in the form of look-up
tables. Consequently, design automation tools can interpret the information from this database and perform
quick analysis by table look-up.

During the characterisation process additional information is captured in the form of power/energy con-
sumption and signal integrity (noise propagation). All of this information is stored along timing data on a per
cell basis. The most commonly used (standard) format is the liberty format[55], which will receive a more in
depth required for proper characterisation of standard cells.
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3.3.1. The Liberty Format
As stated before, the liberty format mainly consists of look-up tables for delay, power and noise propaga-
tion. For delay and power, these tables are two-dimensional containing slew rate (transition time) on one
axis, and output load on the other axis. The dimensions of these matrices can be defined, i.e. larger tables
would require more simulations. In the end, larger tables might be slightly more accurate when the design-
automation tool performs interpolation. The table is bound by maximum values for slew rate and output
load, where the maximum output load is often determined by constraining the maximum slew rate. Slew rate
is measured between a lower and upper threshold, which might be different for rising and falling transitions.
For older processes, these thresholds were typically between 10 and 90% of the full voltage swing [7], as this
was the region where the slew rate was most linear. For process nodes of 40-nm and below, this band is re-
duced to 30% and 70% respectively, as this is the most linear region for these processes [56]. This transition
band is only 40% of VDD , which results in a misrepresenting slew rate. To translate 30-70% band to 10-90%, a
slew derate factor is introduced and is determined as follows

slew_derate = (70−30)/(90−10) = 0.5 (3.1)

The slew derate factor can be specified in the liberty format, such that design-automation tools correctly
determine the slew rate. Further important information stored in the liberty file include input/output voltage
levels, input pin capacitances, output pin (boolean) functions and the units of the values present in the look-
up tables. To illustrate, listing 3.1 shows the falling edge timing section of a simple inverter.

1 pin (Y) {
2 direction : output ;
3 function : " ( ! X) " ;
4 max_capacitance : 0.01607 ;
5 min_capacitance : 0.0004 ;
6 output_voltage : default ;
7 related_ground_pin : VSS ;
8 related_power_pin : VDD ;
9

10 timing ( ) {
11 related_pin : "X" ;
12 timing_sense : negative_unate ;
13 timing_type : combinational ;
14

15 c e l l _ f a l l ( tmg_ntin_oload_7x7 ) {
16 index_1 ( " 0 . 0 2 , 0.06281 , 0.2131 , 0.5001 , 0.9472 , 1.575 , 2 . 4 " ) ;
17 index_2 ("0.0004 , 0.0006918 , 0.001716 , 0.003673 , 0.00672 , 0.011 ,

,→ 0.01662") ;
18 values ("0.008743 , 0.009859 , 0.01326 , 0.01864 , 0.02667 , 0.038 ,

,→ 0.05279" ,\
19 "0.01211 , 0.01388 , 0.01923 , 0.02762 , 0.03816 , 0.05034 ,

,→ 0.06505" ,\
20 "0.01596 , 0.01864 , 0.02699 , 0.04018 , 0.05709 , 0.07698 ,

,→ 0.09927" ,\
21 "0.01763 , 0.02108 , 0.03218 , 0.04966 , 0.07228 , 0.09915 , 0.13" ,\
22 "0.01761 , 0.02218 , 0.03492 , 0.05633 , 0.08531 , 0.1192 , 0.1581" ,\
23 "0.01679 , 0.02086 , 0.03493 , 0.06 , 0.09339 , 0.1338 , 0.1793" ,\
24 "0.01552 , 0.01968 , 0.03441 , 0.06053 , 0.0975 , 0.1435 , 0.1972") ;
25 }
26 }
27 }

Listing 3.1: A segment of liberty timing information.
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3.3.2. Simulation Based Standard Cell Characterisation
As the implementation of the ’CooLib’ standard cells targets an existing technology (TSMC 40-nm), accurate
foundry supplied models for SPICE simulation are available. One can in theory perform manual SPICE sim-
ulations on standard cells and populate the liberty database manually, but this would be a tedious task. As
a result, commercial solutions exist which are specifically aimed to automate standard cell characterisation.
Most commonly known tools are Liberate from Cadence, and SiliconSmart from Synopsys. Both solutions
offer all of the state-of-the-art models, support for standard cells, I/O, complex (low-power) cells and mem-
ories. Furthermore, they support massively parallel operation, function recognition and features such as
data-sheet generation. Both solutions can be considered equal, all features required for standard cell charac-
terisation for the given process node are available. Synopsys SiliconSmart was ultimately chosen for its clear
documentation and well-defined characterisation flow.

SiliconSmart [57] takes SPICE models of the standard cells as input, as well as configuration files. The SPICE
models should contain parasitic R and C values to replicated the manufactured cell as much as possible. For
this project, parasitic extraction was performed with Calibre xRC in batch mode to perform automatic extrac-
tion on the large amount of cells. Perhaps the most challenging aspect of characterisation is the configuration
of the software. This includes setup of process corners, voltage levels and temperature (PVT), setup of liberty
specific parameters and setup of cell configuration files. For PVT corners, best-case (BC) and worst-case (WC)
are important as they are used in setup and hold analysis. The PVT values for these corners were set to match
the PVT values available in the liberty supplied with the standard cells for the target process. In addition, for
’CooLib’ additional back bias voltages need to be defined per corner, which were set to the default reverse
bias voltages. Finally, secondary supplies for level-shifter cells are set to match VDD as they are not meant to
be fixed voltages. For timing closure in the presence of secondary supplies and back bias supplies, additional
timing corners are typically created such that setup and hold can be analysed under these secondary condi-
tions. An important detail to note is that having supplies for back biasing and/or secondary supplies is not
compatible with the ’vanilla’ liberty format. For this purpose, the liberty multi-rail format exists which comes
in two versions, V1 and V2. After trial and error, V2 was the only format found to be compatible with the
place-and-route tool. The actual process of characterisation with a complete configuration consists of sev-
eral steps. Primarily, cell netlists with parasitics are imported and functional recognition is applied. The next
step consists of setting additional cell parameters, for instance the area attribute, and configuration based on
the desired source model to be used for delay, power and noise calculation. Without going into detail of the
available souce models, the Effective Current Source Model (ECSM, Cadence) is chosen as it is recommended
by the place and route tool used in chapter 4. As a side note, qualification of the ECSM timing output consists
of a consistency check between the different available models, implying that a choice for a model follows not
from the results, but rather from the output format.

The subsequent step is the actual characterisation. Given the relative small number of cells to characterise,
Monte Carlo simulations (1000) were used to gather variation data. For larger libraries this method is in-
feasible due to the run-time associated with Monte Carlo, and thus other methods are preferred. The final
step consists of exporting the data to useful formats. Timing, power and noise data is aggregated in distinct
liberty files based on the corner. Variation data is typically exported as a side file consisting of coefficients
(effectively sigmas), which is modelled based on the Advanced/Parametric On-Chip Variation (AOCV/POCV)
format. Even thought these side formats are deemed sufficient for a 40-nm process [55], a newer format is
introduced by the name of Liberty Variance Format (LVF) which aims to further reduce timing pessimism
induced by variation than AOCV/POCV. This format contains variation data of every timing arc in the cell,
contrary to AOCV/POCV, and is integrated as an additional table in the liberty file. As mismatch increases at
the target 4.2 K operating point [32], any reduction in timing pessimism is desired, therefore the LVF format
is preferred.

3.4. Physical Information Extraction
The previous section explained how software tools obtain timing closure using a standardised format. Soft-
ware tools that specifically target digital implementation require additional physical information to correctly
place standard cells, and create interconnect between them. Furthermore, the metal routing which exists
inside a single cell should be avoided when creating interconnect. In principle, software tools could work
with the full layout of a cell, however this layout contains much more detail than needed, possibly hampering
performance of software tools in the context of VLSI. As a result, a minimal set of information is once ex-
tracted, most importantly defining cell boundaries, metal polygons and pin locations. This required physical



32 3. The Standard Cell Library, ’CooLib’

(a) Full layout of the positive edge-trigger D-type flip-flop.
(b) Abstract view of the positive edge-trigger D-type

flip-flop.

Figure 3.14: Comparison between full layout and abstract view of the same cell.

information is captured in the Library Exchange Format (LEF) [58], for each standard cell in a library.
The result of an extraction is an ’abstract’ view, figure 3.14 highlights the difference between a full layout and
an abstract layout. Clearly, all information regarding the transistors (including polysilicon gates) and implant
layers is discarded, leaving selectively metal. Metal, or interconnect, receives additional annotation in the ab-
stract view; every metal polygon is per definition labelled as routing blockage (obstruction), furthermore pin
and power rails receive additional labelling. Information which is not present in the graphical representation
(figure 3.14b) includes the cell bounding box, allowed cell orientation, transistor drain/source diffusion area
and local metal densities. The cell bounding box and orientation determines how cells abut when they are
placed in rows. Transistor drain/source diffusion area can be used by software tools to perform early antenna
violation checks, as they are typically fixed by changing routing ordering. Finally, metal density look-up tables
per cell allow software tools to quickly estimate the global metal density over large areas. Note that antenna
information and metal density information are optional, but most definitely useful.
Generation of abstract views is automated, similar to characterisation of standard cells. Cadence provides
a clear abstract generation tool, ’Virtuoso Abstract Generator’, which requires one time configuration for an
entire library. Initially standard cells are binned, i.e. core and I/O cells, subsequently each bin allows for a
different extraction approach since they are different in structure. For this particular project only cells in the
core bin exist, simplifying the process. The tool loads technology information, i.e. layer names and map-
pings, and provides an initial configuration to generate simple abstract views. Additional configuration is
needed for the cell boundary (box), as the default cell boundary is determined by the dimensions of common
drawing layers in the layout. As the proposed standard cells are built to intentionally overlap, the cell bound-
ary should be such that digital implementation tool performs this perfectly. A clear identification point for
the cell boundary in this context are the two bias voltage rails implemented in metal two. Hence, the tool
is instructed to use metal two to determine the boundary, and a static correction is applied to move the cell
boundary on the vertical centre of the metal two track. Similarly, the layers for diffusion area recognition
(antenna) require manual input.
If generation of abstract views is successful the information can be exported in the LEF standard. Apart from
the aforementioned cell information, the LEF file can be exported with process information such as metal
pitch and direction. This process information is mandatory as it provides digital implementation tools the
fundamentals required for routing. Furthermore, for each bin available in the library a site is defined in the
LEF file, which contains cell dimensions and allowed orientations. This information is for instance required
in the floorplanning step of a typical digital implementation flow. For ’CooLib’, two core sites are defined: a
site which defines the dimension of typical cells, 2.1×0.14, and a site which is twice this height, 4.2×0.14.
The latter is required for both level-shifting cells.

3.5. Standard Cell Verification
As discussed in previous sections, standard cells undergo a process where physical and timing related in-
formation is extracted as required by digital implementation software. Naturally, the extracted information
should be verified. For instance, errors in the timing information might give false timing closure, while errors
in the physical information might lead to large numbers of design rule violations and connectivity issues.
Verification the physical LEF information is by far the most time-consuming, compared to the others. The
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software tools which generates abstract views has a simple verification step which connects to digital imple-
mentation software and performs simple placements. Unfortunately the software tools supported for this
step are old, and unusable during this project due to licensing issues. As a result, LEF verification was per-
formed during actual chip implementation (chapter 4), which at least covers more than just simple scenarios.
Parts of the chip were implemented with the ’CooLib’ LEF in Cadence Innovus, subsequently the layout was
exported to the analog environment and checked with DRC. Initial numbers of design rule violations by in-
correct LEF (abstract) specification were excessive, due to poor abutment of cells and their implant layers.
Consequently, cell layout issues were identified and resolved, followed by a new iteration of physical infor-
mation extraction. This time-consuming process was repeated several times to get initial layouts DRC clean.
Unfortunately, as implementation continued and the complexity of these implementations continued to in-
crease, new issues were identified in rare scenarios, requiring additional iterations. To conclude, even with
very careful layout planning, and abstract view creation, mistakes will pass unnoticed.
Verification of liberty outputs, i.e. cell timing, cannot be done in software as it is based on SPICE simu-
lations. The SPICE simulations are based on foundry-supplied models, which are assumed to be verified.
True verification of cell timing information extracted by simulations would thus require measurement of the
cell produced in silicon. For this purpose, the cells will be placed on a different chip aimed at characteris-
ing individual structures. It should be noted that liberty files can be qualified for consistency, accuracy and
completeness by the characterisation software (Synopsys SiliconSmart). Consistency checks look for rela-
tive errors between timing measurements resulting from different source models, which effectively acts as
a software verification of simulations. Since the liberty format is quite complex, a different software tool by
Synopsys, ’Library Checker’, checks the syntax and semantics of all the attributes present in the liberty file.
For actual cell layout verification, in the context of cell function, the characterisation tool offers a function
based recognition. In this flow, the tool performs quick SPICE simulations to determine the function of the
netlist (layout). Since the characterisation tool applies stimuli appropriate to cell function, and thus expects
certain responses, the cell layout is verified if characterisation succeeds.





4
Test Chip Design and Implementation

4.1. Design & Architecture
To quantify the performance of the standard cell library, it is proposed to implemented commonly found
combinational circuits using ’CooLib-Static’ and ’CooLib-Domino’ logic cells. For these circuits the criti-
cal metrics to measure are power and performance. To a lesser extent, energy is interesting because of the
minimum-energy point discussion in chapter 2. Finally, it is desirable to test the combinational blocks for
faults, for instance stuck-at faults.
For delay testing of the combinational blocks, at-speed testing is required. The simplest solution would be
to expose the in- and outputs of some chip to the outside world, such that control and measurement can be
performed with high-performance instruments. However, as this particular chip is to be tested in a dewar of
liquid-helium this solution is not practical due to the amount of required cables. Furthermore, the additional
delay imposed by these cables would obscure the delay measurements. Therefore, on-chip delay testing is
desired.
Finally, a comparison between typical standard cells supplied by the foundry is appropriate. For instance,
CooLib standard cells might only outperform typical standard cells if the set of typical cells is restricted to
the ones implemented in chapter 3. An unrestricted (foundry supplied) implementation may outperform the
CooLib simply because there is a larger array of cells and functions available. The result of this comparison
is particularly important for digital chips to be implemented in the future, but it might also indicate the need
for continued development of the CooLib.
To get accurate current measurement readings for power and energy calculations, each test circuit should
ideally have its own supply pad. To elaborate, each test circuit contributes a certain leakage current when
it is not switching, which is relative to the size of the circuit. For one, it is expected that the leakage current
of CooLib test circuit might be significant at room temperature, which might imply that the total leakage
current dominates the switching current of the circuit to be measured. However, too much area is required to
fit all of the pads, furthermore it would complicate the measurement setup. A common solution to eliminate
leakage current is to completely disconnect some module from the supply, also known as power gating. Surely
these power gates inherit leakage current themselves, but they are typically implemented with high-threshold
voltage devices to keep this at a minimum. Power gating per circuit to be tested is therefore desired for this
chip.

4.1.1. On-Chip Delay Testing
When it comes to measuring delays (on-chip), a typical circuit which is employed is a time-to-digital (TDC)
converter. A TDC measures the time between a start and stop signal, and is typically able to perform this with
a high resolution (picoseconds). However, if a large combinational block is considered with many inputs,
this would require either many TDCs or multiplexing of some sort. More importantly, design of a TDC in the
context of 4.2 K operation is a problem of its own, due to the lack of simulation models.
A solution which deals with the problem of having many in- and outputs is proposed in [59]. This proposed
Built-In Self-Test (BIST) method determines circuit delay by timing failure. To summarise, a clock edge is
used to ’launch’ some input pattern into the combinational block, while a subsequent clock edge is used to
’capture’ the output pattern of the block. The time between the two clock edges is reduced until the wrong
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Figure 4.1: Overview of the BIST circuit.

output is produced, at this point the propagation delay of the combinational block is larger than the time
between the two clock edges. The adapted BIST for this particular chip is displayed in figure 4.1.
The data register is a serial-in parallel-out register intended to receive input patterns via a simple serial inter-
face. The launch register sits at the output of the data register, such that the input pattern is properly launched
on the test clock edge. Finally, the output pattern is captured on the test clock edge in the capture register.
The capture register is a parallel-in serial-out register, as it is also capable of shifting the captured data out via
the simple serial interface. It should be noted that the measured delay will include timing components other
that the propagation delay. Specifically, the clock-to-Q delay τclk−q of the launch register and the clock skew
τskew between the launch and capture register, which gives [59]

τdel ay = τcut +τclk−q −τskew (4.1)

where τcut represents the propagation delay of the circuit under test. Additionally, clock jitter might affect the
effective period of the clock signal. This can be accounted for by repeated testing at the same clock frequency,
which can be used to build a histogram of test outputs. The test clock can in principle be generated on-chip,
possibly with ring-oscillators or a configurable phase-locked loop. However, doing so imposes similar issues
as to implementing a TDC at 4.2 K. Since low-voltage, and thus low(er)-performance is of interest, fast clock
frequencies (> 1 GHz) can be disregarded. Clock speeds which are reasonable for low-voltage operation, up-to
several hundreds of MHz, can easily be brought in from outside of the chip in a single-ended fashion contrary
to high-speed clock signals that require LVDS. Therefore, this particular BIST method relies on external test
clock generation.

4.1.2. Test Circuits
As previously mentioned, different circuits should be implemented in different standard cell libraries for
appropriate comparisons. A total of four versions can be considered for this chip, CooLib-Static, CooLib-
Domino, TSMC40LP-Restricted and TSMC40LP-Unrestricted. The difference in the restricted and unrestricted
version of TSMC40LP lies in the set of cells which is allowed for use during synthesis. Specifically, the re-
stricted set contains the same cell functions and drive strengths as the ones found in CooLib-Static.
Due to the lack of a (N)OR gate available in CooLib-Static, the commonly used ISCAS-85 hardware benchmark
cannot be used due to the format of the netlists. A benchmark suite which was found to be perfectly suitable
is the EPFL combinational benchmark suite [60], as the netlists provided are implemented with just inverters
and AND-2 gates. Three benchmarks were taken from this benchmark suite, with differences in size and
number of in- and outputs. Additionally, a generic unsigned multiplier was chosen as test circuit, as the
multiplier from the EPFL benchmark suite was found to be too big in size.
Initial choice for a majority voter with 1001 inputs was found to be very difficult to implement with respect to
clock skew between the shift register elements (because of the low clock strength buffers available). Therefore
this benchmark was swapped for a round-robin arbiter with a more ’gentle’ 256 inputs. Table 4.1 summarises
the test circuits chosen. In total, this results to sixteen test circuits. To provide a ’back-up’ in case the CooLib
implementation of the BIST fails, the CooLib-Static flavours of the test circuits are copied and implemented
with TSMC’s cells. Finally, a copy of the CooLib-Domino int-to-float converter is implemented using cells
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Table 4.1: Test circuits (functions) implemented.

Name Inputs Outputs AND-nodes
Int-to-float converter 10 7 260

Sine 24 25 1458
Unsigned Multiplier 16 16 2700
Round-Robin Arbiter 256 129 11839

without weak-keeper to observe the ’true’ domino operation at 4.2 K.

4.2. Implementation
The implementation flow used for this chip follows the typical digital implementation depicted in figure 4.2a.
Software tools from the Cadence Digital Design suite are chosen for their superior PPA (performance/pow-
er/area) [61], integration between different tools of the suite, and prior experience with the tools.

4.2.1. Static Logic Synthesis
Cadence Genus is used for the synthesis of CooLib-Static and TSMC40LP-(Un)restricted. Genus is the only
commercial synthesis tool which was found to be compatible with CooLib-Static as the minimal set of cells
required by Genus consists of inverters and (N)AND gates. Synthesis tools such as Synopsys DC also require
the presence of an OR gate, which is not available for reasons stated in chapter 3. A feature offered by Genus
which is particularly useful for the synthesis of different standard cell types is the ability to create library
domains. A library domain is linked to a Liberty database, and the library domain can be specified per module
(block) as displayed in listing 4.1. This allows the use of the same HDL description for all four flavours of the
module.

1 create_library_domain { CoolLib_Static CoolLib_Dynamic TSMC40LP TSMC40LP_Full }
2 . . .
3 set_db [ vfind / l i b r a r i e s −library_domain CoolLib_Static ] . l i b r a r y \
4 $ {SILICONSMART_MODEL_DIR} / synopsys/CoolLibrary_TSMC40_ecsm_lvf_$ {CoolLib_CORNER

,→ } . l i b
5 . . .
6 set_db module : $DESIGN_TOP/ e p f l _ s i n / . library_domain CoolLib_Static

Listing 4.1: Library domains in Cadence Genus.

Another non-standard synthesis flag which was used for this chip is the preservation of the design hierarchy
during synthesis. This particular option is very useful for the type of implementation used in section 4.2.3.
Domino logic is not synthesised in Genus, which is explained in 4.2.2, but the domino netlists are still read by
Genus for merging purposes. It is therefore important to set preservation (don’t touch) flags on the domino
modules as well. Finally, clocks are specified as per SDC (Synopsys Design Constraint) standard. Three clock
domains exist consisting of a slow clock for serial in- and output, a non-fixed test clock and a non-fixed
domino logic clock. Even though the test- and domino-clocks are not fixed to a single frequency, they are still
specified as it is required for clock tree synthesis. Additionally, timing paths between the three clock domains
are specified as false paths, as they are asynchronous clock-domain crossings (CDC). This is not an issue, as
no inter clock-domain communication exists.

4.2.2. Domino Logic Synthesis
In section 2.3.2 it was briefly stated that digital implementation with domino logic is considered more de-
manding. The non-inverting nature of domino logic dictates that it will never fail because of the main issue
found in conventional inverting dynamic logic, unwanted leakage of dynamic node, as domino gate outputs
are restricted to only transition from zero to one (positive unate). If an inverter was to placed in between
domino logic gates, this restriction would be violated.
Problems in implementation, specifically synthesis, arise from the fact that commercial tools do not support
domino logic. For instance, Cadence Genus and Synopsys DC will report that the basic set of cells (inverter
and (N)AND/(N)OR) is not present when targeting a pure domino logic standard cell library, even though they
are available. To still use commercial tools, alternative design flows are presented which rely on a so-called
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(a) Typical digital
implementation flow
based on static logic.

(b) The implementation flow used for the domino logic.

Figure 4.2

pseudo static domino timing model [37, 62]. This pseudo static domino timing model is simply put the full
domino timing model (Liberty), with clock inputs manually removed to selectively leave the boolean function
of the cell (full details are discussed in [37]. The result of using this pseudo static domino timing model is that
the commercial (synthesis) tool thinks it is doing static synthesis, mapping an RTL description into domino
logic gates. However, the resulting netlist will likely contain many inverters, which violates the restriction
previously stated. Therefore, it is required to transform the netlist with inverters (negative unate) into a netlist
without inverters in between domino logic gates (positive unate). This logic transformation is performed with
an algorithm named bubble pushing, where De Morgan’s laws are recursively applied until all inverters are
either in the front or back of the domino logic gates (block), preserving the (positive) unate requirement
of domino logic. Commercial synthesis tools do not implement this logic transformation, therefore it was
implemented manually. Figure 4.2 highlights the difference between the typical static digital implementation
flow and the altered domino flow based on the flow presented in [37]. Note that phase assignment is out of
scope for this context, as it is a (pipelining) technique, involving multiple clock domains, to increase domino
logic performance even further.

Unate Transformation
The bubble pushing algorithm is implemented in C++, in about 3000 lines of code, and only supports the
domino logic gates present in the CooLib. The input to the algorithm should be a mapped (Verilog) netlist,
which contains domino logic gates and inverters. For this project, Synopsys DC was used in conjuction with
the pseudo static timing model to achieve this.
The C++ implementation parses the mapped netlist using simple regular expressions, which is not the fastest
solution, but deemed sufficient for this project. For each gate a data structure (vertex) is populated which
contains general gate information, i.e. function. Afterwards, all of the vertices are connected by edges to cre-
ate a directed acyclic graph which corresponds to the netlist. To start the recursive bubble pushing algorithm,
this particular implementation starts at the output vertexes meaning it will push the inverters to the primary
inputs of the netlist.
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Table 4.2: The amount of vertices (gates) and edges (interconnect) before and after unate transformation.

Module
Edges

Original
Vertices
Original

Edges
Unate

Vertices
Unate

Edge
Overhead

Vertex
Overhead

Int2float 245 270 214 250 -12.7% -7.4%
16x16 Mult 2334 2430 3611 3739 +54.7% +53.9%

Sin 6121 6195 9799 9901 +60.1 % +59.8 %
Majority Voter 10483 11486 15886 17890 +51.5% +55.8%

Figure 4.3: Logic duplication to remove a trapped
inverter at the AND gate’s output.

While traversing the DAG it might happen that an inverter can-
not be removed by applying De Morgan’s law, as both the in-
verting and non-inverting output of the prior gate are needed
simultaneously. In this scenario the inverter is considered
trapped. Trapped inverters are removed by logic duplication,
where the entire fan-in logic cone is duplicated to provide
both inverting and non-inverting outputs at the cost of area.
Under special timing constraints trapped inverters can be al-
lowed [63], however this would require timing annotation of
the parsed netlist. To keep things manageable, and under the
uncertainty of timing at the target operating temperature, se-
lectively logic duplication is applied. Figure 4.3 illustrates the
trapped inverter and logic duplication principle.

A naive implementation of logic duplication leads to excessive
area overhead and an exponential increase in run-time due to
the recursive nature of the algorithm. However, the maximum
area overhead induced by cone duplication should be 100%,
as only the inverted and non-inverted output of a gate are ever
needed. Hence, redundant duplication of a gate can be avoided
if a gate is associated (linked) with its duplicated gate. Two sce-
narios can be encountered as the linked gate can be inverting
or non-inverting with respect to the original gate. Figure 4.4a
shows the first scenario and how the trapped inverter is re-
moved by logic rearrangement. In a similar fashion, while duplicating a logic cone it might be beneficial
to check the associated gates even when no (trapped) inverter is encountered. This is illustrated in figure 4.4b
where insertion of a temporary dummy inverter, which is trapped by definition, allows for removal of logic
gates by rearrangement of subsequent logic. These transformations inherit a significant reduction in logic
duplication.

The result of the unate transformation is displayed in table 4.2. As expected, most circuits (combinational
blocks) suffer from an increase in area due to logic duplication. However, a curious case is found for the
Int2float circuit where a reduction is observed. Verification of the algorithm is achieved by an exhaustive
input pattern sweep, where the outputs of the unate circuit are compared to the original static circuit. For
circuits with a large number of input bits, exhaustive sweeps are infeasible and replaced by applying a large
number of randomised input stimuli.

4.2.3. Hierarchical, Partition Based Implementation with Multiple Library Domains
The layout part, i.e. floorplanning and routing, of the typical digital implementation flow is performed with
Cadence Innovus. For simple chips, the entire mapped netlist might be implemented at once. The existence
of library domains renders this impossible, as specific combinations of library domains are incompatible with
each other, meaning they cannot be placed in the same row. The only way of dealing with this issue in Innovus
is by partitioning. Partitioning allows modules to be implemented individually, from placement all the way
to GDS export. If all non-compatible modules are implemented in this manner, they can be assembled into
the top-level when they are finished. This is also implies that the top-level is implemented separately. This
hierarchical partition based approach comes with additional complexity in implementation. For instance,
timing budgets for partitions need to be derived to allow individual implementation of the top- and block-
level(s). Furthermore, a pin assignment per partition is required to ensure correct routing when the top-level
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and the partitions are assembled. Figure 4.5a shows the layout (floorplan) after partitioning with some power
routing in place. For each module and its respective library domains a partition is created.
For each type of library domain a script is used to implement the block. Each version of this script is similar
in terms of flow, but contains subtle differences. For instance, the domino implementation script has differ-
ent clock tree synthesis parameters than static implementation. Some blocks require nested partitioning as
they mix library domains on the module hierarchy level. For example, the TSMC40LP combinational blocks
contain CooLib-Static flip-flops for the BIST implementation, as they are expected to achieve lower VDD . Sim-
ilarly redundant copies of the combinational CooLib-Static blocks with TSMC40LP BIST implementation are
provided as back-up solution. These blocks require a second-level of partitioning, which is automated by two
additional flavours of scripts. The layout of such a nested block is shown in figure 4.5b, where the transition
between library domains is indicated by the power rings of the inner block.

4.2.4. Power Domains
Each of the partitions previously discussed is defined as power domain, as they can be powered-down by
power gates. The layout of the power gate is found in appendix A, and is a header type power gate that can
be placed in both ring and column style. As a side note, the power gates are placed in the top-level partition
and the connection to the partition is made after assembly of the partitions. The supplies and secondary
supplies are equal for all power domains, the only difference lies in the power domain shut-off condition and
back-bias supplies. Specification of the power domains is done in the Common Power Format (CPF), which
allows specification of rules such as operating voltage. The low-power specific cells should be defined in this
format, as Innovus is able to automatically infer where these cells should be placed. For instance, listing 4.2
shows the CPF 2.0 specification for both level-shifter cells.

1 d e f i n e _ l e v e l _ s h i f t e r _ c e l l −c e l l s { LEVELDOWN } \
2 −input_voltage_range { 0 . 8 : 1 . 1 } −output_voltage_range { 0 . 1 : 1 . 0 } \
3 −direction down −output_power_pin VDD −input_power_pin VDDH −ground VSS \
4 −val id_locat ion to
5

6 d e f i n e _ l e v e l _ s h i f t e r _ c e l l −c e l l s { LEVELUP } \
7 −input_voltage_range { 0 . 1 : 1 . 0 } −output_voltage_range { 0 . 8 : 1 . 1 } \
8 −direction up −output_power_pin VDDH −input_power_pin VDD −ground VSS \
9 −val id_locat ion from

Listing 4.2: Level-shifter specification in the CPF 2.0 standard.

(a) Merging of a trapped inverter if the
associated (linked) duplicated gate is inverting.

(b) Dummy inverter insertion allows removal of
duplicated logic cone.

Figure 4.4: Logic rearrangements to avoid unnecessary logic duplication.
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(a) Top-level layout with partitions and early power
routing in place. (b) Nested partition together with power gates in place.

Figure 4.5

Since hierarchical implementation is used for the partitions, a similar hierarchical approach in applying CPF
is adopted. A single block-level CPF specification is created of a module which is repeatedly used for all 21
partitions. To allow for small options in this specification, parameters can be supplied. One such parameter
is the power domain shut-off condition. Figure 4.6 shows a graphical representation of the power domain
configuration which is nearly common to all partitions.
As shown, each power domain only contains a single output. However since the power domain can be
powered-down, it is required to insert isolation at this single output as its value will be undefined in case
of shut-down. For this purpose, the NAND gate available in CooLib-Static is sufficient as no state retention is
needed, although care should be taken as the output is inverted by this gate.

4.3. Verification
Verification of the layout after place and route is performed by exchanging the GDS between the digital
and analog Cadence environment, and subsequently running layout-versus-schematic (LVS) using Mentor
Graphics Calibre. Additionally, design rule checking (DRC) is done in a similar manner.

4.3.1. Functionality & Timing
Functionality is verified at various stages during the implementation flow. Undoubtedly, functional verifica-
tion is important during and after writing the HDL such that correct operation without timing information
is ensured. Simulation during this step also provides a ’golden’ reference for simulations later in the imple-
mentation flow. Simulations are also performed post-synthesis and post-implementation (or routing). Post-
implementation simulation can be considered the most critical, as this simulation should replicate the yet to
be fabricated chip as close as possible in terms of timing. Timing at the target operating conditions of 4.2 K
is unknown due to the lack of models, therefore sign-off timing analysis and verification is not performed. To
emulate a potentially more extreme environment at 4.2 K, additional positive slack is specified for setup and
hold constraints, on top of the conventional best- and worst-corner analysis. Functional and post-synthesis
simulations are performed with Mentor Graphics QuestaSim, while post-implementation simulations are
performed with Cadence Incisive. Incisive offers support for simulations with CPF annotation (verification),
and is therefore a more suitable way of verifying the power domain semantics (i.e. shutdown).
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Figure 4.6: Power domain ’PDLow’ graphical representation.

4.3.2. Power Grid

Verification of the power grid in terms of IR drop is performed using Cadence Voltus. Voltus uses a power-grid
library which contains electrical characteristics per cell.

Figure 4.7

For instance, it contains the capacitance
as seen from VDD to the cell, which in
turn can be used during IR drop anal-
ysis by using the fact that cells which
are off act as decap. Generation of the
power-grid library is a one-time effort,
Voltus performs SPICE simulations on
the cell netlists (with parasitics) to cre-
ate a database. Additionally, the power-
gate available in the library receives addi-
tional characterisation on important pa-
rameters such as ION and RDS , which
might be used for optimisation.

The total capacitance offered by the
power grid (approximately 600 pF) was
found to be sufficiently large to not
use decap. No noticeable IR drop was
found on the supply nets, however some
ground bounce was observed over the
ground net as shown in figure 4.7. Expla-
nation lies in the fact that the ground net
is common to all supplies, experiencing

larger currents than the separated supply nets. To deal with the issue, ground stripes were doubled in width
and an extra core ground I/O pad was added on the top-right side of the chip.
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Figure 4.8: Isolation provided by DNW and short-circuit (dotted line) due to dynamic back-biasing when placed in a common DNW. RW
stands for p-well in DNW.

4.4. Finalised Layout and Implementation Issues
The CooLib and TSMC40LP modules have incompatible back-bias supplies, i.e. if no care is taken significant
current may start to flow through the substrate. TSMC40LP modules contain welltaps connected to ground
(NMOS) and VDD (PMOS), while CooLib modules contain welltaps connected to VPW (NMOS) and VNW
(PMOS). The solution is to encapsulate CooLib modules with a deep n-well, as this creates a back-to-back
diode between neighbouring p-wells, this is shown in figure 4.8. Note that encapsulating TSMC40LP cells
might work as well, but requires an additional deep n-well across the I/O cells. Additionally, the power gate
cell contains biasing conditions similar to TSMC40LP (nominal), to make it predictable. These cells should
thus be excluded from the deep n-well, or added into an additional deep n-well.
The deep n-wells cannot be properly added in the digital implementation software (Innovus). Consequently
the layout should be exported to the analog environment (Virtuoso) to add the deep n-wells as a finalisation
step, together with proper DRC and LVS checking. Two issues were encountered while adding the deep n-
wells. Primarily, LVS identified a potential short-circuit through the deep n-well, caused by the dynamic back-
bias of the HL shifter cells. This is displayed by the dashed line in figure 4.8. Normally, RW runs underneath
NW which blocks this connection, however design rules and LVS errors showed that this certainly is not the
case. Additionally, due to the freeze out of the substrate the resistance could be so high such that the short
circuit would not cause harm. To avoid unnecessary risks, the choice was made to exchange the dynamic
back-bias of the HL shifter for a nominal, static connection. The potential effect of this adjustment could be
an increase in VDD,mi n .
A second issue with respect to the deep n-wells was found while isolating the power gates. For a total of
five modules too little space was present between power gates and surrounding logic as defined by design
rules. To avoid complete re-implementation of the chip in the digital environment, a second flavor of the
power gates was introduced without welltaps. These power gates are thus subject to back-biasing, making
them harder to predict. Thankfully, three out of five scenarios apply to the back-up copies, minimising the
potential effect on measurement results. On the contrary, this change allows measuring of the effect of back-
biasing on power gates in terms of module performance (at 4.2 K).
As discussed in section 3.5, multiple iterations of cell layout and abstract view were required to get a DRC
clean result after placement and routing. It turns out that, even though this worked fine for ’simple’ blocks,
several DRC errors remain when implementing a full chip. For this particular chip, about 80 DRC errors were
found by Calibre. The digital environment was able to identify most of these, but was not able to fix them.
Although the errors are easily solved manually, an experience similar to TSMC’s standard cells should be ob-
tained, where normally no errors are found after place and routing. This would require careful consideration
of rare scenarios when updating the cell layout for a second version. For this tape-out, the errors were solved
manually because of time constraints. Figure 4.9 shows the final layout (in the analog environment).
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Figure 4.9: Full layout of the implemented test chip.



5
Cryogenic RISC-V

The chip implemented in chapter 4 is aimed at quantization of the CooLib’s performance and comparing it
to a conventional standard cell library by implementation of several commonly encountered combinational
blocks. This chip does not necessarily demonstrate the functionality of CooLib standard cells in more com-
plex circuits. Therefore, a simple CPU is implemented in a second chip, to act as both a proof-of-concept and
as the first CPU specifically implemented with 4.2 K operation in mind.

5.1. RISC-V
A popular open-source, RISC based instruction-set-architecture is RISC-V [64]. Given its popularity many
different implementations are available, however the preferred implementation should focus on area due to
constraints given on chip dimension. One such implementation is PicoRV32, which only implements the
base instruction set with optional support for hardware multiplication and division, as well as interrupts.
Additionally, the PicoRV32 is FPGA and even ASIC proven (albeit in an old process) and comes in an optional
system-on-chip configuration with UART and execute-in-place SPI controller.
This PicoRV32 implementation without interrupts was sufficiently small to be implemented in the available
core area of 450µm × 450µm, together with a 8 kB SRAM memory (294µm × 194µm) serving as combined
instruction and data memory. The SoC configuration was taken as starting point, hence no actual design was
needed apart from logic that would allow SRAM programming (and readout). Furthermore, the XIP SPI con-
troller was completely removed. Only CooLib-Static cells are used for simplicity required by time constraints.
CooLib-Domino cells could in principle act as a viable accelerator for data-path elements such as a multiplier
or divider.

5.2. SRAM Programming
For SRAM programming and readout, a simple structure similar to a boundary scan-chain is adopted. This
structure is shown in figure 5.1. In addition to the rudimentary operations, this structure allows testing of the
SRAM by i.e. march tests.
The programming and readout is done by the sequences defined in table 5.1. The SRAM itself operates at
the nominal voltage of 1.1 V and is interfaced by CooLib level-shifters to communicate with the core running
in a low-voltage power domain. Furthermore, the fastest type of SRAM offered by the foundry was chosen,
inheriting the highest leakage power, to exploit the lower leakage currents at 4.2 K.
Auxiliary scripts and firmware for programming the RISC-V are provided in appendix B.

45
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Figure 5.1: Logic surrounding the SRAM for programming and readout.

Table 5.1: SRAM read and write operation sequences.

Write Operation Read Operation

Pattern(90)=Data(32)&Addr(22)&WEN(4)&0s(32) Pattern(90)=0s(32)&Addr(22)&WEN(4)&0s(32)

1. De-assert ResetN & Assert TMS De-assert ResetN & Assert TMS
2. Shift 90*TCK (TDI) Shift 90*TCK (TDI)
3. Disable TCK Disable TCK
4. Pulse CLK ->SRAM[ADDR]=Data Pulse CLK ->Q=SRAM[ADDR]
5. De-assert TMS & Wait >= 1 Cycle(s)
6. Assert TMS
7. Shift 90*TCK (TDO)
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5.3. Implementation and Verification

Figure 5.2: IR drop across the RISC-V core.

In general, the RISC-V implementation is much
more straightforward than the other chip due to the
lack of complex power domains and the use of only
a single standard cell library. Still, the chip con-
tains two power domains; the SRAM and program-
ming logic operate in the nominal voltage domain,
while the core operates in the low-voltage domain.
SRAM layout guidelines were followed to minimise
IR drop with respect to the block, which effectively
involves routing as much stripes over the block until
the maximum metal density is achieved. The same
software was used and the typical (digital) ASIC im-
plementation was followed. Functional verification
was performed using selectively QuestaSim at the
various stages of implementation, by loading sev-
eral provided test benches (assembly code) into the
SRAM. The layout was verified by Calibre LVS (and
DRC to some extent).

Similar to the other chip, IR drop analysis was performed which displayed a poor power grid at nominal
voltage, which is shown in figure 5.2. Increasing the metal stripe width of the supplies and adding horizontal
stripes in addition to selectively vertical stripes was found to solve the problem. Finally, the remaining free
space was used to add 80 pF of decap to further mitigate IR drop.

5.4. Finalised Layout and Implementation Issues
Issues found in the chip implemented in chapter 4 apply also for this chip, a deep n-well was needed to
isolate the core from the SRAM and I/O and a small number of DRC errors remained after implementation in
the digital environment, which were fixed manually. Figure 5.3 shows the final layout.
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Figure 5.3: Finalised PicoRV32 implementation layout with CooLib-Static (and TSMC SRAM blackbox).



6
Testing & Results

6.1. Test Setup
Both of the chips require an FPGA, either for loading and capturing of patterns or for programming of the
RISC-V chip. The work in [65] has demonstrated that certain Xilinx FPGAs operate without problems at the
4.2 K temperature. Furthermore, they even show improved characteristics such as a slight increase in over-
all performance and a reduction in clock jitter for clocks generated on-board. Placing an FPGA next to the
chips to be tested at 4.2 K in a tank of liquid helium removes the need of long cables which inherit a large
capacitance. Since the overall system of FPGA-to-chip is source-synchronous it is also desired to equalise
wire lengths for clock and data signals, rendering long cables even less desired.

The particular FPGA that was tested to perform well is the Xilinx Artix-7, and is capable of generating clocks
up-to 680 MHz [66]. In addition, the mixed-mode clock managers (MMCM) can be dynamically reconfig-
ured to generate clock frequency sweeps on the FPGA itself. The last feature in conjunction with the other
attractive properties of cryo-FPGA makes it the preferred choice. As PCB development with an FPGA is not
considered trivial, it would be beneficial to develop a single FPGA motherboard, contrary to two complex
PCBs, which contains general connections to a daughterboard. This FPGA motherboard was developed by H.
Homulle, and acts as a development board for 4.2 K operation. The board holds two connectors are used to
connect to a daughter-board which connect a total of 80 signals of several types (i.e. supplies and differential
signals).

The daughter-board consists of a socket, decap for the chip and connectors for connection to the moth-
erboard. The capacitors were chosen based on the work in [67], i.e. tantalum capacitors for large values
(> 4.7µF ) and NP0 capacitors for small values. For measurement of power and energy, VDD should be mea-
sured in terms of current consumption. As the range of VDD is expected to be large, the required (smallest)
resolution for measuring is just as large. A Keithley 2636B source-meter unit was found to be appropriate for
these constraints, as it can measure down to femtoampere range. The second channel of the SMU is used
to measure the VDD H , which is of interest for the RISC-V chip as to measure the power consumption of the
SRAM. This particular SMU allows external triggering, meaning that the FPGA can indicate the SMU to do a
measurement via a single wire. This feature enables automated measurement for the test chip. The remain-
ing supplies, for both chip and FPGA, are provided with two ’simple’ voltage sources. An overview of the test
setup is displayed in figure 6.1.

6.2. Automated Test Pattern Generation
Combinational ATPG is performed using Cadence Modus, due to its integration with the synthesis tool that
was used (Genus). Specifically, Genus generates the set-up files needed for Modus. Table 6.1 shows the fault
coverage which is achieved and the space required for the patterns to be stored in FPGA memory. The total
space required exceeds the FPGA’s block RAM capabilities, which means that not all blocks can be tested in
one sweep. Global fault coverage by just static combinational ATPG is close to 100% for most circuits, except
for the int-to-float circuits. Since the patterns are primarily used for testing delay, this is not an concern.
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Figure 6.1: Complete test set-up. Supplies labelled with the VCC prefix are used for the FPGA.

6.3. Field-Programmable Gate Array Programming
The FPGA for the RISC-V chip is mainly used for SRAM programming and readout. The firmware does not re-
quire detailed explanation, as it implements the sequence(s) showed in table 5.1. The FPGA firmware for the
test chip is much more involved, however. In detail, the FPGA completely automates the measurement of the
chip; it triggers the source-meter unit for current (power) measurements, performs clock frequency sweeps
while testing for delay and writes results and debug information via a serial interface. Dynamic power con-
sumed by the test circuits is data dependent, which implies the test circuits should be exposed to randomised
stimuli to remove the dependency by averaging. The FPGA implements a 21-bit linear-feedback shift register
(LFSR) for providing these stimuli.
Figure 6.2 shows a simplified state diagram, in practice a total of approximately 50 states is used in various
distinct state machines and clock domains. Debug information may consist of the captured pattern, clock
information and the current state of testing (i.e. the pattern number. Communicating this information re-
quires 38 bytes per clock frequency step, which boils down to 160 megabyte of data for a single voltage, bias
and temperature test point. Furthermore, the test time overhead induced by the slow UART communication
is excessive (several hours). Therefore, a second firmware is used outside of debugging, which writes just a
single byte representing whether the received output is correct.

6.3.1. Dynamic Clock Generation
An important aspect of the FPGA is clock generation and reconfiguration for generating clock frequency
sweeps. In theory, by just using integer divides of the MMCM, a total of 868,363 combinations can be synthe-
sised [66]. In practice, overlap exists between many combinations, furthermore divider and multiplier values
are bound by the input frequency of the MMCM, as the internal VCO has to maintain a certain range of fre-
quencies. As a result, differences between certain neighbouring frequencies are not constant and should be
analysed to calculate the error on the final delay measurement caused by this discreteness. Figure 6.3 shows
a staircase plot of the synthesizable frequencies under the aforementioned constraints. The maximum error
was found to be 1.7%, while the average error is 0.07%, which was found to be acceptable. Moreover, if the
range turns out insufficient, two clock dividers can be cascaded to open up even more frequencies down to
several kilohertz.

6.4. Results
Both chips were found to be functional at room temperature. The RISC-V chip has been tested by running
(compiled) C code, with a relatively slow system clock of 100 MHz. The memory-mapped UART and most, if
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Figure 6.2: Simplified state diagram for the automated testing of the test chip.
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Table 6.1: Combinational ATPG results.

# Tests Test-Mode Global # Tested # Untested Space (non-aligned)
Intfloat Static 76 96.44% 73.73% 1788 624 171 byte(s)
Intfloat Domino 64 95.21% 67.30% 1311 624 144 byte(s)
Intfloat TSMC40 80 96.25% 72.70% 1696 624 180 byte(s)
Intfloat TSMC40F 71 96.39% 71.42% 1574 624 160 byte(s)
16x16 mult Static 53 99.48% 95.21% 12674 624 424 byte(s)
16x16 mult Domino 71 99.71% 97.67% 27342 635 568 byte(s)
16x16 mult TSMC40 52 99.53% 95.20% 12490 624 416 byte(s)
16x16 mult TSMC40F 56 99.54% 95.27% 12696 624 448 byte(s)
Sine Static 252 96.97% 95.51% 36226 1688 1544 byte(s)
Sine Domino 252 97.94% 97.09% 64063 1850 1544 byte(s)
Sine TSMC40 260 96.62% 95.18% 36417 1808 1593 byte(s)
Sine TSMC40F 265 96.88% 95.43% 36402 1707 1624 byte(s)
RR Arbiter Static 1633 99.80% 97.02% 29614 624 78589 byte(s)
RR Arbiter Domino 2504 99.67% 98.38% 43615 624 120505 byte(s)
RR Arbiter TSMC40 1676 99.64% 97.77% 29716 624 80658 byte(s)
RR Arbiter TSMC40F 1723 99.61% 97.76% 30074 624 82920 byte(s)

100 KHz 1 MHz 10 MHz 100 MHz 1 GHz

100 KHz

1 MHz

10 MHz

100 MHz

1 GHz

Figure 6.3: The range of synthesizable frequencies on the Xilinx Artix-7, with FC RY ST AL = 100M H z. Points where the relative error
between two neighbouring frequencies is above 0.5% are indicated by a red dot.

not all, instructions are verified this way. Some measurements of the test chip (chapter 4) have been carried
out. Remaining measurements, specifically those at 4.2 K, are yet to be performed. An elaboration of the
measurement results of the test chip will now follow.

6.4.1. 300 K Delay Measurements
Figure 6.4 shows the initial delay measurement of the test chip down to VDDL = 1.1V , with VNW = VDDL

and VPW = 0V . The BIST as proposed in chapter 4 appears to work as intended, although the test output
contains ’bubbles’. To elaborate, results might show correct operation up to some frequency Fmax , while
the frequencies below Fmax might indicate failure. The results in figure 6.4 are filtered, using the highest
frequency found up to the point where these bubbles start appearing. This point appears to be well below
Fmax for VDD ≥ 0.7 for the multiplier and int-to-float circuits. For lower voltages this point appears to be
equal to Fmax .
A possible explanation is found in the clock frequency sweep provided by the FPGA, as described in sec-
tion 6.3. The number of frequencies in this sweep has been heavily reduced, as the testing time and the size
of the output data with a full sweep was found to be excessive. A second implication is a lower bound of 10
MHz for these measurements, which renders testing below VDDL = 0.4 fruitless.
Domino logic test results were only found to be consistent in the case of the sine circuit, where it shows
significant speedup over the other implementations. In detail, the other three circuits displayed substantial



6.4. Results 53

fluctuations in the measured delay over the range V DDL. A full clock frequency sweep is expected to provide
more insight. Even though inconsistency was found in the three other cases, correct outputs were captured,
verifying the implemented unate transformation and domino logic synthesis flow proposed in section 4.2.2.
Finally, the proposed cells appear to outperform, in the region of interest, the foundry supplied standard cells.
This is as expected, as the foundry supplied standard cells are implemented with standard threshold voltage
devices, contrary to the proposed cells which make use of low threshold devices.
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Figure 6.4: 300 K delay measurements for the test chip.

6.4.2. 300 K Leakage Power Measurements
Figure 6.5 shows the leakage power measurement results. For these measurements, all three clocks are dis-
abled and the appropriate power domain is powered on, followed by a current measurement of several sec-
onds. It should be noted that the results at VDDL ≤ 0.2V are dominated by the leakage current of the capacitors
on the PCB, and thus removed from the figure. Ideally, this point should be measured using a PCB without
capacitors.
It is expected for the proposed cells to display the highest leakage power, due to the use of low threshold de-
vices. This expectation is confirmed, as the proposed static and domino cells display a leakage power larger
compared to TSMC implementations using standard threshold devices. The differences between TSMC im-
plementations and CooLib-Static are small, however CooLib-Domino implementations inherit substantially
more leakage power. CooLib-Domino implementations are substantially larger in sizes in most scenarios, as
a result of the unate transformation (section 4.2.2), which appears to be the explanation.
Figure 6.6 shows the leakage (static) power consumption of the low-to-high level shifter. It was expected to
show considerable static power consumption (as per section 3.2.1), but no consideration was taken towards
scaling of this power consumption with respect to lowering the supply voltage. Clearly, as VDDL moves away
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Figure 6.5: 300 K leakage power measurements for the test chip.

from VDD H , which is fixed at 1.1 V, the static power consumption increases linearly.

An explanation is found in the PMOS input pair of the cell, as PMOS devices only partially turn off for gate
voltages below 1.1 V. Hence, this is worsened as VDDL lowers, as this voltage effectively represents the gate
voltage of that input pair.
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Figure 6.6: Low-to-high level shifter static power consumption at the VDD H supply, over the full range of VDDL .
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6.4.3. 300 K Dynamic Power Measurements
Dynamic power is measured by shifting the LFSR’s output at a frequency of 20 MHz into the launch register
(as defined in section 4.1.1), while launching the data into the circuit under test when the associated clock
signal is low (zero). The domino clock frequency is equal to the shift frequency. This was found to work well
up to VDD = 0.5V , for lower voltages this frequency appears to be too high, producing inconsistent results.
Figure 6.7 displays the results. As expected, domino logic implementations display an increase in dynamic
power consumption as a result of the domino logic clock. All other implementations are found to be in the
same vicinity in terms of dynamic power consumption, with CooLib-Static generally showing a slight increase
compared to TSMC implementations.
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Figure 6.7: 300 K dynamic power measurements for the test chip.





7
Conclusions and Future Work

7.1. Conclusions
This work has presented the first standard cell library, specifically aimed at operating at the 4.2 K operating
temperature, in context of quantum computing. The library houses a basic set of cells available in two differ-
ent logic families; static logic for its characteristics and its industry standard reputation, and domino logic as
its issues are naturally solved at 4.2 K. Specific to the domino logic, necessary logic transformation algorithms
have been implemented in C++, of which the correctness is verified in simulation and silicon. Two chips have
been taped out using the proposed standard cell library. One chip was implemented for characterisation,
most importantly in terms of power and delay, of common combinational circuits implemented in the pro-
posed cells and conventional standard cells. A second chip implements an existing RISC-V design with the
proposed static logic cells, to provide a proof-of-concept of the cell library’s functionality. This chip presents
the first ever CPU implemented specifically for 4.2 K operation.
The functionality of both chips produced in silicon is confirmed. Specifically, the BIST implementation found
in the characterisation chip is proven to enable propagation delay measurements under FPGA supervision.
The RISC-V chip has been verified by executing compiled C code on the device. Correct functioning of both
chips justifies the flow used to construct the proposed standard cell library.
Future work comprises further testing of both chips, both at room temperature and the target 4.2 K operating
temperature. Furthermore, the proposed library might receive continued development by providing a larger
set of cells and eliminating poor performing cells.
The proposed standard cell library presented should enable future digital, or mixed-signal, designs to be
implemented with the proposed standard cells. Moreover, the transition to using the proposed library should
be seamless, due to full compatibility with commercial software tools.

7.2. Future Recommendations
A distinction is made between short-term and long-term future recommendations. To start with the short-
term future recommendations:

• The OR gate, which was not implemented due to subthreshold logic swing concerns, appears to be
required by certain software tools (i.e. Synopsys DC) and should be provided for compatibility under a
fair warning.

• Standard cell libraries offered by foundries often include several choices for VT H , including ultra low
VT H . These should be compared to the proposed cell library, as only access to standard VT H cells was
given for this work.

• The low-to-high level shifter should be replaced by an architecture which does not consume static
power.

• Memories are not considered in this work. The same type of analysis performed in chapter two of this
thesis can also be applied to static RAM (SRAM) cells. Additionally, dynamic RAM (DRAM) is expected
to show significant increases in retention time at 4.2 K.
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• State-of-the-art process nodes should be considered. For instance, the 14-nm node may present suffi-
cient reductions in (dynamic) power to avoid operating in the subthreshold altogether.

As for the long-term future recommendations:

• Eventually, if a 4.2 K model is proposed for the used process node, the library can be re-characterised
to generate PVT corners for this operating temperature. Furthermore, the model can be validated with
the measurement results of the test chip.

• Migration of the proposed standard cell library to a more suitable, with respect to low-power, process
node. In particular, FD-SOI is recommended.
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A
Standard Cell Layouts

This appendix contains the layout of all the cells present in the proposed standard cell library.

Static Inverters
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Static Buffers

Static NANDs
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Static AOIs

Transmission Gate Mux
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Transmission Gate Mux

Positive Triggered D-type Flip-flops (No Reset) Single Strength
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Positive Triggered D-type Flip-flops (No Reset) Double Strength

Domino ORs
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Domino ORs (No Weak-Keeper)

Domino ANDs
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Domino ANDs (No Weak-Keeper)

Domino AOs
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Domino AOs (No Weak-Keeper)

Level-Down Shifter

Level-Up Shifter

Rotated for clearer view.
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Power Gate (Header)
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Decap cells

Tie cells
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Filler cells (1, 2, 3, 4, 8 Tracks)

Filler cells (16, 32 Tracks)

Filler cells (64 Tracks)



B
RISC-V Programming & Firmware

To load firmware into the SRAM found in the RISC-V chip, the sequences stated in chapter 5 should be im-
plemented by an FPGA or similar. This appendix provides the auxiliary scripts needed to convert C(++) code
to a coefficient file required by Xilinx Vivado.

Startup.S
Initialises registers and calls main.

1

2 . section . t e x t
3

4 s t a r t :
5

6 # zero− i n i t i a l i z e r e g i s t e r f i l e
7 addi x1 , zero , 0
8 # x2 ( sp ) i s i n i t i a l i z e d by re set
9 addi x3 , zero , 0

10 addi x4 , zero , 0
11 addi x5 , zero , 0
12 addi x6 , zero , 0
13 addi x7 , zero , 0
14 addi x8 , zero , 0
15 addi x9 , zero , 0
16 addi x10 , zero , 0
17 addi x11 , zero , 0
18 addi x12 , zero , 0
19 addi x13 , zero , 0
20 addi x14 , zero , 0
21 addi x15 , zero , 0
22 addi x16 , zero , 0
23 addi x17 , zero , 0
24 addi x18 , zero , 0
25 addi x19 , zero , 0
26 addi x20 , zero , 0
27 addi x21 , zero , 0
28 addi x22 , zero , 0
29 addi x23 , zero , 0
30 addi x24 , zero , 0
31 addi x25 , zero , 0
32 addi x26 , zero , 0
33 addi x27 , zero , 0
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34 addi x28 , zero , 0
35 addi x29 , zero , 0
36 addi x30 , zero , 0
37 addi x31 , zero , 0
38

39 c a l l main
40

41 loop :
42 j loop

Sections.lds
Most basic linker script possible.

1 /*
2 This i s fr ee and unencumbered software released into the public domain .
3

4 Anyone i s fre e to copy , modify , publish , use , compile , s e l l , or
5 d i s t r i b u t e t h i s software , e i ther in source code form or as a compiled
6 binary , for any purpose , commercial or non−commercial , and by any
7 means .
8 */
9

10 MEMORY {
11 /* SRAM s i z e */
12 mem : ORIGIN = 0x00000000 , LENGTH = 8K
13 }
14

15 SECTIONS {
16 .memory : {
17 . = 0x000000 ;
18 s t a r t * ( . t e x t ) ;
19 * ( . t e x t ) ;
20 * ( * ) ;
21 end = . ;
22 } > mem
23 }

Makefile
Basic makefile, requires the makehex python script available in the PicoRV32 Github repository.

1

2 ARCH= i
3 COMPILER_DIR=/opt/ riscv32$ (ARCH) /
4

5 firmware . e l f : sections . lds s t a r t . s firmware . c
6 $ (COMPILER_DIR) /bin/ riscv32−unknown−e l f−gcc −march=rv32$ (ARCH) −Wl,−Bstatic

,→ ,−T , sections . lds ,−−s t r i p−debug −f freestanding −nostdlib −Wl,−−no−
,→ r e l a x −o firmware . e l f s t a r t . s firmware . c

7

8 firmware . bin : firmware . e l f
9 $ (COMPILER_DIR) /bin/ riscv32−unknown−e l f−objcopy −O binary firmware . e l f

,→ firmware . bin
10

11 firmware . coe : firmware . e l f
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12 python3 makehex . py firmware . bin 2048 > firmware . coe
13

14 clean :
15 rm −f firmware . e l f firmware . hex firmware . bin
16

17 a l l : firmware . e l f firmware . bin firmware . coe

Makehex.py
Simple Python script used to convert the binary into coefficient file format.

1

2 # ! / usr /bin/env python3
3 #
4 # This i s free and unencumbered software released into the public domain .
5 #
6 # Anyone i s free to copy , modify , publish , use , compile , s e l l , or
7 # d i s t r i b u t e t h i s software , e i ther in source code form or as a compiled
8 # binary , for any purpose , commercial or non−commercial , and by any
9 # means .

10

11 from sys import argv
12

13 b i n f i l e = argv [ 1 ]
14 nwords = i n t ( argv [ 2 ] )
15

16 with open( b i n f i l e , "rb " ) as f :
17 bindata = f . read ( )
18

19 a s s e r t len ( bindata ) < 4*nwords
20

21 print ( " memory_initialization_radix =16;")
22 print ( " memory_initialization_vector =")
23

24 for i in range ( nwords ) :
25 i f i < len ( bindata ) // 4 :
26 w = bindata [4 * i : 4* i +4]
27

28 print ("%02x%02x%02x%02x , " % (w[ 3 ] , w[ 2 ] , w[ 1 ] , w[ 0 ] ) )
29 else :
30 print ("00000000 ,")
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