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Abstract—Dynamic channel selection (DCS) is an algorithm for flexible resource sharing in mobile radio systems. The digital enhanced cordless telecommunications (DECT) standard implements a version of DCS based on time as well as frequency multiplexing. In this paper, mathematical models are developed to evaluate the probabilities of channel availability, desired carrier power, and the carrier-to-interference ratio (CIR) for a constant traffic load. These results can be used to compute the call setup blocking probability. The models reported in this study are based on a decentralized DCS according to the DECT standard specifications. The results show that blocking due to availability of a channel (resource blocking), not interference blocking, generally is the most important factor in overall call blocking. Furthermore, it is seen that the resource blocking is sensitive to the implementation of the portable sets. Also, with homogeneous static traffic, this type of DCS can be as good as fixed channel allocation (FCA) with respect to resource blocking.

Index Terms—Cordless telephone systems, DECT, dynamic channel allocation, isolated control, resource management.

I. INTRODUCTION

WIRELESS communication systems widely incorporate frequency reuse to achieve a high-spectrum efficiency. The reuse algorithm should be chosen to satisfy the specific needs of a system, e.g., capacity or flexibility. Dynamic channel allocation (DCA) is an efficient reuse algorithm that can deal with traffic fluctuations. The main feature of DCA is that the channels are reused according to some function of the situation. Fixed channel allocation (FCA), on the contrary, allocates the channels to specific areas at system setup. The European Telecommunications Standards Institute (ETSI) has devised a standard called digital enhanced cordless telecommunications (DECT). This DECT standard is concerned mainly with indoor communication. The standard has some promising features over systems using analog techniques and FCA: DECT offers high-speech quality combined with a flexible system setup. In DECT, the mobiles select the channels that will be used. This type of DCA is therefore called dynamic channel selection (DCS).

A mathematical analysis would enable us to gain significant insight into the mechanisms that influence the performance of DCS systems. The DCS as described in DECT is a decentralized algorithm. The mobile stations select a base station and a channel depending on the total signal power received from the nearby base stations, the availability of the channels, and the cochannel interference.

To date any analysis on DCS has mainly been done on the basis of simulations [1]–[6]. This paper extends the mathematical investigation from [7] and [8]. The models discussed in this paper give mathematical results for the performance of a DCS system at the moment of call setup. The analysis will be mainly statistical because the discussed DCS algorithm operates decentrally, which makes it hard to model system states. The models start bottom up: first the individual procedures are looked into, whereafter statements are made about the system as a whole. The system setup we investigate is described in Section II. In Section III, the models for channel availability treat three different ways to find out which channels are available. In Section IV, we show models for the power level of the desired signal. They calculate the strongest power from two and three available base stations. The model for interference power in Section V uses a geographical area so defined that each channel can be assumed to be occupied by one user. Then, the received signal power (rsp) of each channel is known, and we can select the best of the available channels. The area may be extended by a separate outer area to accommodate a second user on each channel, which will improve accuracy. How the carrier-to-interference ratio (CIR) is calculated from carrier power and interference power is discussed in Section VI. The present investigations are a first step toward the calculation of the call-blocking probability.

II. SYSTEM CHARACTERISTICS

The system discussed here is based on the DECT standard [9]–[11]. DECT works with channels that are created by using time-division multiple access (TDMA) as well as frequency-division multiple access (FDMA). A constellation of 120 channels is created by multiplexing 12 time slots onto ten separate carriers. The duration of a frame of 12 time slots is 10 ms. Each group of 16 frames is called a multiframe. A constellation of 120 channels is shown in Fig. 1.
In the DECT standard, the initiative lies with the portables [portable parts (PP’s)]. They find out which channel is the best one, and set up a call on the selected channel. The constellation in Fig. 1 represents the situation at a radio fixed part [(RFP) a base station]. Three channels are occupied. A PP that wants to set up a call is listening to one busy channel of the RFP. The RFP sends out identification and paging information on each busy channel. The channel that is used for this purpose by the PP is called the locked channel. Practical RFP’s only have a single transceiver, which is fast enough to switch between different frequencies in between time slots. Because of this single transceiver, an RFP cannot be active on two frequencies in the same time slot. Thus, an RFP can handle a maximum of twelve calls, one in every time slot.

Within DECT, the quality of a communication link is expressed in the CIR. A value above 21 dB is considered acceptable. 11 dB of these 21 are a margin to account for 99% of the multipath effects. To keep the model tractable, the acceptable. 11 dB of these 21 are a margin to account for 99% of the multipath effects. To keep the model tractable, the following list of system characteristics will be used throughout the paper.

- The average traffic per RFP is 5 Erlangs.
- An RFP can serve a maximum of 12 calls.
- We will assume that RFP’s are always busy on at least one channel. In this way, the PP’s are always provided with a channel to lock onto to obtain system and paging information. [For a conventional system with 12 lines (Erlangs 12 system) and a load of 5 Erlangs, this has a probability of 99.3%].
- Frames of different RFP’s are assumed to be synchronized. Overlapping time slots would complicate the interference calculations. In practice, RFP’s that are part of one DECT system will be synchronized.
- We use a model for the rsp that is valid only for distances larger than 1 m from the transmitter. To simplify the analysis, we disregard the area within 1 m of transmitters. The shadow fading spread is defined as 1.5 dB at 1 m from the transmitter. It increases linearly to 8 dB at 10 m. The value 1.5 dB was used for numerical reasons. From 10 m onwards, the spread is taken constant at 8 dB.
- The transmitted power used in the calculations is the maximum allowed by the DECT standard [10]: 250 mW (=24 dBm).

In this paper, results are only shown for distances between RFP’s of 20 m. With larger RFP distances the system becomes noise limited rather than interference limited.

III. CHANNEL AVAILABILITY

Whether a PP can use a channel at call setup is important. First, the PP looks for the strongest RFP. Then, at least one channel must be available (not already in use) at that RFP, i.e., the RFP must be free during at least one time slot. Last, at least one of the available channels must offer at least minimum performance, which means that the CIR should exceed 21 dB. When no channel can be used at this RFP (either no channels available or no channels offering enough quality), a PP may always try another RFP. The probability that no channel is available at the RFP selected by the PP is called the resource blocking probability. This is an important parameter to calculate call blocking. The probability that a nonzero number of channels is available is used in the calculations for interference power. In this section, we derive the probabilities of the number of available channels at an isolated

A. Channel Scanning

A PP needs to listen to an RFP to obtain system and paging information. A PP picks one of the active channels of an RFP and locks onto that. Next, to be able to select a channel for communication, the PP must have up-to-date information about the situation of the channels: whether they are in use and how much power it receives on them. For this purpose, PP’s can scan channels. Based on the measured power level, the PP selects the best of the available channels it has scanned.

Today, commercially attractive PP’s do not scan all possible channels for power level information. The scanning of all the channels would be energy consuming and complicated. We show that it might be advantageous, however, in terms of resource blocking.

We consider three methods of channel scanning. In the first one, channels are only scanned during the frame in which the PP listens to the locked channel. This need not be every frame. Each PP has only one transceiver, which is not fast enough to switch frequencies between two time slots. Therefore, only one carrier frequency can be scanned in a frame. The PP must also switch between the scanning carrier and the carrier of channel it is locked on (see Fig. 2). The transceiver switching takes too much time for the channels directly before and after the locked channel to be scanned. This is also called “neighboring channel blindness.” The “neighboring” channels will not be used by the PP, since it does not know the quality of those channels. In the second method, we consider that within the neighboring time slots two channels can be scanned: the ones that are on the same carrier as the locked channel. When the
mobile scans the channels on the carrier it is locked to, it does not switch frequency. In that case, two channels in the neighboring time slots can be scanned. This method does not increase the hardware complexity of a mobile. Third, a choice could be made to scan during other frames. In those frames, the PP need not listen to the locked channel. It is able to scan all the channels. The effect of the three different methods on the channel availability is investigated in the next sections. The results will be discussed at the end of Section III-D.

B. Available Channels with Full Neighboring Channel Blindness

In the first case, a PP does not scan any neighboring channels at all.

In general, the number of available channels is a function of the amount of offered traffic in the cell. The average amount of traffic per RFP gives us the probability of a number of occupied channels. With that, we can find the probability of a number of available channels. We assume Poisson arrivals of calls from a very large number of users. The number of channels in use (occupied channels $Ch_o$) at the RFP can be found with the Erlang $B$ state formula [12]

$$Pr(Ch_o = n) = \frac{\frac{A_{RFP}}{n!}}{\sum_{i=0}^{S_t} \frac{A_{RFP}}{i!}}.$$  \hspace{1cm} (1)

In (1), $S_t$ is the total number of time slots and $A_{RFP}$ the amount of traffic at the RFP. It is assumed here that callers act independently.

The PP locks onto one of the occupied channels. Of the other occupied channels, two can be in the neighboring time slots. If they are in such a neighboring time slot, they do not decrease channel availability because these channels cannot be used by the PP anyway.

We take the number of occupied channels at the RFP to be $Ch_o$. The number of blocked time slots as seen by the PP is defined as the difference between the total time slots and the available time slots ($S_t - S_o$) and is given by

$$S_t - S_o = Ch_o + 2 - S_{no}.$$  \hspace{1cm} (2)

$S_{no}$ is the number of occupied neighboring time slots and can be either two, one, or zero. The number of blocked time slots can be equal to $Ch_o$, $Ch_o + 1$, or $Ch_o + 2$, depending on the number of occupied neighboring slots. To find out how many neighboring slots are occupied, we will assume that all the occupied channels are distributed uniformly over the time slots. The first occupied channel is the one the PP is locked to. Now $Ch_o - 1$ occupied channels remain to fill the other time slots. The probability that the first of the neighboring time slots is occupied is

$$p_1 = \frac{Ch_o - 1}{S_t - 1}.$$  \hspace{1cm} (3)

The conditional probability that the second neighboring time slot will be occupied when the first slot already is occupied is

$$p_2 = \frac{Ch_o - 2}{S_t - 2}.$$  \hspace{1cm} (4)

This is simply the number of remaining occupied channels divided by the number of remaining time slots. Now $q_i$ is defined as $1 - p_i$, the probability of the event not happening.

The probability that both neighboring time slots will be occupied is $2p_1q_2$. Finally, the probability that neither of the neighboring slots will be occupied is $1 - p_1p_2 - 2p_1q_2$. The results are summarized in Table I. The first column gives the three possibilities for the neighboring time slots. The second column shows the probabilities of these possibilities. The number of available time slots is presented in the last column.

The probability of having a number of time slots available can be established

$$Pr(S_a = n) = Pr(Ch_o = S_t - n \land S_{no} = 2) + Pr(Ch_o = S_t - n - 1 \land S_{no} = 1) + Pr(Ch_o = S_t - n - 2 \land S_{no} = 0)$$
$$\text{for } 0 \leq n < S_t - 3.$$  \hspace{1cm} (5)

Of course, the number of available time slots $S_a$ cannot be larger than nine (in our system with $S_t = 12$ time slots). The time slot with the locked channel is never available. The two neighboring time slots are never available in our model in which we scan only one frame from each multiframe.

In this first model, the PP does not scan any neighboring channel, and the probability of a number of available channels $Ch_a$ is the same as the probability of the appropriate number of available time slots

$$Pr(Ch_a = 10 \cdot n) = Pr(S_a = n), \text{ for } 0 \leq n < S_t - 3.$$  \hspace{1cm} (6)

For all values other than multiples of ten the probability is zero. The results of (6) are shown in Fig. 3.
Fig. 3. The number of available channels on an RFP with 5 Erlangs traffic, when no neighboring channels are scanned.

Fig. 4. The number of available channels on an RFP with 5 Erlangs traffic, when two neighboring channels are scanned.

C. Available Channels with Partial Neighboring Channel Blindness

The second case assumes the PP to scan the two channels immediately neighboring to the locked channel. The number of available channels is the number of available time slots times the number of carriers plus the number of available neighboring channels. This last term can be either zero, one, or two because for each neighboring time slot not occupied, one neighboring channel is available. We find

\[
\begin{align*}
\Pr\{Ch_a = n \cdot 10\} &= \Pr\{Ch_a = S_t - n \wedge S_{no} = 2\} \\
\Pr\{Ch_a = n \cdot 10 + 1\} &= \Pr\{Ch_a = S_t - n - 1 \wedge S_{no} = 1\} \\
\Pr\{Ch_a = n \cdot 10 + 2\} &= \Pr\{Ch_a = S_t - n - 2 \wedge S_{no} = 0\} \\
\Pr\{Ch_a = \text{other}\} &= 0, \quad \text{for } 0 \leq n < S_t - 3. \quad (7)
\end{align*}
\]

The number of available channels ranges from 0–92, not all values included.

In Fig. 4, results are given for a system with this partial blindness. The results are grouped per number of available complete time slots. Each group of three bars totals to give the probability of the appropriate number of available complete time slots in Fig. 3. The separate bars are for the possibilities of zero, one, or two of the neighboring channels being available. The legend indicates the possibility each bar stands for. The number on the horizontal axis should be increased by zero, one or two to find the total number of available channels for which the probability is given.

D. Available Channels Without Neighboring Channel Blindness

When we consider a PP that is able to scan all channels, the function for the probability of a number of available channels is much simpler. The PP can see a maximum of 110 available channels (with the system as specified) because it does not scan any channels in the time slot of the channel it is locked on.

In this third case, the number of time slots available is

\[
S_a = S_t - Ch_{no}. \quad (8)
\]

Here, \(S_a\) is the number of available time slots, \(S_t\) is the total number of time slots, and \(Ch_{no}\) is the number of occupied channels. The probability of having a number of time slots available is

\[
\Pr\{S_a = n\} = \Pr\{Ch_{no} = S_t - n\}, \quad \text{for } 0 \leq n < S_t - 1. \quad (9)
\]

All the frequency channels of each available time slot can be accessed, so the probability of a number of available channels is

\[
\Pr\{Ch_a = n \cdot 10\} = \Pr\{S_a = n\}, \quad \text{for } 0 \leq n < S_t - 1. \quad (10)
\]

Here, \(Ch_a\) is the number of available channels. The results given in Fig. 5 are actually the same as those for an Erlangs 12 system, where the possibility of 12 time slots (equivalent to 120 channels) being available has been cut off.

The difference between Figs. 3 and 4 is clear. For each number of completely available time slots, the probability does not change. In Fig. 4, e.g., the probabilities for 60–62 add to the probability of 60 free channels in Fig. 3. There is a slight overall improvement in the number of available channels in Fig. 4, due to the fact that two extra channels can be scanned.

When the PP can scan all channels, more become available, as is indicated in Fig. 5. From here on, however, unless otherwise mentioned, the full blindness scheme will be used.

E. Resource Blocking

When a PP tries to set up a call and finds that it is not possible because no channel is available at the RFP, this is called “resource blocking.” The probability that this will happen can easily be calculated from the above models. In Fig. 6, results are given.
The middle curve in Fig. 6 shows the result for a DECT system with full blindness. The bottom line is for an Erlangs 12 system, but also for both the two other DECT methods: partial blindness and full scanning. The top line is for an Erlangs 10 system. Implementation of a system with partial blindness is not expected to be much more complicated than a system with full neighboring channel blindness, yet an increase in blocking performance can result, as can be seen in the graph.

These results are only valid for a single-RFP system. However, when a PP cannot set up a call at the selected RFP, DECT allows the PP to try at another RFP (which must be close enough to provide acceptable carrier power at the receiver). In a system with a number of RFP’s close enough to each other, the resource blocking would be greatly reduced. This is the improvement that is seen when, e.g., an Erlangs 12 system with 5 Erlangs traffic load is replaced by an Erlangs 24 system with 10 Erlangs traffic, when two RFP’s are within reach.

IV. CARRIER POWER

Because a PP has to select the RFP to connect to, we implement the RFP-selection mechanism in the model. Two different models are considered. First, however, we describe a model for the received power. A PP receives signal power from one or more RFP’s. In general, this power is called $r_{sp}$. The power that a PP receives from the RFP to which it is connected (i.e., the desired power) is called carrier power.

A. Received Signal Power

Signal power that is received from a distant transmitter is affected due to the following:

- antenna type and orientation;
- multipath fading;
- shadowing;
- “large-scale” path loss.

When a portable telephone is used, the antenna orientation will vary considerably. However, for the sake of simplicity we do not include a varying antenna effect into our model. We assume that the influence of the antenna type and orientation is constant. The other three effects are described in [13]. We use a model where the $r_{sp}$ is only influenced by the large scale path loss and the shadowing effects. A margin is added to the required CIR to compensate 99% (in time) of all multipath effects.

![Fig. 6. The probability that no channel is available at an RFP.](image)

When a receiver is at a distance $d$ (m) from a transmitter, the area mean $r_{sp}$ ($\bar{r}_{sp}$, in dBm) is

$$\bar{r}_{sp}(d) = P_t - (\beta + 10\alpha \log d), \quad \text{for } d \geq 1 \text{ m}, \quad (11)$$

This is the power when only large-scale attenuation is taken into account. $P_t$ is the transmitted power in dBm. $\alpha$ the path loss parameter or decay index, and $\beta$ the parameter for the transition of transmitted power to power at one meter distance. The signal has been averaged over a large area to give this result.

For an indoor environment, we can assume the path-loss parameter $\alpha$ to vary with the distance from the transmitter. Thus, we can incorporate features like walls and floors in the model. An environment model where the path-loss parameter does not change with distance is given for comparison. This is a model that can be used for outdoor systems. Values from [14] are used in Table II for the model with varying parameters. The model with fixed parameters starts at the same $r_{sp}$ at 1 m from the antenna, but gives constant attenuation over the complete distance range.

In Fig. 7, the value of $\bar{r}_{sp}$ is plotted against the distance. In our calculations, the model with varying parameters is used. Even though cells with a 20-m diameter are used, in our model interference from a larger distance will influence the $r_{sp}$, making the tail of the curve important.

![Fig. 7. The area mean $r_{sp}$ as a function of the distance from the transmitter.](image)

Another aspect of the radio environment that we incorporate in this model is shadow fading. There may be objects in the path of the radio waves that attenuate the signal power. We assume that the result of this fading is a lognormal distribution of $r_{sp}$, with the area mean $r_{sp}$ as the arithmetic mean [15]. As mentioned in Section II, the standard deviation, or spread, of the shadow fading is taken to be constant (8 dB) for a distance larger than 10 m from the transmitter. The spread will increase linearly with the distance up to 10 m from the transmitter. To keep the calculations manageable, we assume that shadow fading is uncorrelated in time and space.
When we incorporate lognormal shadow fading in our model, the rsp has the following probability density function (pdf):

$$P_D(d) = \frac{1}{\sqrt{2\pi} \cdot \sigma} \exp\left(\frac{-\left(rsp - \bar{r}_{sp}(d)\right)^2}{2\sigma^2}\right),$$

for $d \geq 1$ m, \quad (12)

Here, $\sigma$ stands for the standard deviation of the shadow fading: the fading spread, given in decibels. The local mean $r_{sp}$ is called $r_{sp}$ throughout this paper, without the overbar to indicate local area averaging. It is given in dBm, as is the area mean $r_{sp}$. The distance to the transmitter ($d$) is an input parameter for the pdf.

Noise power can be an important factor when measuring received power strength. However, we assume the noise power to be far below the carrier power level. We therefore do not consider noise in the carrier power models.

B. Selecting an RFP

The PP moves within the system. It connects to the best RFP it can find, which is the strongest one that has a channel available. In this section we concern ourselves with the strongest RFP. We discuss two models: one where the PP can select one of two RFP’s, another where three RFP’s are available.

1) Selecting from Two RFP’s: We place the PP on a straight line between two RFP’s, as depicted in Fig. 8. The two RFP’s are exactly one-cell diameter ($D_{cel}$) apart. The PP is at a distance $d$ from one RFP. Consequently, it is at a distance $D_{cel} - d$ from the other. This does not hold for a two-dimensional (2-D) system, but this approximation appeared to be accurate enough for our purpose. The location of the PP will be looked at as if it were in a 2-D cell.

If the PP is in the cell of RFP$_1$, then the distance $d$ to RFP$_1$ cannot be larger than $D_{cel}/2$. We know the pdf’s for the rsp for both RFP’s at their respective distances, from (12). We use them to calculate the probability of a level of carrier power. The location of the PP will be looked at as if it were in a 2-D cell.

We take the placement probability density of the PP to be uniform within a circular cell. The probability density of the PP being at a distance $d$ (in m) from RFP$_1$ is

$$P_D(d) = \frac{8\pi}{D_{cel}^2}, \quad \text{for } x < \frac{D_{cel}}{2},$$

(13)

The PP selects the RFP with the strongest signal. When it receives signal power $c$ from RFP$_1$ and less from RFP$_2$, it selects RFP$_1$. The carrier power then is $c$ dBm. If the power levels are reversed, the PP will select RFP$_2$.

We now define a short notation for the probability density and cumulative pdf of the $r_{sp}$

$$P(r_{sp}, x) = P_D(d) \cdot \Pr \{r_{sp} = r_{sp}|x\}$$

$$C(r_{sp}, x) = P_D(d) \cdot C(r_{sp} = r_{sp}|x).$$

(14)

Here, $x$ stands for the distance of the PP to the respective RFP. We assume that the pdf’s for carrier power are identical for all RFP’s and that the signals are uncorrelated.

The conditional probability density that at a certain distance $d$ (in m from RFP$_1$) we will find $r_{sp}$ of strength $c$ (dBm) from RFP$_1$ and less from RFP$_2$ is

$$P_D(d) \cdot C(r_{sp}, x) = P_D(d) \cdot C(r_{sp} < r_{sp}|x).$$

(15)

This product gives us the probability of carrier power $CP = c$ when we know in advance that the PP will select RFP$_1$.

When we add to this the conditional probability density that we will receive $r_{sp} c$ from RFP$_2$ and less from RFP$_1$, we find the total probability density of carrier power $c$ at the given distance

$$P_D(d) \cdot C(r_{sp}, x) = C(r_{sp} = c, D_{cel} - d) + C(r_{sp} = c, D_{cel} - d).$$

(16)

Still, $d$ stands for the distance from RFP$_1$.

Integrating (16) over the distance yields the unconditional pdf for the carrier power for a PP at an arbitrary (unknown) place

$$P_D(d) \cdot \int_0^{D_{cel}/2} P_D(d) \cdot C(r_{sp} = c, d \cdot x) \, dx.$$
the probability of exceeding the rsp at the average distance. These findings reflect the selection of the best of two RFP’s.

When a PP cannot set up a call at the first RFP (no available channels, no channels good enough), it reverts to the next best RFP (if any). We then need the carrier power from that RFP. The method reported above can also be applied when we need to know the power, given the fact that we selected the second best RFP when the call setup did not succeed at the best RFP.

2) Selecting from Three RFP’s: The model with only two RFP’s is not very realistic: PP’s are not always on a straight line between two RFP’s. We now look at a better 2-D model.

The hexagonal cell shape is very effective when packing a number of cells into a certain area. The RFP’s are placed according to such a hexagonal cell shape and form a grid as indicated in Fig. 10. We will investigate the area between RFP’s 1–3. Only these three RFP’s will be taken into account. When a PP is near a border, say between RFP 2 and RFP 3, there will be an RFP 1 about as far away from the PP as RFP 2 and RFP 3 are the two farthest RFP’s. The influence of RFP 3 will be small, and the same holds for RFP 2. When the PP is at any other place within the triangle, RFP 1 will influence the carrier power much more than RFP 2. We will neglect the influence of RFP 2, and any other RFP outside the triangle, altogether.

We give each RFP a pair of Cartesian coordinates to indicate their positions. For each RFP, we thus have \( x_{\text{RFP}} \) and \( y_{\text{RFP}} \). The PP which is at \((x, y)\) is a distance

\[
d_{\text{RFP}} = \sqrt{(x_{\text{RFP}} - x)^2 + (y_{\text{RFP}} - y)^2}
\]

from RFP. We assume that the PP has a uniform spatial distribution, so that the probability of \((x, y)\) is constant.

Again, we use (14) for the probability and cumulative pdf’s. Now the probability of a carrier power of \( c \) is the probability that one RFP offers \( c \) while the other two offer less

\[
\text{Pr } d\{\text{CP} = c\} = \frac{1}{O_{\text{triangle}}} \int_{y_1}^{y_2} \int_{x_1}^{x_2} \text{Pr } d\{\text{CP} = c(x, y)\} \, dx \, dy
\]

with \( y_1 = \sqrt{3}D_{\text{cel}}/2, \quad y_2 = y/\sqrt{3} \).

\[
O_{\text{triangle}} = D_{\text{cel}} - y/\sqrt{3}.
\]

This remains to be averaged over all values of \( x \) and \( y \) that lie within the triangle

\[
\text{Pr } d\{\text{CP} = c\} = \frac{1}{O_{\text{triangle}}} \int_{y_1}^{y_2} \int_{x_1}^{x_2} \text{Pr } d\{\text{CP} = c(x, y)\} \, dx \, dy
\]

with \( l_1 = \sqrt{3}D_{\text{cel}}/2; \quad l_2 = y/\sqrt{3} \).

Here, \( O_{\text{triangle}} \) is the area over which we integrated. One divided by this value is the probability density of being at point \((x, y)\), which is constant for all \( x \) and \( y \). The algorithm can also be applied when looking for the power from the second best RFP, except that then the probability should be used that one RFP will offer better power than the given value.

The pdf’s of carrier power for a \( D_{\text{cel}} \) of 20 m for both the 2 and 3 RFP model are shown in Fig. 11. It is reassuring to see how similar the results are for the two different methods. They show that although the distance to the nearest RFP can be larger in the 3 RFP model, the higher number of RFP’s to select from compensates the higher average attenuation loss.

V. INTERFERENCE POWER

A method to calculate the cochannel interference power is described in this section. This is the undesired power that a PP receives from other users that are communicating on the same channel. Although these users usually are at a large distance, their power can cause interference.

We calculate a pdf for the rsp on a channel. With all the pdf’s for all the available channels, we need a method of selecting the best channel. This will lead us to a pdf for interference power. In this model, all the RFP’s are in perfect frame synchronization. The DECT standard requires close synchronization of cooperating RFP’s.

A. Received Signal Power on a Single Channel

In the following discussion, we must keep in mind that the interference power a PP experiences is transmitted by RFP’s. When we are speaking of users in the interference context, the RFP’s to which the users (PP’s) are connected are intended. The power from those RFP’s and the distance to those RFP’s are the important parameters. For the sake of
simplicity, however, we will keep on referring to the “users” from which interference is experienced.

Another item to be considered is the noise. The power from noise is not included in the derivations in this section. When noise should be reckoned with, i.e., when interference power becomes too low, noise should be added to the rsp. The interference then is calculated on the basis of the combined received signal and noise power. If this is done, it will be explicitly mentioned along with the results, otherwise, results are for interference on the basis of rsp only, although the results may be below the noise power level.

Suppose the observed circular area is so large that enlarging it would not influence the results. All signals from outside the area should be negligible at the center of the area, which is the point under observation. The active users (spread uniformly in space) will also spread evenly over the total number of channels \((Ch_t)\), which is the purpose of the DCS. We can calculate the number of users per channel, given the number of active users. The interference power at a certain point is the power from the active users on the best channel. Given the statistical approach, a channel will be found with active users only at the boundaries of the area, resulting in very low interference power. This does not agree with the practical behavior that PP’s on one channel will equalize their mutual distances. We should constrain the PP’s to smaller subareas to avoid this trap.

Taking a part of an infinitely large area, we assume that due to the even spread of the users we find a circular area within which each of the \(Ch_t\) channels is being used by exactly one user. We will take the size of the circular area such that there are \(Ch_t\) users active. At the center of this circular area an arbitrary PP wants to set up a call: this is the observed PP. Now, if one channel could be found without an active user in this area, another channel would be used by two users to keep the total number of users equal to \(Ch_t\). The only reason for this channel state can be that interference from just outside the area on the channel with no users is so strong that it is not better than other possible channels, as seen from the observed PP. Then the observed PP is not more likely to choose this empty channel than any other channel. This model with the circular area around the observed PP assumes that the DCS algorithm functions well.

Now, we need an area in which \(Ch_t\) users are active. For an area with \(A\) Erlangs traffic, the probability of \(Ch_t\) active users is given by the Erlang \(B\) state equation

\[
\Pr\{N_{active} = Ch_t\} = \frac{A^{Ch_t}}{Ch_t!} \sum_{i=0}^{Ch_t} \frac{A^i}{i!}, \tag{21}
\]

Here, \(U_{max}\) is the maximum number of users the RFP’s in the area can simultaneously serve. To obtain an area where all channels are occupied once (with \(Ch_t = 120\) active users), we need an area with roughly 120 Erlangs of traffic. With 5 Erlangs per RFP we will need, on average, 24 RFP’s. These RFP’s offer channels for a maximum of \(U_{max} = 24 \cdot 12 = 288\) users at any one time. This is large enough to approximate (21), letting \(U_{max}\) go to infinity, in which case we find the Poisson distribution

\[
\Pr\{N_{active} = Ch_t\} \approx \frac{A^{Ch_t}}{Ch_t!} e^{-A}. \tag{22}
\]

What we need, however, is the probability for such an area (or, equivalently, for the total amount of traffic needed) that all \(Ch_t\) channels are occupied. We now calculate (22) for all values of \(A\) keeping the number of active users fixed. Using the resulting values, we find the \(a posteriori\) probability density for the amount of traffic. This yields

\[
\Pr \{ d[A = d] Ch_t \} = \frac{A^{Ch_t}}{Ch_t!} e^{-A} \tag{23}
\]

when the \(a priori\) unconditional probability (respectively, density) for the number of active users (respectively, amount of total traffic) is taken to be uniform. Equation (23) gives the probability density of an average of \(a\) Erlangs traffic, when we know that \(Ch_t\) channels are occupied.

From cell traffic and size we can calculate the total area needed to provide the \(a\) Erlangs of traffic. Cells are assumed to be hexagonal, so

\[
O_{cel} = \frac{\sqrt{3}}{2} D_{cel}^2. \tag{24}
\]

Let us call the total area in which each channel is occupied by one user \(O_1\) (m²). The radius of this area is \(R_1\) (m). For an area with \(a\) Erlangs traffic, we define \(O_1\) and \(R_1\)

\[
O_1 = \frac{a}{A_{RFP}} O_{cel} \quad R_1 = \sqrt{O_1/\pi}. \tag{25}
\]

Here, \(A_{RFP}\) is the average traffic per RFP. Now, on each channel we have one user that is within \(R_1\) m from the observed PP. The place of the user is assumed to have a uniform probability distribution. Thus, the probability density for a distance \(d_u\) of an arbitrary user can be found as

\[
\Pr \{ d[d_u = d] \} = \frac{2d}{R_1^2}. \tag{26}
\]

However, we are not interested in users that are connected to the RFP the observed PP is using. Channels already in use at that RFP cannot be used by the observed PP anyway. We can modify the carrier power calculations in such a way that we find the probability that an arbitrary PP is not using RFP\(_w\). RFP\(_w\) is the wanted RFP, where the observed PP wants to set up a call. We then get

\[
I_{RFP_w} = \Pr\{ \text{RFP}_w \text{ not selected} | d_u = d \}. \tag{27}
\]

When we multiply this probability with the probability density of (26), we find the pdf of an arbitrary user being at distance \(d\) and not connected to RFP\(_w\)

\[
I_{RFP_u} = \Pr \{ \text{RFP}_u \} \cdot \Pr \{ d[u = d] \} \cdot I_{RFP_w}. \tag{28}
\]

This value has to be normalized to give a total probability of one.

If one user is present on each channel within the area \(O_1\), we can use the pdf for rsp from one user as given in (12). We must now integrate the pdf for rsp over the circular area, using
the probability that a user is at distance \( d \) and not connected to RFP

\[
P_{\text{rsp}O_1}(\text{rsp}) = \Pr d\{\text{rsp}_{O_1} = \text{rsp}\}
\]

\[
= \int_{0}^{R_1} P_R d\{\text{rsp}_{O_1} = \text{rsp}|d\} \cdot \Pr d\{d_{un} = d\} \, dd.
\]

We can now assume a second region (a concentric ring) around circular area \( O_1 \), which also accommodates \( Ch_t \) users. This region accommodates a second interferer for each channel. Its area can be noted as \( O_2 \). Within this ring, the users each select a channel, so that in total each channel is used by two users. The outer boundary is at a distance of

\[
R_2 = \sqrt{O_1 + O_2}/\pi.
\]

The probability of an arbitrary user being at a certain distance within this region is

\[
\Pr d\{d_u = d\} = \Pr d\{d_{un} = d\} = \frac{2d}{R_2^2 - R_1^2}
\]

safely assuming that the PP is not connected to RFP. We can also calculate a pdf for interference power from the second region

\[
P_{\text{rsp}O_2}(\text{rsp}) = \Pr d\{\text{rsp}_{O_2} = \text{rsp}\}
\]

\[
= \int_{R_1}^{R_2} \Pr d\{\text{rsp}_{O_2} = \text{rsp}|d\} \cdot \Pr d\{d_{un} = d\} \, dd.
\]

Convolving the two pdf’s for interference power results in a better approximation because a second interferer is reckoned with. The assumption of one user per channel is less valid for the outer ring than for the inner circle, but it is still good enough to use for the outer ring because these interferers have less influence than the interferers in the inner circle. The pdf for the total signal power received (rsp) by a PP on an arbitrary channel becomes

\[
P_{\text{rsp}O_1&O_2}(\text{rsp}) = \Pr d\{10\log(10^{\text{rsp}_{O_1}/10} + 10^{\text{rsp}_{O_2}/10}) = \text{rsp}\}.
\]

Equation (32) can be calculated with the convolution transformed for the logarithmic domain [16]. We will use the results of (32) in the next section to calculate the interference power on an arbitrary channel. Fig. 12 shows some results. For both the inner and outer areas, a traffic of 120 Erlangs is assumed, so the areas are fixed in size. The rsp from both areas is given in two curves. The pdf of the sum of these powers is displayed as the bold curve. This is the total rsp that a PP receives from the interferers. With this system size (cell diameter 20 m), the second interferer slightly influences the overall result. A third interferer would be even further away. The influence would then be negligible.

B. Selecting the Best Channel

We consider the system from the viewpoint of a PP; PP’s have the initiative in the DCS system. Let us imagine a PP that wants to start communicating. It finds itself in the vicinity of a certain RFP. If there are more, the PP will select the one from which it receives the strongest power. The rsp of the channel to be selected will become the interference as soon as the PP starts using the channel. Therefore, from the channels available at the RFP, the PP will select the one with the lowest rsp (in the case with noise, the PP will select the channel with the lowest rsp plus noise). For the availability of channels we can choose a model depending on the implementation of channel scanning in the PP.

When no channels are available, a call cannot be set up. We do not consider this blocking possibility here. We discuss establishing the pdf of interference power for a PP that has succeeded in a call setup.

The PP has to select one of the available channels. To be able to include a selection in our model, we have already established the pdf for the rsp of all available channels. The rsp is the power that is received at the position of our PP from the users of a channel.

We can calculate the probability that we will select a certain level of signal power. The selected rsp will then become the “interference power” (by definition). The channel we select must be the one with the lowest rsp of all. We will get the probability that all the other channels offer a higher rsp than the one we select, at a specific level of the rsp. In Fig. 12, the steps are visualized. This structure diagram describes how to find the probability density for interference power, given the number of available channels. When noise is included in the calculations, the rsp should be replaced by rsp plus noise.

We have found a pdf of the rsp for all the available channels at our RFP. We also have a probability function for the number of available channels. It now remains to find the pdf for interference power.

We can offer our imaginary PP a number of channels with corresponding pdf’s for the rsp. The PP must select one, based on the rsp of all available channels. This is done in much the same way as for the carrier power: the PP selects the best available power. In this case, that means that the channel with the lowest rsp will be selected.
To calculate the probability of a level of interference power, we first need the probability density of a certain level of rsp on one channel. We find it using (32). Then, we need the probability that the rsp of all the other channels is higher. With $Ch_a$ available channels we find

$$P_T\{\text{all other channels higher than } i\} = (Pr\{\text{rsp}_{O\&O_2} > i\})^{Ch_a-1}. \quad (33)$$

Now we multiply and sum over all possibilities of channel availability

$$P_T(i|O_1&O_2) = \sum_{c=1}^{Ch_{\text{max}}} [c \cdot Pr\{Ch_a = c\} \cdot P_{\text{rsp}_{O\&O_2}}(i) \cdot (Pr\{\text{rsp}_{O\&O_2} > i\})^{c-1}]. \quad (34)$$

The result is the pdf of the interference power, given the sizes of the circular areas. If we want to average over the possible area sizes, (34) should be integrated over the area sizes. Both areas $O_1$ and $O_2$ might be varied. However, to reduce calculation times, only area $O_1$ is varied in the calculations. This has a negligible impact on the results since the contribution of $O_2$ is small, as can be seen in Fig. 13. The general equation used is

$$P_T(q|A_{\text{RFP}}) = \int_{O_{\text{min}}}^{O_{\text{max}}} Pr\{A = \frac{O_2}{O_{\text{Erl}}} | Ch_t\} \cdot P_T(q|O_2\&O_2) \, dO_1 \quad (35)$$

where (23) is used for the probability density of the area size, using the equivalence of the pdf’s for traffic $A$ and area $O_2$. The amount of traffic is found by dividing the area $O_1$ by the area needed for one Erlangs ($O_{\text{Erl}}$). The size of $O_2$ is kept constant. The interference is also calculated for a fixed inner area $O_1$, which holds an average traffic of 120 Erlangs. No integration is necessary then.

In Fig. 14, four curves are displayed which give the interference results for different areas. The simplest calculation was for a single area with 120 Erlangs. The most sophisticated method uses a varying inner area and a constant outer area. Here, the results are averaged over all the possibilities for the inner area. The outer area is kept constant since its impact is small (see also Fig. 13). The two other curves show effects of modifications of the method.

VI. CARRIER-TO-INTERFERENCE RATIO

When both the carrier power and the interference power pdf’s are known, the calculation of the CIR is a straightforward
matter. A convolution of the two pdf’s is all that is needed

$$\Pr \{\text{CIR} = r\} = \int \Pr \{C = p\} \cdot \Pr \{ -I = r - p\} \, dp.$$ (36)

CIR results are given in Fig. 17. It shows that the probability of the CIR to be below 21 dB is very close to zero.

A comparison with simulation results shows some differences. The curve shapes are alike, but the mean values differ, as can be seen in Fig. 18. The discrepancies are likely to be caused by differences between the system models. Most important among the differences is the fact that the simulation uses a bounded area, whereas the mathematical models assume (a part of) an infinite area. The simulation used a rectangular area containing 64 RFP’s. When a system with a bounded area is investigated, it is not possible to use the circular approach of Section V. A PP can be close to the border of the system, so that all the interferers are in a semicircle around the PP. The average distance of the interferers then is larger than in our case. Interference power will be lower. For a PP at a straight boundary, it is straightforward to compute the interference power. A semicircle should then be used instead of the circular area. The results confirm that bounded systems will experience lower interference. A PP in a corner of such a system would find interferers even further away, lowering interference more. When a mathematical model would be averaged over all such possibilities, we feel that the results will be very close to the simulation results.

VII. CONCLUSIONS

The mathematical models developed in this report appear to be satisfactory. Results for carrier power and interference power show that the logical basis of the models is solid. The end goal, a mathematical relation for the call blocking, is already supported by the following models.

- **Channel Availability Model:** Depending on the implementation of a PP, a probability function can be used for the number of available channels. This model shows that for a single RFP the resource blocking using DCS is at best equal to the resource blocking using an equivalent FCA.
- **Carrier Power Model:** Two models were developed, giving almost equal results. In one model, two RFP’s were present to select from, and in the other model, three RFP’s were available.
- **Interference Power Model:** The developed method is used to compute the rsp from the closest user on the best channel. A second, more distant, user may also contribute to the rsp on the channels.
- The CIR can be computed by a convolution of the carrier and interference powers.

Finally, the call blocking is a function of the results of different models, which are channel (or resource) blocking, carrier blocking, and CIR blocking. From the results reported here, it can be concluded that the resource blocking is the most important factor of call blocking.

A comparison with simulation shows some differences. These are likely to be a consequence of differences in the system models. Important is the fact that the simulation only reckons with a bounded area. The mathematical model works on (part of) an infinite system.

The results are only valid when the PP can access but one RFP. What should be investigated is the correlation between the different cells. How is the traffic of bordering cells correlated? What happens if a call cannot be set up in one cell? Will the portable revert to the nearest cell? These questions still need a lot of attention and will be the subject of further research.
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