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Abstract

Signal Analysis techniques are routinely used in Neuroscience to interpret raw signals harvested from the Nervous System. From a simple Fourier analysis to more complicated methods such as multiresolution wavelet analysis, such techniques must be used for signal manipulation in order to reach informed conclusions on the measurements taking place.

In neuroscientific research, it is common practice to scan a neural recording manually to label the areas of the signal that are relevant to the research at hand. This can, obviously, be very time-consuming for the researchers. What is more, this method can prove imperfect, seeing as two different researchers can disagree on the labeling of the data.

In every experiment, signal epochs are isolated because they stand out from the rest of the recording due to a special characteristic, which is, in the previous case, visible with the unaided eye. In signal processing terms, this means that the signal displays specific spectrotemporal characteristics during these epochs. Thus, these characteristics can be isolated, quantified and studied independently, while a detection algorithm can be developed so that the detection and labeling of the significant signal epochs can be carried out automatically.

In this project, the spontaneous activity of the neurons in the Prefrontal Cortex was analyzed in relation to neural synchrony, using time-varying AR Models. It was concluded that the signal epochs of neural synchrony display common characteristics besides being visually similar. This allowed the isolation of the synchrony epochs based on model parameters.

However, the training of the models is very computationally intensive, so a detection algorithm was developed, based on a matched filter which made use of one of the isolated epochs as a template. The detection scheme was then validated using a recording harvested during electrical stimulation of the deep brain, evaluating the quality of the scheme was evaluated.

Finally, the detection scheme was applied to stimulation recordings to study the electrical behavior of the Prefrontal Cortex during electrical stimulation of deep brain structures.
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Biomedical Signal Analysis is located at the juncture between Medicine and Engineering. It constitutes a prime example of how engineering principles can be applied to a completely different field, providing new methods and points of view and being a large factor in the advancement of medical research.

Signal analysis methods are routinely used in the field of Neuroscience, to interpret electrical signals harvested from the Nervous System. The study of these signals have provided researchers with valuable insight into the complex function of the brain, paving the way for important breakthroughs in our knowledge of how the brain works.

Of course, the methods applied in this kind of experiments have been developed by engineers and signal processing experts who analyzed the signals provided by neuroscientists. The heterogeneity among the signals that can be harvested from the nervous system has led to a multitude of different signal analysis methods to be tailored for their application on this type of time series, creating fertile ground on further research on these methods.

Despite decades of studying the brain, the scientific community agrees that there is still a long way to go before we manage to unlock all its secrets. Research might focus on some areas or functions of the brain, while others have not been so closely studied, or not discovered at all.

The relation between the Prefrontal Cortex and a deep brain structure called the Ventral Tegmental Area will be studied in this project. These two structures communicate through the mesocortical dopaminergic pathway, and their communication is mediated by the release of the neurotransmitter dopamine and monitor a small part of the activity of the brain.

The goal of this project is twofold. It is primarily dedicated to the analysis of the spontaneous activity of the Prefrontal Cortex, which is shown to display short events of neural synchrony, manifesting themselves as oscillatory activity at certain frequencies. Their occurrence spans the entire length of the recording and following no discernible pattern. An analysis and detection scheme for this type of neural synchrony is, eventually, developed.

What is more, it was deemed useful to observe and study the electrical behavior of the Prefrontal Cortex when the Ventral Tegmental Area was electrically stimulated. Since these two are connected, the stimulation is expected to elicit some kind of response at the Prefrontal Cortex. In this case, the quantification of this response would be the fluctuation of the number of neural synchrony events detected in the signal around the stimulation pulses.

The experiments and recordings were carried out using b-6 mice at the Erasmus MC Neuroscience Department, in Rotterdam and the results of the research are presented in this report, which is structured as follows: Chapter 2 is an overview of the function of the nervous system and the structures that are important for this project, Chapter 3 is a presentation of the signal analysis methods that will be used for the study of the neu-
ral recordings, Chapter 4 presents the experimental procedure for the harvesting of the signals, Chapter 5 contains the analysis that was carried out, Chapter 6 presents the conclusions drawn from the analysis and recommendations for future work are provided in Chapter 7.
Since this project is carried out in a medical setting, despite being primarily engineering- and mathematically oriented, it is useful to provide the reader with a brief overview of the biological structures and functions that will be mentioned in the entire length of this report. At the end of this chapter, the motives for the research that follows will have been made clearer.

2.1. **Basic Structure and Function of the Central Nervous System**
The Central Nervous System constitutes the control center of the entire organism. With few exceptions, every operation taking place in the body, either voluntary or involuntary, is controlled by the CNS. The basic functions of the CNS will be analyzed in this section.

2.1.1. **Anatomy and Physiology**
The CNS comprises of two main organs: the brain and the spinal cord. The brain is safely enclosed in the skull, while the spinal cord is enclosed in the vertebral column, running its entire length. Processing of information takes place in the brain, while the spinal cord relays signals between the brain and the rest of the body. These signals can be either afferent or efferent, with direction to the CNS from body tissues or vice versa respectively.

At their lowest level, all living tissues are made from functional units called cells. The cells of the Nervous System are called neurons, about 100 billion of which make up the CNS. A typical neuron can be seen in Figure 2.1, from which its intricate structure is apparent. The neuron comprises of two main parts: the soma (the large part of the cell, on the left of the image) and the axon (the long tail at the bottom), connected at the axon hillock.

The soma itself contains most of the cellular organelles necessary for the function of the cell, as well as a large number of tree-like processes, aptly named dendrites (from the Greek word for tree: δέντρον). The axon is a long process (as long as one meter in larger neurons), which connects one neuron to the next. The most distal part of the axon, the axon terminal, connects to one of the dendrites of the next neuron, forming a neural synapse.

A special species of neurons is that of motor neurons, which innervate muscles. The axons of these neurons terminate on muscles at a different kind of synapse, the neuromuscular junction, but these belong to the Peripheral Nervous System and are out of the scope of this work.

The most important function of neurons is the relay of messages from one neuron to the next, which occurs unidirectionally in every neuronal cell, from the soma, through the axon, to the axon terminal and the synapse, to dendrites of the next neuron and so on [1].

2.1.2. **The Synapse and Neurotransmitters**
The connection between two neurons, that is, between an axon terminal and a dendrite, is called a neural synapse. Synapses can be either electrical, the rarer kind, or chemical. A schematic of a typical chemical
The neuron whose axon terminal is part of the synapse is called the pre-synaptic neuron, while the one who receives the message is called the post-synaptic neuron. The narrow extracellular space between the two is called the **synaptic cleft**. In very simple terms, when the pre-synaptic neuron delivers a message to the synapse in the form of an **action potential** (which will be analyzed in 2.2.1), vesicles from the cell interior release a **neurotransmitter** into the synaptic cleft, which binds to receptor proteins on the post-synaptic neuron. The uptake of the neurotransmitter by the post-synaptic receptors elicits a response in the post-synaptic neuron that can be either excitatory or inhibitory.

Obviously, the brain is an extremely complex structure, so only one type of neurotransmitter would not suffice for the execution of all of its functions. There is a large number of different neurotransmitters, controlling different areas or functions of the brain. Some of the most well known are dopamine, serotonin, epinephrine, and gamma-aminobutyric acid, while acetylcholine was the first neurotransmitter to be identified.

This project will focus on the action of one particular neurotransmitter, namely **dopamine** (DA). It was first identified in the human brain in 1957 [9] and its role as a neurotransmitter was recognized in 1958 by Carls-
son and Hillarp, who won the Nobel Prize in Physiology and Medicine for their findings [10]. Its chemical formula is \( C_8H_{11}NO_2 \) and a model of the dopamine molecule can be seen in Figure 2.3. Besides being defined as a neurotransmitter, dopamine is also regarded as a neuromodulator without inhibitory or excitatory capabilities [11], and is synthesized in the brain, by neurons originating in the substantia nigra (SN) and ventral tegmental area (VTA) and terminating in the striatum [2]. There are also projections of dopaminergic pathways to other brain structures, such as the cerebral cortex, the amygdala and the hippocampus [12].

![Figure 2.3: The Dopamine molecule. (Atom Coloring: Carbon - Black, Oxygen - Red, Nitrogen - Blue, Hydrogen - White)](image)

As is the case with all neurotransmitters, dopamine does not float freely in the brain, but follows very specific paths within it, called *dopaminergic pathways*, each of which controls a different behavioral process, such as mood, cognition and reward. Dopamine deficiencies can lead to diseases like Parkinson’s disease, while cognitive disorders like schizophrenia are a result of a dopamine surplus [3]. The main dopaminergic pathways are shown in Figure 2.4.

![Figure 2.4: The main dopaminergic pathways. Image modified from [3]](image)

Later on, the effect of electrical stimulation of the Ventral Tegmental Area on the electrical activity of the Prefrontal Cortex will be studied (See Chapter 5).
2.2. **The Electrical Activity of the Brain**

The study of the electrical activity of nerves has evolved dramatically since the empirical experiments conducted by Galvani in the 18th century, thanks to whom the electrical basis for the function of neural tissue was established. Existing modern methods accurately measure the electrical potentials created by cells, enabling the in-depth study of their behavior.

2.2.1. **Graded and Action Potentials of Neurons**

Every cell in an organism is surrounded by a double semi-permeable membrane, the cell membrane. A resting potential of typically around $-90\, mV$ is sustained across the membrane by ionic concentrations (mainly of potassium and sodium ions), which are, in turn, sustained by the action of ionic pumps peppered across the surface of the membrane. This ionic equilibrium and the voltages created by various ionic concentrations on either side of the membrane are described by the Nerst Equation [4] which is, however, outside the scope of this work.

Usually, the transmembrane voltage does not deviate from the resting potential. A stimulus, however, can locally alter the ionic configuration across the membrane or affect the function of the ionic pumps, creating a localized change in the transmembrane potential, which propagates along the membrane and usually degrades soon after the onset of the stimulus, returning the voltage to its resting value. The voltage created during this process is called a *graded potential* and is proportional to the strength of the stimulus.

Some cells, however, such as nerve cells, are *excitable*. This means that when their transmembrane potential surpasses a certain *threshold*, the propagation of the stimulus becomes self-sustaining, creating a different form of response, known as an *action potential*. Action potentials follow the *all-or-nothing* principle, which states that whenever a cell is properly stimulated, that is to say when the voltage threshold is surpassed, the amplitude of the elicited action potential will be exactly the same, regardless of the strength of the stimulus. In nerve cells, action potentials propagate from the soma along the length of the axon toward the pre-synaptic terminal. Frequently, action potentials of nerve cells are called *nerve impulses*.

Besides exciting the cell, in which case they are called *excitatory*, stimuli can also be *inhibitory* and suppress the creation of action potentials. In the latter case, the amount of excitatory stimulus required for the activation of the cell is increased, making the creation of action potentials more difficult [1, 4]. Figure 2.5 displays this behavior in detail.

![Figure 2.5: Various stimuli of a cell. (1) is an inhibitory stimulus, moving the transmembrane voltage towards more negative values and away from the threshold. (2) is a graded potential. In (3), the threshold is marginally reached, which is why it could either degrade (3a) or elicit an action potential (3b). (4) is an action potential. Image courtesy of [4]](image)
The exact mechanism of ionic transportation across the membrane and propagation of the action potentials are outside the scope of this work, but [4] provides important insight to the nature of all bioelectrical mechanisms. It is noted that this type of electrical activity is ubiquitous within the CNS. The constant movement of ions through the cell membranes of the CNS neurons creates an electromagnetic field in and around the brain, albeit weak, which can be detected and recorded with modern equipment.

2.2. RECORDING METHODS

There is a number of methods that are used for the harvesting of neural signals. Examples include the Electroencephalogram (EEG), the Electrocorticogram (ECoG) and the Magnetoencephalogram (MEG). There is also the option of probing deep into the brain with specially made electrodes and measure Local Field Potentials or the activity of single neurons. An overview of these methods is displayed in Table 2.1.

<table>
<thead>
<tr>
<th>Method</th>
<th>Invasiveness</th>
<th>Level of Detail</th>
<th>Equipment</th>
</tr>
</thead>
<tbody>
<tr>
<td>EEG</td>
<td>Non-invasive</td>
<td>Low</td>
<td>Scalp electrodes</td>
</tr>
<tr>
<td>MEG</td>
<td>Non-invasive</td>
<td>Low</td>
<td>Magnetic field sensor</td>
</tr>
<tr>
<td>ECoG</td>
<td>Invasive</td>
<td>High</td>
<td>Cortical electrodes</td>
</tr>
<tr>
<td>Single-Cell or LFP</td>
<td>Invasive</td>
<td>Very High</td>
<td>Glass pipette or metal probe</td>
</tr>
</tbody>
</table>

The EEG is recorded with an array of scalp electrodes, most often arranged in the standardized 10/20 configuration (see Figure 2.6b and [13]). Usually, an EEG headset houses the electrodes. An example is given in Figure 2.6a. The amplitude of the EEG signal is relatively low, while its frequency content is limited, due to the low-pass effect of the skull and soft tissue surrounding it. At any rate, it offers a very good trade-off between invasiveness and signal quality, which is why it is widely used in research and clinical applications.

The MEG is measured using an array of extremely sensitive magnetometers, SQUID being the most popular solution [14], which detects the overall neural activity of the brain indirectly, by measuring the magnetic field created by the moving charges, typically between 10 and 1,000 fT [15]. Its advantage over the EEG is that the magnetic field is not as affected by bone and tissue as the EEG. The MEG apparatus and sensors are shown in Figure 2.7.

In order to avoid the distortion created by organic structures between the neurons and the recording electrodes, subdural electrodes are placed directly on the cerebral cortex for the recording of the ECoG. The procedure is very invasive, as a part of the skull has to be removed, so that the electrodes can be placed onto the
2. THE NERVOUS SYSTEM: AN OVERVIEW

(a) A Magnetoencephalography machine. Image courtesy of I-LABS MEG Brain Imaging Center at http://ilabs.washington.edu/meg-brain-imaging-i-labs

(b) A schematic of a MEG helmet, including a current delivery module for transcranial stimulation. Modified from [16]

Figure 2.7: MEG equipment

Figure 2.8: An ECoG electrode on the left. An array of these electrodes was placed on a patient’s brain and the result is visible in the X-Ray on the right of the image. Image modified from [5].

Surface of the brain itself. The advantage, however, is much clearer and more detailed signals. Moreover, the ECoG has a higher spatial resolution than the EEG [17], which can be enhanced even further with the use of a thick array of grid or strip electrodes [15]. The materials that are most commonly used for the manufacturing of these electrodes are stainless steel and Platinum-Iridium alloys. An ECoG electrode and an array placement on a patient’s brain is shown in Figure 2.8.

2.2.3. LOCAL FIELD POTENTIALS

The three methods mentioned above record the collective activity of a large number of neurons. In some applications, it is desirable, however, to record the activity of a very specific group of cells, or even one single neuron. In this case, it is necessary to record the Local Field Potential created by these cells, using a very thin probe (made usually of Silicon or a Platinum-Iridium alloy), which is inserted into the brain through a hole in the skull (cranial window). This is also a quite invasive procedure, but yields very detailed recordings of the activity of specific cells, which can be used in both research and clinical environments. An example of neural probes are given in Figure 2.9.

The potential in the extracellular space can be recorded with the use of special electrodes which are positioned among a small number of neurons and detect the variations in potential caused by the activity of
these neurons, commonly known as the Local Field Potential.

The electrodes are placed very close to the neurons and one would expect the signal to comprise of the superposition of a number of pulse trains (like the ones described in 2.2.4). That is not the case, however, because the extracellular medium displays low pass filtering behavior, effectively canceling out the frequencies that make up the spikes that are otherwise visible in single-neuron recordings. Thus, any frequencies over $\approx 100\, \text{Hz}$ are steeply attenuated [15, 18].

Despite the lack of information beyond $100\, \text{Hz}$, it is common practice to low-pass filter the LFP recordings at cutoff frequencies between 100 and $300\, \text{Hz}$ to remove any high frequency noise. The use of a high pass filter is also encouraged for the removal of transient low frequency changes and possible DC offsets [19–24]. Finally, the authors of [25] claim that useful information in the LFP can be found in frequencies up to $500\, \text{Hz}$, in which case the signal must be filtered accordingly.

There are also indications of the possibility for the detection of rhythmic behavior (see 2.3) in LFP recordings, which, itself can be a powerful diagnostic tool [20, 23].

### 2.2.4. SINGLE NEURON ACTIVITY

The activity mentioned above represent the cumulative activity of a large number of neurons, synchronized in such a way that it manifests itself as almost periodic waveforms. (see below). If one delves deeper into these signals, it becomes apparent that the activity of each individual neuron displays rather different characteristics.

As expected, the recording of a single neuron's activity is, at first sight, little more than a series of APs. However, depending on the function of each neuron, the APs differ in form and pattern. For example, two distinct firing patterns have been recognized in neurons belonging in dopaminergic pathways. These neurons fire either slowly and irregularly, with single or double spikes, or in bursts of many APs [26, 27].

The DA neuron APs usually display a long duration and a prominent negative phase. A notch can sometimes be detected in the rising edge of the AP [28]. The spontaneous activity of the neurons is characterized by the appearance of irregularly-firing spikes with a frequency of $3 - 8\, \text{Hz}$. The cells have a slow depolarization phase, around 78 ms until the transmembrane voltage reaches the relatively high AP threshold of around $-42\, \text{mV}$. It is assumed that this long depolarization is what causes the large duration of inter-spike intervals between spontaneous spikes. Afterhyperpolarization of the cells is measured at 20 ms after a single spike and 50 ms after a spike burst.

Spike bursts in DA neurons are defined as a series of 2 to 10 spikes whose ISI is smaller than $80\, \text{ms}$, followed by a quiet period of at least $160\, \text{ms}$. It has been observed that the amplitude of the spikes decreases as the burst progresses, while the ISI increases. [26, 27]

### 2.2.5. EVENT-RELATED POTENTIALS

Contrary to the brain's rhythmic activity, which can be characterized as strictly intrinsic, macroscopically the brain's response to external stimuli comes in the form of event related potentials or evoked potentials.
From this point on, the term *event related potentials* will be used, as it is the most widely accepted one [29]. Depending on the nature of the stimulus, ERPs can be categorized in [7]:

- Auditory
- Somatosensory
- Visual
- Cognition-related

Each type of ERP has its own temporal and spectral features, however these signals are characterized by their very low amplitude, which makes them difficult to distinguish within the electrical signals produced by nearby brain areas, as well as a quite low Signal-to-Noise Ratio. Nevertheless, there are ways to extricate these weak signals and study them independently (see C.2).

### 2.3. Neural Synchrony and Brain Rhythms

Under normal conditions, a neural recording will look like a low-amplitude noisy signal to the unaided eye. Significant diagnostic features are hidden in the signal, though, and can be extracted after suitable analysis. There are, of course, some features that are visually obvious, even in raw recordings. When visible, event-related potentials (2.2.5) are a prime example of stimulus-locked features, meaning that they are elicited after a specific excitatory stimulus.

The fundamental difference lies in the level of *neural synchrony* during different parts of the recording. When a group of neurons is excited in a synchronous manner, their electrical responses will align in such a way that their superposition will result in a large amplitude deflection, while continuous synchronous excitation will result in an oscillatory behavior in the signal. The best-known manifestation of this behavior comes in the form of *brain rhythms*. Brain rhythms have been shown to depend largely on the physical and mental state of the subject [1], while it has been proposed that they should be studied in relation to the *neuronal correlates of consciousness*. The NCC are defined in [8] as "the minimal set of neuronal events that are necessary and/or sufficient for perceptual awareness". The main and most widely known brain rhythms are [1, 7, 30]:

- Alpha waves
- Beta waves
- Gamma waves
- Delta waves
- Theta waves

**Alpha waves** consist of frequencies between 8 and 13Hz and have a low amplitude. They are the dominant rhythm of a brain in an awake but resting state, with the eyes closed. Alpha waves are suppressed when the eyes are open and receive visual stimuli and are typically replaced by beta waves.

**Beta waves** move in the 14 to 30Hz frequency band. They are elicited when the brain is alert or busy with a mental task.

**Gamma waves** are activity in the 30 to 80Hz range (or up to 120Hz according to some literature [31]). It is assumed that gamma waves are produced as a response to stimuli. Also, they have been correlated to short-term memory functions.

**Delta waves** are the slowest waves produced, at frequencies of 4Hz or lower and are characterized by high amplitude, indicating a high collective synchrony of the brain. They are usually present during sleep or anaesthesia, while their shape can be used as a marker of brain damage or neurological disorder.

**Theta waves** are irregular waves between 6 and 10Hz [31]. They appear mostly in children's EEG but also during concentration in adults. Theta rhythms have also been detected near the hippocampus and are thought
2.3. **NEURAL SYNCHRONY AND BRAIN RHYTHMS**

The basic brain rhythms are shown in Figure 2.10.

![Figure 2.10: The four basic brain rhythms. Modified from [1]](image)

It should be noted that rhythmic activity is more prevalent in surface recordings, such as EEG or MEG, because they record the average activity of a large population of neurons. This property has allowed researchers to come up with further evidence of the correlation between different rhythms to different mental states and cognitive functions. The amplitude of any oscillatory activity in the brain correlates directly to the degree of underlying synchrony [7, 31].

The brain coordinates its activity by synchronizing the firing patterns of groups of neurons. Macroscopically, this mechanism is observed as neural synchrony. Thus, it is logical to extract two conclusions: first, that specific brain functions and different brain areas produce different rhythmic activity and, second, that abnormal rhythmic behavior is indicative of some form of brain damage or disease [8, 31]. An interesting explanation for the superposition of different frequency bands in a neural signal at any given moment is that the brain performs multiple functions by frequency multiplexing of these oscillations [32].

The neural recordings that were analyzed for the following parts of this project were obtained from the Prefrontal Cortex (or neocortex) of mice (see Fig. B.1). The PFC plays a very important role in sensorimotor integration, managing representation, planning and execution of actions at the highest cognitive level [31]. Neural signal oscillations in the PFC are thought to be produced by the communication of the PFC with other brain areas, such as the visual cortex (producing waves in the beta and gamma bands) and the hippocampus (producing theta waves). Gamma and beta waves are related to attention, while theta waves are largely attributed to hippocampal activity and memory management. Reward signals are also mediated between the prefrontal cortex and deep brain structures, during learning processes [33].

The detection and study of neural synchrony is also very useful from a diagnostic standpoint, as a number of CNS dysfunctions display an abnormal oscillatory footprint. Erroneous function of neuronal groups generates abnormal synchrony patterns in diseases characterized by cognitive deficits, such as schizophrenia, epilepsy, autism and Alzheimer’s, as well as other neurodegenerative disorders, for instance Parkinson’s disease [8].

A summary of the most common neurological imbalances that cause abnormal oscillations in neural record-
ings is shown in Table 2.2.

Table 2.2: Typical neurological disorders creating abnormal neural synchrony. (Modified from [8])

<table>
<thead>
<tr>
<th>Disorder</th>
<th>Neural Synchrony</th>
<th>Dysfunctions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Schizophrenia</td>
<td>reduction of local- and long-range synchronization</td>
<td>perception, executive process, memory attention, social cognition</td>
</tr>
<tr>
<td>Epilepsy</td>
<td>increase in local synchrony, reduction in long-range synchronization</td>
<td>specific cognitive deficits in relationship to seizure focus</td>
</tr>
<tr>
<td>Autism</td>
<td>reduced functional connectivity and evidence of impaired neural synchrony</td>
<td>perception, executive functions, social cognition, attention, memory</td>
</tr>
<tr>
<td>Alzheimer’s</td>
<td>reduced neural synchrony during resting state and evidence of reduced functional connectivity</td>
<td>working memory, perception, attention, executive processes</td>
</tr>
<tr>
<td>Parkinson’s</td>
<td>increase of neural synchrony in the basal ganglia and between subcortical-cortical structures</td>
<td>motor functioning, perception, working memory, attention, executive functions</td>
</tr>
</tbody>
</table>

As has been mentioned above, neural tissue displays low-pass characteristics. This can explain why high frequency oscillations are much more localized than lower-frequency events that can travel along larger neuronal networks [30].

All the above goes to show that the correct detection and identification of neural synchrony events are of paramount importance both for research and diagnostic purposes.
In this chapter, the characteristics of neural signals will be analyzed and some standard methods of biomedical signal analysis will be presented. The methods in this Chapter are the ones that will be used in the analysis (see Chapter 5), while additional methods can be found in Appendix C.

3.1. NEURAL SIGNALS

The ability to record the electrical activity in the Nervous System is not an end in and on itself. It would be counterproductive to simply harvest signals without being able to interpret them in some manner. Research into neural recordings has concluded that there is an overabundance of clinically significant information hidden within the features of these signals. In order to extract this information, the signals must be suitably cleaned and processed, using one or more methods of signal processing, as will be analyzed below.

3.1.1. THE NATURE OF NEURAL SIGNALS

Having acquired the neural signals, the logical next step is to categorize them, based on their characteristics, which will, obviously, impact the selection of the methods used for their analysis. Since it is almost impossible to predict the behavior of these signals over time, it is safe to assume that neural signals are stochastic. However, it has also been proposed that neural signals result from a nonlinear dynamic system, which displays deterministic, albeit chaotic behavior, in order to achieve the level of randomness that these signals display. That being said, the deterministic approach yields models so complex that they indeed approach a true stochastic process, so it is much preferred to simply regard neural signals as stochastic as treat them as such.

Since the stochastic approach has been selected, the analysis will make use of the signal's statistics (or moments), the most basic of which are the mean, the variance and the standard deviation. Higher order statistics, such as kurtosis and skewness, which, in simple terms, display how different a process is from a simple Gaussian, can also be used. Their use is, however, uncommon, since the signals are usually treated as wide-sense stationary, so only their first two moments are considered sufficient to satisfactorily describe the process.

Regarding these signals as stationary is very convenient. That being said, it is easy to observe that they display transient behavior over longer time periods, which actually renders them non-stationary. Given this inconvenience, it is usually wise not to study the entire signal as a whole. This means that the signal has to be segmented (See C.3) into parts of small duration, during which the signal's statistics remain largely unchanged, in other words, into stationary (or at least quasi-stationary [29]) segments [34]. This not only makes the analysis simpler, but can be used as a powerful tool to discover features in the waveform that could not be identified with visual scrutiny or simple temporal or spectral methods [7].
3.1.2. **Noise and Artifacts**

Neural signals are characterized by extremely low amplitude. It is to be expected that any recording of such signals will suffer from a substantial amount of noise or, to use the more general term, *artifacts*. There is a plethora of artifact sources in neural recordings. A very broad categorization is the distinction into *technical* and *physiological* artifacts [7].

Technical artifacts are caused by the recording equipment itself, coming in the form of internal or thermal noise in the amplification and recording devices, noise in the digitization process or even in the form of powerline interference, also known as *mains hum*, at 50 or 60 Hz. Physiological artifacts originate in the biological structures of the subject being recorded. In the case of neural recordings, the most important artifacts are muscle activity, including respiration, blinking and eye movements (which constitute the Electrooculogram), cardiac activity as well as background EEG in ERP recordings.

Measures must be taken in order to reduce the levels of noise prior to the analysis of the signals, since in most cases the signal of interest is buried under an avalanche of noise and unwanted features, making it practically impossible to isolate [29].

3.2. **Popular Methods**

After harvesting, neural signals can be subjected to any signal analysis techniques the researcher deems suitable for the application at hand. First and foremost, noise removal techniques must be applied on the signal, that will remove both random noise and physiological artifacts (see 3.1.2) produced by areas of the brain that are irrelevant to the analysis. Once a clearer signal has been acquired, different methods can be used to extract any characteristics the signal may display.

3.2.1. **Artifact and Noise Removal**

The first measure against noise in the recordings is the selection of suitable equipment, which meets specifications that support low-noise applications, or even modified to meet low-noise criteria [35]. Also, the experiment must be conducted in a relatively noise-free and quiet environment. In many cases, electromagnetic interference is reduced by encasing the recording devices and the subject of the experiment in a Faraday cage [29].

**Random Noise and Filtering**

In [7], both the need for artifact removal and various guidelines are mentioned. One of the obvious tools for high frequency noise reduction is, of course, low pass filtering. However, this must be used in moderation, so that clinically significant brain activity is not lost. In the case of neural signals, information that could be obtained from spikes, which are spread on a wide bandwidth, can become irretrievable due to the careless application of a low pass filter. High pass filters are routinely used [36–40], for the elimination of any slow transient changes in the signal, as well as the elimination of possible DC offsets in the recording.

All the above amount to a process with band pass properties. Besides DC factor removal, the high pass action at very low frequencies also removes any slow or infraslow artifacts that are caused by the activity of non-neuronal glial cells [15]. A high cutoff frequency for the low pass filter might be necessary for the optimal representation of neuronal spikes, which are characterized by a large bandwidth. Various band pass filters used in literature are shown in Table 3.1. It is important to note that it is not unusual for a wider band pass filter to be used during the actual recording of the signal, while a more focused one is used during the processing of the signal.

In [29], the author states that in essence, the methods suitable for noise and interference removal are averaging (see C.2), a moving average filter in the time domain, filtering in the frequency domain, the design of an optimal Wiener filter and adaptive filtering.

**Mains Hum**

The interference from the electrical network introduces a 50 or 60 Hz oscillation in the recordings. Measures of electromagnetic shielding, like Faraday cages, can be used to prevent this, but usually a notch filter at either of these frequencies is eventually applied on the signals [7, 17] during or after harvesting. Removal of the mains hum is, arguably, much easier than that of physiological artifacts, as the signal to be removed
3.2. Popular Methods

Table 3.1: Band pass filters used in literature

<table>
<thead>
<tr>
<th>Reference</th>
<th>Low Cutoff</th>
<th>High Cutoff</th>
<th>Signal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Foti et al. [39]</td>
<td>0.1 Hz</td>
<td>30 Hz</td>
<td></td>
</tr>
<tr>
<td>Santesso et al. [37]</td>
<td>1 Hz</td>
<td>30 Hz</td>
<td></td>
</tr>
<tr>
<td>Holroyd et al. [41]</td>
<td>1 Hz</td>
<td>10 Hz</td>
<td>EEG</td>
</tr>
<tr>
<td>Holroyd et al. [42]</td>
<td>0.1 Hz</td>
<td>20 Hz</td>
<td></td>
</tr>
<tr>
<td>Bokura et al. [43]</td>
<td>0.1 Hz</td>
<td>50 Hz</td>
<td></td>
</tr>
<tr>
<td>Lehmkühle et al. [36]</td>
<td>0.3 Hz</td>
<td>300 Hz</td>
<td>ECoG</td>
</tr>
<tr>
<td>Charlety et al. [44]</td>
<td>0.3 Hz</td>
<td>10 kHz</td>
<td>Single Neuron</td>
</tr>
<tr>
<td>Destexhe et al. [23]</td>
<td>300 Hz</td>
<td>5 kHz</td>
<td>LFP</td>
</tr>
<tr>
<td>Donoghue et al. [22]</td>
<td>10 Hz</td>
<td>100 Hz</td>
<td>LFP</td>
</tr>
<tr>
<td></td>
<td>0.3 Hz</td>
<td>3 kHz</td>
<td>Neural Discharge</td>
</tr>
</tbody>
</table>

Figure 3.1: The effect of a notch filter to remove a 50 Hz interference, highlighted with a red line. The spectrum of the original signal is shown in the top graph, the notched in the bottom graph

is perfectly known a priori, allowing for the optimal design of a notch filter, which will sufficiently suppress these specific frequencies without damaging the rest of the valuable signal. The effects of a notch filter on the power spectrum contaminated by a 50 Hz hum are displayed in Figure 3.1. Note that in this recording, a notch filter has already been applied, possibly during the harvesting of the signals, however, this notch was not correctly centered on 50 Hz, allowing the existence of a peak in the spectrum.

Ocular Activity

Another artifact in neural recordings is ocular activity, wherein eye movements (constituting the EOG) and blinks create electrical signals infecting the neural recordings. These are both caused by charge separation due to friction of the retina and cornea with surrounding tissues. Eye blinks are detected in the waveforms as positive peaks lasting some tenths of a second, typically containing frequencies up to 8 to 13 Hz [7] but of negligible amplitude, that does not significantly interfere with the alpha band in the same frequencies [17]. The EOG consists of lower frequencies, typically around 6−7 Hz, and affects the recordings to a higher degree.

Clearly, the EOG artifact has to be dealt with before the analysis is initiated. Many methodologies exist for EOG removal. Sörnmo in [7] states that removal requires a reference signal, in other words, the EOG must be recorded simultaneously with the neural signals, so that it can later be identified and removed from the
neural recording, a method which is also used in [43]. Also in [7], it is suggested that an adaptive algorithm for EOG rejection would be more appropriate, proposing a method based on the Least Means Squares Algorithm, while Independent Component Analysis (see C.5) is used for artifact removal in [37] and [45].

However, despite the need for additional equipment, it seems to be much more useful to record EOG when possible. In a very popular publication by Gratton et al. [46], a method for EOG removal is proposed, which is based on actual EOG signals harvested by the subject during the experiment. This algorithm has been used and referred to extensively in literature (including [7, 38, 39, 41, 42]).

**Outlier removal**

Another useful action in the preprocessing of the signal is the removal of the so-called outlier values, wherein by visual or other scrutiny, values that are deemed exorbitantly out of trend are manually removed from the recording and not taken into consideration in further analysis. An extremely high or low amplitude seems to be the only suitable criterion for the removal of such values in the case of neural recordings, as a sudden change in frequency content could be of significant clinical importance and should be analyzed in greater detail.

Similar to the selection of the band pass filter range (See 3.2.1.1), the selection of the threshold for the removal of outlier values is up to the researcher’s judgment, but, also, depends on the nature of the signal itself as well as the recording method. In [47], the threshold is set at 250 mV, while any values out of the ±100 mV are excluded in [43]. Also, a semi-automated procedure based on custom criteria is mentioned in [39].

In some cases, for instance in single cell recordings, the reverse is true. It is usually assumed that a fast and large deflection in the signal is useful and labeled as an actual neuronal spike if it has an amplitude of at least 3 times that of the surrounding noise [44].

It is important to stress that outlier rejection such as this can reduce the amount of usable data dramatically if the latter is limited or the artifacts too frequent [45].

**3.2.2. Sampling Considerations**

Signals harvested from the brain carry a great amount of information. It is natural to assume that a high sampling frequency is necessary to make sure that high frequency features are correctly sampled and no information is lost or corrupted due to aliasing. Indeed, the signals are routinely harvested at relatively high sampling rates, usually from over 1 kHz up to even 32. However, the amount of data produced by these experiments, especially when so high sampling rates are used, is enormous, which can make storing, parsing and analyzing the data very computationally challenging.

Used correctly, downsampling (or subsampling) of the signals can be very beneficial as far as algorithm complexity and speed are concerned. Aliasing can be avoided by downsampling in moderation, so that the resulting sampling frequency maintains a value larger than the Nyquist frequency corresponding to the fastest feature expected to be found in the signal. Also, low-pass filtering prior to downsampling (decimation) ensures that the Nyquist criterion is met at the new sampling frequency, so that no aliasing is, again, avoided.

The use of downsampling is very common in literature, while the level of downsampling varies greatly, depending also on the nature of the signal at hand (see Table 3.2).

The researchers in the table above use simple downsampling, which, in essence, entails keeping only every $M$th sample of the signal, where $M$ is a downsampling factor. Additionally, Ding et al. in [34] use bootstrap resampling to reduce the size of their data.

An example of downsampling in data can be seen in Figure 3.2. The original signal was harvested at a rate of 30 kHz. It is clear from the bottom graph that even after resampling at 1 kHz, the time domain signal retains most of its characteristics. Also, looking at the power spectra on the right of the Figure, it is clear that there is no valuable information lost and the spectrum also retains its characteristics. The only difference is in the overall magnitude, which is decreased as the downsampling factor increases.
Table 3.2: Downsampling examples in literature

<table>
<thead>
<tr>
<th>Reference</th>
<th>Original $f_s$</th>
<th>Downsampling $f_s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shimamoto et al. [48]</td>
<td>1.5–3kHz</td>
<td>1kHz</td>
</tr>
<tr>
<td>Ray et al. [21]</td>
<td>4kHz</td>
<td>1kHz</td>
</tr>
<tr>
<td>Zhang et al. [49]</td>
<td>2048Hz</td>
<td>512Hz</td>
</tr>
<tr>
<td>Manning et al. [50]</td>
<td>32kHz</td>
<td>2kHz</td>
</tr>
<tr>
<td>Sanders et al. [51]</td>
<td>1kHz</td>
<td>250Hz</td>
</tr>
<tr>
<td>Le van Quen et al. [52]</td>
<td>10kHz</td>
<td>2kHz</td>
</tr>
<tr>
<td>Kühn et al. [20]</td>
<td>25kHz</td>
<td>1250Hz</td>
</tr>
</tbody>
</table>

Figure 3.2: Downsampling of an LFP recording harvested from the PFC. Each row of figures displays a time domain signal at different sampling frequencies and its corresponding power spectrum.

### 3.2.3. Parametric Estimation and Signal Modeling

Non-parametric analysis is a very common and rapid way of studying stochastic data (see C.1). Despite its relative simplicity, however, nonparametric estimation of the signal is not a panacea. For instance, the Fourier Transform cannot function properly in very short data segments, which are used in many cases of neural signal processing, yielding highly biased spectral estimators [34].

To overcome this disadvantage, parametric stochastic modeling of the recordings can be applied, during which the signal is assumed to be the output of a linear system driven by Gaussian white noise. The parameters of the system are calculated by fitting the model to the real neural recordings, based on a suitable error criterion (most usually the Mean Square Error). Arguably, a well-designed parametric approach can be more accurate in estimating the signal properties than a nonparametric one for short-time recordings, while the parameter estimation itself can be viewed as a feature extraction process.

The model architecture that has gained the most traction in the field of neural signal processing is that of linear autoregressive modeling [7]. The general form of an AR model is:

$$\displaystyle x(n) = -\alpha_1 x(n-1) - \alpha_2 x(n-2) - \ldots - \alpha_p x(n-p) + v(n) \quad (3.1)$$

where $p$ is the model order, $x$ is the output signal, $v$ is the input noise driving the system and $\alpha_i$ are the model parameters. The basic version of the AR model in Equation 3.1 can be used to satisfactory results, however it is preferable to use variations of it, such as the time-varying version:

$$\displaystyle x(n) = -\alpha_1(n) x(n-1) - \alpha_2(n) x(n-2) - \ldots - \alpha_p(n) x(n-p) + v(n) \quad (3.2)$$
which is better at handling nonstationary effects, such as slow changes in the EEG rhythms. In case the recording is conducted from a number of channels, a multivariate approach is also available:

\[ x(n) = -A_1 x(n-1) - A_2 x(n-2) - \ldots - A_p x(n-p) + v(n) \]  \hspace{1cm} (3.3)

where \( x \) is a \( M \times 1 \) vector and \( A_i \) are \( M \times M \) matrices of temporal and spatial parameters of the model. It is interesting to note that the elements of the \( A \) matrices away from the main diagonal represent the degree of correlation between different channels.

Going back to the study of Eq. 3.1, the output signal \( x \) can be viewed as the output of a linear filter of order \( p \), to which white Gaussian noise is fed. The transfer function of this filter is:

\[ H_p(z) = \frac{1}{A_p(z)} = \frac{1}{1 + a_1 z^{-1} + a_2 z^{-2} + \ldots + a_p z^{-p}} \]  \hspace{1cm} (3.4)

Clearly, the function above is defined only by its poles, which is why AR models are called all-pole models. The factor \( A_p(z) \) is a linear prediction error filter. This relation becomes apparent by noticing that the AR model in essence implements an FIR predictor of a signal’s value from a linear combination of \( p \) past samples:

\[ \hat{x}_p(n) = -a_1 x(n-1) - a_2 x(n-2) - \ldots - a_p x(n-p) \]  \hspace{1cm} (3.5)

The noise \( v \) can be omitted in Eq. 3.5, because it is assumed to be white and stationary, so it would not affect the quality of the prediction in any way. The prediction error in this case would be:

\[ e_p(n) = x(n) - \hat{x}_p(n) = x(n) + \sum_{k=1}^{p} a_k x(n-k) = x(n) + \sum_{k=1}^{p} a_k x(n-k) + v(n) + \sum_{k=1}^{p} a_k x(n-k) = v(n) \]  \hspace{1cm} (3.6)

which further supports the omission in Eq. 3.5. Eq. 3.6 can be viewed as the output of a linear time-invariant FIR filter with a transfer function of:

\[ A_p(z) = 1 + a_1 z^{-1} + a_2 z^{-2} + \ldots + a_p z^{-p} \]  \hspace{1cm} (3.7)

which, in turn, is the transfer function of the linear prediction filter formulated in 3.5. The parameters \( a_k \) can be estimated by minimizing the variance of the error \( e_p \):

\[ \sigma_e^2 = E[e_p^2(n)] \]  \hspace{1cm} (3.8)

By setting \( z = e^{j\omega} \) in 3.7, the power spectrum of the AR model is obtained:

\[ S_x(e^{j\omega}) = \frac{\sigma_v^2}{|A_p(e^{j\omega})|^2} = \frac{\sigma_v^2}{|1 + \sum_{k=1}^{p} a_k e^{-j\omega k}|^2} \]  \hspace{1cm} (3.9)

Returning to Equation 3.4, the unit circle on the complex \( z \)-plane is a useful tool for the visualization of the system poles [29]. An example is shown in Figure 3.3. Poles can be either real (the red X on the real axis in the Figure), or come in complex pairs of two (the blue Xs in the Figure).

In order for the poles to be stable, they have to lie within or on the unit circle (\( |z| \leq 1 \), highlighted in Figure 3.3). The unit circle itself is a different representation of the frequency domain. The frequency increases in a counterclockwise manner. The DC factor corresponds to \( z = 1 \), while half the sampling frequency lies at \( z = -1 \). So the angle of each rhythm corresponds to the frequency that it models. The distance from the unit circle is also important, as the closer a pole lies to the unit circle, the more pronounced that particular frequency is in the time domain signal.
Another variation of the AR model is the autoregressive moving average model, which defines the output as the linear combination of \( p \) past output samples and \( q \) past input samples plus the current input like so:

\[
x(n) = -\alpha_1 x(n-1) - \alpha_2 x(n-2) - \cdots - \alpha_p x(n-p) + b_0 v(n) + b_1 v(n-1) + b_q v(n-q)
\]  

where \( \alpha_i \) and \( b_j \) are fixed parameters and \( v \) is the input Gaussian white noise with variance \( \sigma_v^2 \). The corresponding transfer function can be obtained by applying the z-transform on (3.10):

\[
H(z) = \frac{B(z)}{A(z)} = \frac{b_0 + b_1 z^{-1} + \cdots + b_q z^{-q}}{1 + a_1 z^{-1} + \cdots + a_p z^{-p}}
\]  

It is obvious that this is no longer an all-pole model, since the \( b_n \) coefficients are nonzero. Its power spectrum is:

\[
S_x(e^{j\omega}) = \left| \frac{B(e^{j\omega})}{A(e^{j\omega})} \right|^2 \sigma_v^2
\]  

It can be argued that this is the more general formula, since if \( q \) is set to zero, it reverts back to a simple AR model, but if \( p \) is set to zero, then the transfer function takes the following form:

\[
H(z) = \sum_{k=0}^{q} b_q(k) z^{-k}
\]  

which is the transfer function of a moving average (all zero) process, the spectrum of which is given by:

\[
S_x(e^{j\omega}) = |B_q(e^{j\omega})|^2 \sigma_v^2
\]  

One of the pivotal decisions in signal modeling is the selection of the model order, which depends entirely upon the goal of the analysis. More detailed analysis (in this context, analysis that includes the modeling of higher frequency features) requires a higher model order. However, a lower model order will be more robust to high frequency noise, while providing satisfactory spectral detail for detection and classification of significant events in the signal. To that end, models of order as low as 8 or 5 have been successfully used in literature [7, 53].

Modeling the expected behavior of the signal is a useful first step in artifact removal, since these features will be derived from the model and stand out in the analysis, making them easy to detect and remove [54]. This procedure can make use of both linear and nonlinear models [55]. The original or altered versions of the methods described above are also used for different reasons across literature, such as modeling ERPs with...
the use of Adaptive Multivariate AR Modeling [34] and implementing a directed transfer function to model the interaction between EEG signals with MVAR models [49].

As will be made clear further on, it is also possible to extract valuable information from the signal without going through the trouble of training models, which can be very computationally expensive. For example, the ICA method (see C.5) can perform blind source separation and feature extraction on the signal without the necessity for a well defined parametric model [45].

3.2.4. Matched Filters

It is quite common that a very specific waveform, with its features known a priori, is going to be detected in the signal. In this case, it is possible to use matched filtering for the detection of known waveforms surrounded by unwanted features and noise. By passing the signal through a matched filter, the SNR of the output is maximized, displaying the desired waveforms in greater relief, as the amplitude of the output increases at the time instances that these events occur.

One can argue that the design of these filters subverts the classic filter design procedure, insofar as, usually, the specifications of filters are expressed in the frequency domain, while in the case of matched filters the starting point is the observation of repeated features in the time domain. So, in very broad terms, the wanted time domain feature, or a similar signal template, is used as the impulse response of the filter. This, of course, means that the output in the time domain is given by the convolution of the original signal with the template used for the matched filter. However, in this context, the same operation can be expressed as the calculation of the cross correlation between the two signals, so, matched filters are also called correlation filters [29].

In different fields, such as telecommunication applications, the signal can be, for instance, a predefined series of pulses, facilitating the definition of the suitable matched filter for the detection of this time series. However, in a biomedical context, signals are, as it has been made clear above, non-stationary and are regarded as stochastic. As a result, it is almost impossible to create a template without first examining the signal itself. So, in this case, the template used for the design of the matched filter has to emerge from the signal itself [7], rendering the analysis inherently data-based.

It emerges that the optimal template for the matched filter is a reversed and scaled version of a signal snippet. The proof of this is presented in Appendix D [29].

Matched filters are commonly used for the detection of specific biological signal features, such as brain rhythms, EEG spike-and-wave complexes as well as identification of individual cardiac rhythm waves [29].
4.1. Preparation of Animals

The animals used in the experiments were wild type b-6 mice. The mice were anaesthetized using isoflurane gas and their heads were immobilized using a stereotaxic device. Their temperature was kept stable at 37°C. Pre-operative analgesia included the subcutaneous administration of 0.05ml of Rimadyl solution and 0.05ml of Temgesic solution. A small amount of Lidocaine was dripped into the open wound before the exposure of the skull and the drilling process.

Two cranial windows were opened (see Figure 4.1), one for the introduction of the VTA stimulation electrodes and one for the introduction of the carbon fiber and 32 channel probes. The first is located 3.5mm posterior to the bregma and the second 3mm anterior. After the craniotomies were complete, a pedestal, used for the fixation of the mouse onto the experimental setup, and a pin for electrical grounding were fixed onto the skull using charisma, creating two watertight compartments. Excess skin was stitched and the mice were removed from the surgery table and were left to resuscitate. Post operative analgesia included the subcutaneous administration of Rimadyl solution every 24 hours after the surgery.

4.2. Experimental Procedure

The animals were placed on a roller, which provided freedom of movement, however their heads were fixed onto the setup using the pedestal. A reference electrode was connected to the grounding pin. The watertight
compartments were filled with saline (NaCl isotonic solution), to promote conductivity to the grounding pin. The electrodes were then introduced into the brain through the cranial windows using an electronic and a hydraulic manipulator. The electrodes were connected to an OpenEPhys FPGA board, which interfaced them with its software on a computer responsible for monitoring and storing the data, which were digitized at 30kHz.

Unfortunately, the carbon fiber electrode system, which was responsible for the monitoring of dopamine levels in the PFC did not function as expected, so the neurotransmitter marker was not taken into consideration. That being said, it is important to mention that the presence of this particular marker does not affect the analysis itself, but would only be used for the extraction of results related to the correlation of neural activity and dopamine concentration.

**Spontaneous Activity**

During the recording of the baseline activity, the stimulation electrodes were kept inactive, allowing for the spontaneous firing of cortical neurons, naturally occurring in the brain.

Spontaneous cortical activity was recorded so that is can be studied independently as well as in comparison to the neural activity during stimulation of the VTA. As will be analyzed later on, significant neural synchrony events were observed in these recordings and a method was developed for their detection.

An example of the raw signal is seen in Figure 4.2. The recording is clearly contaminated by a low-frequency artifact, consistent with respiratory muscle activity [56]. The respiratory EMG could not be monitored in this particular experiment, so measures have to be taken to remove this and other artifacts prior to further analysis of the recordings.

**Stimulation**

Various VTA stimulation paradigms were considered for the elicitation of responses in the PFC. It has been shown [57] that visible responses are more likely to appear when the stimulation pulses mimic the firing behavior of the dopaminergic neurons themselves. Specifically, three types of pulses were used:

- biphasic pulses of 0.5ms duration and amplitude of 0.1 – 1mA every 10 seconds
- trains of 5 biphasic pulses at 20Hz
- trains of 10 biphasic pulses at 5Hz

The stimulation electrode comprises of two very thin electrodes, each responsible for delivering pulses to the left and right VTA.

The detection algorithm developed in Chapter 5 will be applied to these stimulation recordings, in order to specify if there is a change in the behavior of the signal upon stimulation.
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ANALYSIS AND RESULTS

5.1. DESCRIPTION OF SIGNALS
As has been stated before, the signals analyzed in this project were Local Field Potentials harvested from neurons located in the Prefrontal Cortex, more specifically in the mesocortical dopaminergic pathway. Two kinds of signals were recorded. The first is what is assumed to be a baseline signal, where an idle brain was being monitored, without the presence of external stimuli. The second is the recording of the responses of the PFC during and after the electrical stimulation of the VTA. Both these recordings are rich in diagnostic information, and the analysis of both makes use of different approaches and methods, as will be made clear in this chapter.

The signals harvested with the OpenEPhys software were 32-channel LFPs, amplified with an Intan Technologies amplifier chip digitized at 30kHz. When electrical stimulation was introduced into the brain, the timing, shape and amplitude of the pulses was simultaneously recorded in an additional analog channel. The latter signal was, obviously, not subjected to the same analysis as the LFP recordings, but is used as a marker for the verification and quality of the detection results.

In total, three LFP signals were isolated from different recordings and were used in the analysis that follows. These were:

- **Signal 1**: A baseline signal, where the deep brain was not stimulated and displays the spontaneous activity of the PFC
- **Signal 2**: A signal displaying the activity of the PFC while the VTA is being stimulated with large amplitude pulses. 11 pulses are contained in this recording
- **Signal 3**: A signal displaying the activity of the PFC while the VTA is being stimulated with small amplitude pulses. 14 pulses are contained in this recording

As has been stated above, the stimulation pulses follow the paradigm put forward in [57].

Oscillations were marked in Signal 1 and 2 manually, to assist in the design and validation of their own detection scheme, as will be made clear later on. Signal 1 is used for the AR modeling and parametric analysis steps and Signal 2 is used for validation. Signals 2 and 3 are used for the evaluation of the stimulation effect on the electrical activity of the PFC.

5.2. ANALYSIS OF SPONTANEOUS ACTIVITY
The fact that the brain receives no regulated input during the recording does not mean it remains inactive. On the contrary, the brain is very much active, with its neurons firing irregularly. An example can be seen in Figure 5.1. However, every so often, the group of neurons close to the recording electrodes receive input from different parts of the brain and fire in a coordinated manner. These events are deemed, in a number of cases, diagnostically significant and potentially contain information on how a part of the neural circuitry operates, so being able to detect such events in a neural signal is a very useful tool.
5.2.1. Neural Synchrony
This coordinated firing of a group of neurons is what we call *neural synchrony*, a phenomenon best exemplified by the study of delta brain rhythms (See Chapter 2.3). Visual scrutiny of an event like this will reveal short parts of the signal that are characterized by lower frequency content and higher amplitude.

A simple explanation of this behavior is that irregular activity is more spread out in frequency and has a lower amplitude because it results from the superposition of the electrical effects of action potentials in the extracellular space which, however, fire at different times, and most of which cancel each other out to a certain extent. However, when a group of neurons fires synchronously, their action potentials are aligned and are superimposed into a larger, slower wave.

Thus defined, neural synchrony can be a very useful marker of various diagnostic information concerning the CNS, including the identification of delta rhythms, the presence of which in awake patients is indicative of brain damage, and also the detection of certain types of epileptic seizures [58]. Following a similar line of reasoning, it is safe to assume that the detection of neural synchrony events in the recordings analyzed are indicative of the momentary activation of the mesocortical dopaminergic pathway, which can be considered the *spontaneous activity* of this particular brain area, insofar as it does not constitute a response to artificial and controlled external stimuli. In this section, the methods used for the detection of these oscillatory events will be elaborated on.

5.2.2. Analysis and Detection Schemes
At this point, it is useful to make an important distinction. The analysis of the neural recordings will provide valuable information about the features of the signals and potentially useful diagnostic information that might be contained within them. When these features are specified and quantified, a detection scheme will be formulated for their identification.

From a computational point of view, this means that the detection scheme will, hopefully, be able to function with much less demanding processes, using standardized information about the signals extracted and selected from a very detailed analysis.

5.2.3. Performance Metrics
The quality of any detection algorithm is quantified with the use of specific performance metrics. The calculation of the performance metrics relies on the number of correct and incorrect detections. Specifically:

- **True Positives** are correct detections
- **False Positives** are cases of overdetection, meaning that the algorithm marked something that was not there
- **False Negatives** are produced when the algorithm fails to detect a desired pattern
• **True Negatives** are cases wherein the algorithm does not react because there is indeed nothing to detect. These counters are usually visualized in the *Confusion Matrix*. The performance metrics are calculated as different ratios among these four. The most commonly used are *accuracy*, *precision* and *recall*, defined as:

\[
\text{Accuracy} = \frac{TP}{TP + FP + TN + FN} \quad (5.1)
\]

\[
\text{Precision} = \frac{TP}{TP + FP} \quad (5.2)
\]

\[
\text{Recall} = \frac{TP}{TP + FN} \quad (5.3)
\]

\[
\text{Specificity} = \frac{TN}{TN + FP} \quad (5.4)
\]

Accuracy is a measure of how many correct predictions were made overall. Precision expresses the percentage of positives that were actually correct, while recall is the percentage of the patterns that were correctly identified as positives. Specificity can be viewed as the opposite of recall, defining the percentage of negatives that the algorithm correctly identified as such.

In some cases, the use of only one of these metrics, however, results in a biased evaluation of the algorithm quality. Different metrics can be defined that provide a more objective evaluation, such as the F-measure, or F-score, defined as the harmonic mean of the precision and recall values:

\[
F\text{-}\text{score} = 2 \times \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \quad (5.5)
\]

What is more, another metric is routinely used [59] for the evaluation of detection algorithms like the one developed in this project. This metric is the Average Detection Rate, defined as the mean of specificity and recall:

\[
ADR = \frac{\text{Specificity} + \text{Recall}}{2} \quad (5.6)
\]

Finally, a visual representation of the algorithm’s performance is the usage of the ROC (Receiver Operating Characteristic) space. For the creation of the ROC graph, the True and False Positive Rates are used. Respectively, these correspond to recall and 1-specificity. The basic ROC space is given in Figure 5.2.

As can be seen in the Figure, the upper and lower parts of the ROC space are separated by the *line of no-discrimination*, which represents, theoretically, the TPR and FPR values when the detection is random. The points in the upper (green) part correspond to a good detection scheme, while the points in the lower (red) part, to a bad one. The (0, 1) point, which corresponds to $TPR = 1$ and $FPR = 0$ is considered *perfect classification*. The goal is that an algorithm scores as close to this point as possible on the ROC space.

The constituents of the parametric analysis, described later on, will be evaluated based on the aforementioned metrics. The best set of parameters will, eventually, be used on a different recording for validation purposes (see 5.3).
5.2.4. Preprocessing

As always, the first step in the analysis of these signals is preprocessing. Signal 1 was used in this step. In this case, the problems the signal presents are the presence of a certain number of artifacts and the huge amount of samples due to the high sampling frequency, slowing the analysis down. Downsampling is definitely going to take place, however, in order to avoid additional artifacts due to aliasing, it will be performed last. In Figure 5.3 a part of the raw recording and its power spectrum are displayed. In this case, the power spectrum has been calculated by windowing the waveform and averaging the resulting spectra of the windows. The windows were 0.5 seconds long and non-overlapping.

![Figure 5.3: Raw signal in the time domain and its power spectrum](image)

By looking at the figure on the left and also by taking into consideration its zoomed-in version in the smaller box, it is easy to deduce that the recording is dominated by a low-frequency and very high-amplitude wave. The frequency of this wave fluctuates around the value of 2 Hz (judging both from the time domain signal and the peak in the power spectrum), so it can identified this as an EMG artifact caused by respiration muscles, within a limited margin of error [56].

What is more, the power spectrum reveals the presence of harmonics of 100 Hz in the recording, caused most likely by the rectification of the 50 Hz mains hum on one of the devices in the experimental setup.

The focus of this experiment is not the identification of single-neuron firing, but the change in the behavior of LFP signals during synchronous events. This means that not the entire spectrum of the recording has to be taken into account. Usually, the upper limit for the LFP spectrum is thought to be around 100 Hz, due to the low-pass characteristics of brain tissue [15]. With this in mind, the time series is low-pass filtered at 300 Hz, as a compromise between allowing potentially useful frequencies higher than 100 Hz in and, at the same time, reducing the effect of high-frequency noise.

A high-pass filter is applied with a 10 Hz cutoff frequency, eliminating the respiration artifact and most of the alpha brain rhythms. The mouse was placed in a darkened room during the experiment, so it is assumed that beta activity (14 – 30 Hz) is also largely absent.

Visual examination of the spectrum reveals the presence of 100 Hz harmonics that can easily be suppressed using a comb filter. However, this is only a small part of the signal, which means that the energy contained in the unwanted frequencies is, perhaps, too small for these frequencies to be easily identified and dealt with.
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Figure 5.4: Spectrum displaying a larger number of artifacts. The red lines indicate unwanted frequencies present in the spectrum.

The spectrum of a longer part of the signal will reveal more unwanted features, highlighted in Figure 5.4.

Besides the 100 Hz harmonics, peaks at multiples of 30 Hz are also visible, as well as peaks at about 3.1 Hz on either side of 50, 150, 250 Hz and so on. A comb filter is, then, applied to these frequencies to suppress their peaks in the spectrum. Finally, the filtered signal is downsampled to a sampling frequency of 1 kHz, which is low enough for the analyses not to be cumbersome and slow, and high enough to maintain satisfactory levels of detail in the signal and the analysis results. The product of this preprocessing paradigm is seen in Figure 5.5.

By zooming into the filtered version of the signal, the synchronous events are clearly visible, with some examples given in Figure 5.6.

These events fulfill the aforementioned criteria for neural synchrony, so it was deemed useful to establish a procedure to analyze and detect them within the time series of the neural recording. A number of methods and tools were used to this end, namely Singular Value Decomposition, Wavelet Transform, AR Modeling, and Time-Frequency Analysis. The final goal is to choose the one that provides with the best marker for the detection of the synchronous events. The analysis was initially executed on the short 10-second signal snippet shown in Figure 5.5, to rapidly test the effectiveness of the methods locally, but their robustness was also tested by analyzing larger parts of the signal eventually.

5.2.5. ANALYSIS AND DETECTION SCHEME

Various methods were applied on the recordings to specify which one displayed the best behavior, in this case, which one could correctly isolate the oscillatory activity. Initially, AR modeling was selected for the first part of the analysis, since it both offered satisfactory identification of the areas of interest and also specific insight into their characteristics. Matched filters were developed further along the analysis, in order to function as detection tools for synchronous activity.

ANALYSIS WITH AR MODELING

As has been stated before, neural signals are characterized by high nonstationarity. This means that there is little point in creating an AR model based on the entire signal. Instead, a sliding window approach was selected, wherein a number of samples were isolated in each iteration, based on which an all-pole model was created. At every step, the poles of the model were stored, so that their behavior over time could be studied.
5. **Analysis and Results**

**Figure 5.5:** Raw and preprocessed signal and corresponding spectra

**Figure 5.6:** Examples of neural synchrony in the signal, indicated in red
in detail. A flowchart of this procedure is displayed in Figure 5.8.

It is important to define the windowing process that will be used, namely with what kind of window the data will be multiplied before modeling. The selection of a window whose amplitude diminishes close to its borders will decrease the undesirable effects of spectral leakage, present when a simple rectangular window is used. Left untreated, leakage introduces extra unwanted frequencies in the spectrum due to discontinuities at the beginning and end of the data window. A good candidate is a Hanning window, seen in Figure 5.7. After its application, the values close to the edges of the data tend to zero, effectively eliminating the aforementioned discontinuities and keeping the signal clean of additional noise.

What is more, a compromise must be made about the length of the window itself. The main idea behind analyzing the signal in parts is that it is assumed that these parts are indeed stationary (see 3.1.1). Following this line of reasoning, selecting a large window runs the risk of the signal contained within it ceasing to be stationary, which defeats the whole purpose of windowing. On the other hand, the oscillatory events under scrutiny might not fit inside a very small window, in which case, it is possible that not all of their features are taken into account while modeling. A middle solution was reached after visual examination of the signals, which revealed that most of the oscillations have an average length of less than 150 samples (or 0.15 seconds), which was, eventually, the window length selected for the algorithm.

Another important decision in this case is the selection of the model order. The time series is complicated enough to discourage the use of a low-order model, however, a very high order will result in the modeling of high-frequency features and, possibly, noise, which is not desired, leading to a certain compromise between the guarantee of satisfactory modeling and loss of detail. Typically, the model orders used range from 5 to 8 [7, 53].

The parameters that can be monitored in this kind of analysis are the positions of the rhythms of the model, in this case, the positions of the poles, since AR models are all-pole models. In general, poles are complex numbers, usually denoted as \( z = \alpha + \beta i \), however, their polar representation \( (r, \theta) \) provides more valuable information. In this form, \( \theta \) is the normalized frequency that a particular pole models, while \( r \) is indicative of how dominant this frequency is. The closer to the unit
circle, the more energy is contained in a particular frequency.

The basic idea behind this procedure is that the behavior of some or all of the poles will change in a similar way during the oscillation events. The first approach is the monitoring of all the individual parameters and assessing whether one of them actually behaves in a way consistent with the hypothesis. Besides that, it is important that the application of a threshold on this behavior is possible, because this will facilitate the detection process. The norm of the poles was considered as a suitable monitor.

Once the norms were calculated for all time instances, a thresholding scheme had to be implemented. Whenever the magnitude of the norm exceeded this threshold value, that duration would be marked as a significant event. In order to manage any outlier values that surpassed the threshold for a very short period of time, a second threshold, in this case in time, was also applied.

It was observed that the norm of one specific pair of poles displayed a behavior consistent with the appearance of oscillations in the signal, so the thresholding scheme was applied on this norm. In Figure 5.9 the signal and the norm are displayed. The areas of the signal highlighted red are events that were singled out by the algorithm. The parameters used in this analysis were:

- **Order** = 5
- **Window Size** = 150 samples, equivalent to 0.15 seconds
- **Threshold** = 0.91
- **Minimum Duration** = 0.06 seconds

![Figure 5.9: The pole norms over time in a small part of the analyzed signal. The detected events are highlighted in red in the top graph, while the threshold value is the red line in the bottom graph.](image)

Note that in Figure 5.9 the norm exceeds the threshold more than once, but only the ranges larger than the minimum duration set were identified as significant events and marked as such.
In total, 168 oscillatory events were isolated by the AR modeling scheme. Now it is possible to visualize the changes occurring in the model more clearly. By creating models from only these parts of the signal and from random parts that do not contain interesting features and plotting their poles on the complex z-plane, we get Figure 5.10. The poles in blue are the poles of the events detected with the thresholding scheme, while the red ones are taken from windows positioned at random along the signal.

![Figure 5.10: The poles of the system at different time windows, on the complex plane. Poles of the oscillations are shown in blue, while poles that are produced from random epochs of the signal are shown in red.](image)

Evidently, the model poles during the oscillations are concentrated in a specific area in the unit circle, denoted with a blue square in Figure 5.10, while poles resulting from areas of asynchronous activity do not follow any specific pattern. By using the properties of the unit circle in the complex z-plane (see 3.2.3), it is possible to specify the frequencies these poles represent. Their distribution is visualized in the box plot in Figure 5.11. From the AR model analysis, it can be surmised that the prefrontal cortex displays synchronous events of frequencies ranging from 70 to 80 Hz. Also, despite the AR modeling scheme behaving quite well, its application is somewhat impractical, due to high computational cost of the algorithm. Thus, although this approach can provide useful information about the signal and the characteristics of the synchronous events, it cannot be easily implemented in a real application of simple detection of these events.

**Detection with Matched Filters**

In order to detect synchronous events faster, without using the slow modeling approach described above, it is possible to design a different scheme, purely for detection, based on the knowledge gained from the AR analysis itself. A logical step forward would be the design of bandpass filters centered around the frequencies identified by the boxplots in Figure 5.11. However, since it was observed that the oscillations displayed similar behavior throughout the length of the time series, the design of Matched Filters was also deemed a very good candidate for the backbone of the detection scheme.

Thus, the oscillations detected by the AR scheme were used as templates for the matched filters. As a first step, the output of the matched filter was assessed visually, at which point, an important observation was made. The output of the matched filter yields clear oscillatory activity during significant events and asynchronous behavior everywhere else. Hence, in order to suppress the latter activity, while keeping the oscillations intact, the signal was also filtered with a differentiated version of the templates. In this manner, the sinusoidal-resembling oscillations would remain largely unchanged, excluding a phase shift, while the filter...
output during asynchronous activity would have a smaller amplitude. An isolated oscillation, the resulting filter templates and their power spectra are shown in Figure 5.12

![Figure 5.12: An oscillation isolated by the AR scheme. The original is shown in blue and the differentiated version in red](image)

This differentiation scheme facilitates thresholding, since, provided that a suitable template is used, the output of the matched filter is much more pronounced and easily discernible during oscillatory events. This output is also normalized, so that the same thresholding scheme can be used for all recordings, regardless of their amplitude. This way, the threshold takes values between 0 and 1.

Eventually, the marker that undergoes thresholding is the upper envelope of the filter output that is created by using the differentiated version of the template. This behavior can be seen in Figure 5.13.

![Figure 5.13: Comparison between matched filtering with the original and the differentiated template. The green areas on the signal are identified as oscillations by the detection scheme](image)
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Using the template shown in Figure 5.13, the envelope of the output displays clear peaks that can be effectively thresholded based on a user-defined scheme. In other words, this particular template is a good representation of the behavior under scrutiny. In Figure 5.14 there is an example of how the output looks like if an unsuitable template is used. In this case, the output cannot be thresholded, while its amplitude actually drops at around 14.85 sec, where a clear synchronous event can be seen in the original waveform.

Clearly, the quality of the detection scheme is a function of three parameters; namely the filter template used, the threshold set for the amplitude of the envelope of the filtered signal and the minimum accepted duration that it can take values over the threshold. In order to specify the parameter set that optimizes the algorithm, a parametric analysis was designed, shown in Figure 5.15.

![Diagram](image.png)

**Figure 5.15:** The parametric analysis for the specification of the best parameter set for the matched filtering detection scheme

In every iteration of the algorithm, a different set of parameters is used and evaluated. The performance metrics are stored for each of these sets, to be evaluated at a later time. For each of the templates, the following parameters were used:

- Threshold: 0.2 to 0.8 with a step of 0.1, a total of 7 values
• Minimum Duration: 0.01 to 0.06 with a step of 0.01, a total of 6 values

so, eventually, for the 168 oscillations that were isolated by the AR scheme, the total amount of iterations sums up to $168 \times 6 \times 7 = 7056$.

The performance of each iteration is also visualized on the ROC space, shown in Figure 5.16, which will also be used for the selection of the best parameter set, based on the distance of each point to (0,1) (see Figure 5.2).

![ROC space](image)

Figure 5.16: The ROC space for the parametric analysis

Each point in the Figure represents a different parametrization, while each color represents a different filter template. The point closest to (0,1) is highlighted with a green circle. Besides the minimum distance on the ROC space, the parameters yielding the highest F-score and ADR were also taken into account. In summary, this is shown in Table 5.1. Note that the oscillation index is the number of the detected event out of the 168

<table>
<thead>
<tr>
<th>F-score</th>
<th>Oscillation Index</th>
<th>Threshold</th>
<th>Minimum Duration</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.7735</td>
<td>98</td>
<td>0.3</td>
<td>0.03 sec</td>
</tr>
<tr>
<td>0.83786</td>
<td>131</td>
<td>0.4</td>
<td>0.02 sec</td>
</tr>
<tr>
<td>0.2523</td>
<td>98</td>
<td>0.3</td>
<td>0.03 sec</td>
</tr>
</tbody>
</table>

Table 5.1: The parameters corresponding to the best metrics

detected in total. Finally, the two templates that will be used for the validation of the scheme are shown in Figures 5.17 and 5.18.

These parameter sets will be tested on the validation dataset (Signal 2), to evaluate the performance of the filtering and thresholding scheme on a different waveform.

5.3. **VALIDATION OF THE DETECTION SCHEME**

Signal 2 was used for the validation of the detection scheme. The noise levels in this signal were higher than the ones found in Signal 1, used for the training of the scheme. Low-pass filtering at a lower frequency, namely
150 instead of 300 Hz facilitated the visual identification of the oscillations and the labeling of the data. Once the recording was labeled, it was filtered using each of the two parameter sets identified in the previous section, yielding the results shown in Figures 5.19 and 5.20 and Table 5.2.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Parameter Set 1</th>
<th>Parameter Set 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>F-score</td>
<td>0.61339</td>
<td>0.5794</td>
</tr>
<tr>
<td>ADR</td>
<td>0.7631</td>
<td>0.74625</td>
</tr>
<tr>
<td>ROC distance</td>
<td>0.34754</td>
<td>0.3679</td>
</tr>
<tr>
<td>TP</td>
<td>142</td>
<td>135</td>
</tr>
<tr>
<td>FP</td>
<td>148</td>
<td>163</td>
</tr>
<tr>
<td>FN</td>
<td>31</td>
<td>33</td>
</tr>
<tr>
<td>TN</td>
<td>349</td>
<td>361</td>
</tr>
</tbody>
</table>

Table 5.2: Validation metrics

where:
- Parameter Set 1: Oscillation 98, Threshold = 0.3, Min Duration = 0.03 sec
• Parameter Set 2: Oscillation 131, Threshold = 0.4, Min Duration = 0.02 sec

It can be surmised from the Figures and the Table that using the first parameter set yields slightly better results. That being said, the number of false positives detected by the scheme is very high. Examples of true and false positives can be seen in Figures 5.21 and 5.22. In the top graphs in these Figures, black denotes the labeling of the signal, while green denotes a detection by the filter.

![Figure 5.21: True Positives in the Validation stage. The manual annotations in the data are displayed in black, the events detected by the algorithm are shown in green](image1)

![Figure 5.22: False Positives in the Validation stage](image2)

**5.4. RESPONSE TO STIMULATION**

The two signals were used to examine the response of the PFC to stimulation of the VTA are Signals 2 and 3, which were subjected to the detection scheme described above.

In order to obtain a more compact picture of the behavior of the signal, the latter was segmented into epochs of 20 seconds, each centered around a stimulation pulse. Each epoch was, in turn, divided into 20 zones of 1 second each. Then, the numbers of oscillations initiating in each zone was calculated for each of the epochs and were, eventually, summed. This is visualized in the peri-stimulus histograms, seen in Figures 5.23 and 5.24.

It should be noted that the fact that the number of detections before and after the stimulation pulse is the same in Figure 5.24 is purely coincidental. The same graph, taking 10 out of 14 epochs into consideration, showing that the oscillations on either side of the pulse is not always the same, is displayed in Figure 5.25.

It is clear that the results extracted from these two signals are conflicting. In Figure 5.23, the stimulation pulse appears to momentarily silence the oscillatory activity in the PFC, before it reverts to normal. In Signal 3, however, there is an accumulation of oscillations on either side of the pulse.
5.4. Response to Stimulation

Figure 5.23: Peri-Stimulus Histogram for Signal 2. The black lines at the bottom represent the oscillations detected by the scheme. The blue bars represent the total number of detections in the 1-second time windows and the red bar represents the stimulation pulse.

Figure 5.24: Peri-Stimulus Histogram for Signal 3. The black lines at the bottom represent the oscillations detected by the scheme. The blue bars represent the total number of detections in the 1-second time windows and the red bar represents the stimulation pulse.
Figure 5.25: Peri-Stimulus Histogram for Signal 3 for 10 out of 14 stimulation pulses. The black lines at the bottom represent the oscillations detected by the scheme. The blue bars represent the total number of detections in the 1-second time windows and the red bar represents the stimulation pulse.
The distillation of the procedure described in the previous chapter can be seen in Figure 6.1.

6.1. **Analysis – AR Models**

The selection of the model order was not made based on the observed characteristics of the oscillations; it was a compromise between lacking in detail using a lower order or running the danger of modeling noise using a higher model order. Indeed, the fifth order model effectively isolates gamma-range oscillations in the $70–80\,Hz$ range, which are modeled by one of the complex pole pairs of the model.

What is more, the selection of a moderate model order for the AR scheme was made so that the algorithm was not extremely computationally intensive. Possibly, a higher model order can isolate oscillations in different frequencies as well, paving the road for the study of different neural synchrony events using this method.
The performance of the thresholding scheme in the analysis phase using AR models was evaluated visually, as the labeling of the data was not available at the time. If the data had been labeled, a parametric analysis similar to the one performed in the optimization of the matched filter parameters could be implemented, keeping in mind that each iteration would last much longer. Based on data labels, some of the oscillations isolated by the AR modeling scheme could have been discarded as insignificant, which would also reduce the computation time of the parametric analysis in the detection phase. The data annotations were not used to corroborate the results of the AR analysis, as the isolation of the oscillations was deemed satisfactory and the isolated events were used for the detection in the following step.

### 6.2. Detection – Matched Filters

By looking at Figure 5.12, the bandpass characteristics of the filter templates and, by extension, the isolated oscillations is apparent. The frequency band that can be regarded as the passband of the spectrum overlaps with the distribution of frequencies displayed in the boxplots in Figure 5.11, ensuring a first level of consistency in the results.

The spectrum also showcases some frequency content below the passband, which is steeply attenuated after the differentiation, while the passband remains largely unchanged. This fact, coupled with the observation that, indeed, the differentiated version of the template yields better results than the original one, reinforces the argument that the main feature of these oscillations is indeed accumulated in the passband, since the system works better when the latter is more pronounced than other features of minor importance.

Even though their passband is similar, in other words, their main characteristics can be found in the same frequencies, oscillation 98 differs from oscillation 131 in the sense that it appears to display some minor characteristics away from the passband that are shared by more oscillatory events, making its function as a filter template more effective.

It would be a gross oversight not to address the issue of the large number of false positives. At this point, it has to be emphasized that the labeling of the data was carried out manually. One of the criteria for the selection of the labeled parts of the waveform is duration, quantified as the number of peaks in each oscillatory event. Oscillations of less than 3 peaks were either not considered as significant or overlooked entirely. However, even these very short events appear to share characteristics with the templates used, which increases their correlation beyond the detection thresholds, creating these false positives.

In any case, the algorithm appears to be oversensitive even to the shortest occurrences of synchronous activity in the band of interest, creating a large number of false positives. The criteria for the best parameter selection were the best F-score, ADR and distance from (0,1) on the ROC space. If the goal is to minimize the false positives, different or less strict criteria have to be used for the parameter selection. For example, a different point on the ROC space can be selected, closer to the y-axis, displaying a reduced FPR. Of course, this could be at the expense of the other metrics and the performance of the scheme as a whole.

Seeing as the labeling of the data is inherently flawed, any conclusion regarding the oscillatory behavior of the PFC in Signals 1 and 2 (as defined in 5.1) has to be taken with a grain of salt, as the level of credibility of the results as well as the validation of the detection scheme are only as good as the manual labeling of the data. At its present state, the detection scheme can be used as a guide for researchers to isolate this particular kind of neural synchrony and select which of the detected oscillations are significant.

Since a specific kind of neural synchrony displays specific characteristics in time and frequency, the use of matched filters is a crude, yet effective way of implementing an *ad-hoc* scheme for their detection. What is more, since synchronous activity varies based on brain area and, possibly, medical condition, the analysis and detection scheme put forward in this project can be used to isolate and detect different kinds of oscillatory activity in the brain, such as epileptic seizures.
6.3. Response to Stimulation

Signals 2 and 3 were used for the study of the effect of VTA stimulation on the PFC activity and they yield completely different results regarding the PFC responses.

In any case, the amount of data that was analyzed was limited, so there can be no definitive conclusion extracted from this analysis. That being said, an informed assumption can be made for this behavior nonetheless, in the hope that it motivates a more comprehensive data collection and analysis.

There appears to be a direct relation between the amplitude of the stimulation pulses and the response elicited in the PFC. High amplitude pulses momentarily suppress the occurrence of oscillations in the 70–80 Hz band, while oscillations seem to appear at a much higher rate around pulses of lower amplitude.

These two behaviors are inherently different, in the sense that in the first case the brain appears to respond to each individual stimulation, which is manifested in the suppression of neural synchrony. However, in Signal 3, the level of synchrony, and by extension, the number of oscillations, is high even before the onset of the stimulation pulse, as if the brain is expecting a stimulation at that specific time.

Considering the fact that stimulation pulses are delivered at fixed time intervals, an assumption would be that the brain has been conditioned and responds accordingly in expectation of the incoming stimulations [60, 61]. If this was the case, the number of oscillations around the stimulation would increase with every incoming pulse. Unfortunately, the part of the signal containing the first pulses administered to the mouse was not contained in the waveform that was analyzed, so, again, no safe conclusion can be reached, however, this is a valid indication of conditioning.

The higher amplitude pulse in Signal 2 might actually be affecting a structure called the tail of the Ventral Tegmental Area (tVTA) or the Rostromedial Tegmental Nucleus (RMTg), located directly posterior to the VTA, which has been shown to act as a major inhibitor of dopamine networks [62]. This could explain why the neurons in the mesocortical dopaminergic pathway, in which the recording electrode is introduced, are silenced immediately following the stimulation pulse.
The original goal of this project was to correlate the activity of the PFC with the concentration of the neurotransmitter dopamine within it. As has been stated previously, the electrode probe was introduced into the mesocortical dopaminergic pathway of the mouse. A valid assumption would be that the oscillatory activity that was detected was really the coordinated activity of dopaminergic neurons, relaying messages from the basal ganglia towards the cortex.

This cannot be stated with absolute certainty, though, unless markers like the local concentration of dopamine around the electrode is measured, as well as the activity of deep brain structures related to dopamine, such as the VTA or the substantia nigra.

Even then, however, it is doubtful if the oscillations were a result of the activity of dopaminergic neurons. In order to specify if dopaminergic neurons create the oscillations, the only fool-proof way is to introduce a dopamine blocker into the brain, thus canceling out the effects of dopamine. If the oscillations are no longer detected in the signal, it can only mean that they had been caused by the synchrony of dopaminergic neurons. Despite the interesting insight this procedure would provide, this was deemed to be outside the scope of this project.

A more detailed approach would be to create a matched filter bank, using more oscillations as templates, as an endeavor to compensate for the true negatives produced by the detection algorithm. Synchrony at different frequencies could also be detected and analyzed by utilizing a higher-order AR model, at the risk of introducing noise into the analysis.

What is more, further enhancement of the matched filter could be achieved by the creation of a completely customized template, based on the spectrotemporal and other characteristics of the detected oscillations. This would entail a more detailed study of this type of neural synchrony, providing additional insight into its characteristics and nature. Also, this approach could completely uncouple the analysis, isolation and detection procedures.

If it is desired that neural synchrony, such as the one presented in this project, is detected in real time, the speed and computational cost of the filtering and thresholding algorithms must be addressed. This is one of the reasons why the matched filter approach is much more preferable to AR modeling.

Matched filtering and the thresholding of the output is fast enough to be used in real time, during the actual harvesting of the data. A user-defined filter template and thresholding scheme can be used in harvesting software, such as the OpenEPhys suite, for on-line detection and evaluation of oscillatory activity.

The methods used in this project are purely signal-processing-oriented and the quantifiable characteristics of neural synchrony are based on an Autoregressive Modeling scheme and the Fourier Transform. It can be argued that with modern techniques, such as deep learning, this procedure could be automated and would possibly reveal even more interesting features hidden in the signal. While this is true, it is always useful to re-
turn to the manual basic analysis methods, like the ones presented in this report, which can provide valuable insight on the nature of the signals. Information such as the one gathered by simple signal analysis methods could be invaluable in the study of neuronal firing, for instance in the identification and study of different neuronal species.

For consistency in the conclusions drawn that relate to the brain responses, more experiments must take place and recordings gathered. Histological analysis of the stimulated areas will provide consistency along the recorded data, while they might also shed some light on the hypothesis of the potential activation of the RMTg.
SYMBOLS AND ABBREVIATIONS

- ADR: Average Detection Rate
- AP: Action Potential
- AR: Autoregressive
- ARMA: Autoregressive Moving Average
- BPF: Band Pass Filter
- CNS: Central Nervous System
- DA: Dopamine
- DTFT: Discrete-Time Fourier Transform
- ECoG: Electrocorticogram
- EEG: Electroencephalogram
- EMG: Electromyogram
- ERP: Event Related Potential
- fMRI: Functional Magnetic Resonance Imaging
- FN: False Negative
- FP: False Positive
- GABA: Gamma Aminobutyric Acid
- HPF: High Pass Filter
- ICA: Independent Component Analysis
- ISI: Inter Spike Interval
- LMS: Least Mean Squares
- LFP: Local Field Potential
- LPF: Low Pass Filter
- MA: Moving Average
- MEG: Magnetoencephalogram
- MSE: Mean Squared Error
- NCC: Neural Correlates of Consciousness
- PCA: Principal Component Analysis
- PFC: Prefrontal Cortex
- RMTg: Rostromedial Tegmental Nucleus
- ROC: Receiver Operating Characteristic
- SN: Substantia Nigra
- SNR: Signal-to-Noise Ratio
- SVD: Singular Value Decomposition
- TN: True Negative
- TP: True Positive
- tVTA: Tail of the Ventral Tegmental Area
- VTA: Ventral Tegmental Area
The structures in the mouse brain that were mentioned in this report are shown in Figure B.1

Figure B.1: A mouse brain section displaying the approximate locations of the structures mentioned in this report. Image modified from GENSTAT at http://www.gensat.org/imagemanager.jsp?imageID=36597.
The following signal processing methods came up during the literature research for this project, but were not, eventually, used in the analysis. However, for the sake of completion they are presented in detail below.

C.1. Nonparametric Estimation of the Signal Properties

It has been established that neural signals are largely stochastic and non-deterministic. This fact means that since the signal cannot be known a priori, its properties have to be estimated.

The transient properties of the signal are unknown, so an approach in the frequency domain is necessary for nonparametric estimation. The analysis begins with the estimation of the autocorrelation function $r_x(k)$ of the signal $x(n)$:

$$
\hat{r}_x(k) = \frac{1}{N} \sum_{n=0}^{N-1-k} x(n+k)x(n), \quad k = 0, \ldots, N - 1
$$

and the knowledge that, in general, the power spectrum of a signal is given by:

$$
S_x(e^{j\omega}) = \sum_{k=-\infty}^{\infty} r_x(k) e^{-j\omega k}
$$

Combining C.1 and C.2, yields the estimate of the power spectrum of the signal, called the periodogram:

$$
\hat{S}_x(e^{j\omega}) = \sum_{k=-N+1}^{N-1} \hat{r}_x(k) e^{-j\omega k}
$$

Also, by remembering that the correlation function can be written as:

$$
\hat{r}_k = \frac{1}{N} x(k) * x(-k)
$$

and obtaining its Fourier Transform to obtain the spectral estimate, it emerges that the latter can be calculated by calculating the values of the square of the magnitude of the Discrete-Time Fourier Transform in all $N$ points.

$$
\hat{S}_x(e^{j\omega}) = \frac{1}{N} \left| X(e^{j\omega}) \right|^2 = \frac{1}{N} \left| \sum_{n=0}^{N-1} x(n)e^{-j\omega n} \right|^2
$$

Despite its elegant computation, the periodogram in and on itself is not a consistent estimate of the power spectrum, due to the fact that its variance does not approach zero as the number of samples increases. Also, the formula in Equation C.5 implies that the DTFT is computed in fixed-length rectangular windows, something that introduces leakage into the estimated power spectrum. These disadvantages are not beyond a measure of control, however, since they can be reduced by the use of averaging (see C.2) and windowing. Windowing refers to the use of a different window than the simple rectangular for the computation of the Fourier Transform, which displays less pronounced side lobes, thus reducing the leakage created by the discontinuities at the window borders. Among the most popular windows are the Hanning, Blackman, Hamming and Bartlett windows [7, 29].
C.2. AVERAGING

In its core, averaging aims for the reduction of noise in a signal displaying repetitive patterns. In simple terms, it exploits the random nature of the noise by aligning and adding a number of instances of a signal pattern and dividing by their number, thus reducing the effect of the noise and yielding a clearer signal. Note that, of course, this relies on the assumption that the noise contained in the signal is uncorrelated over time.

What is more, another proviso for the use of averaging is the guarantee that the process under scrutiny can be replicated. In neural signal terms, it is assumed that a repeated stimulus elicits a similar response in the brain every time, which is recorded with one of the methods mentioned above. The recorded noisy responses are then averaged to yield a single waveform containing the response itself, clear of noise.

The application of this method is displayed in Figure C.1. The spikes from the signal are detected and aligned (top and bottom left graphs). They are then averaged over time, producing the clear spike (bottom right). It is also apparent from the Figure that averaging mimics the effect of a linear time-invariant filter applied on the spikes. In the case of neural recordings, which are characterized by relatively low SNR, hundreds or thousands of repetitions of the desired pattern have to be elicited by a suitable stimulus for the averaged signal to contain acceptable levels of noise.

The version of averaging described above is known as ensemble averaging and is commonly used for noise reduction. However, an important disadvantage of this method is its inability to keep up with dynamic transient changes in the recording. In order to tackle this, a modified recursive version of the averager, taking past values into consideration, is used instead, consulting in exponential averaging [7].

Averaging can be ineffective if there are extreme values scattered across the recording. It is wise to remove any outlier values (see 3.2.1.4) before averaging, to achieve enhanced robustness in the averaging algorithm. Care must be taken when the signal is infected with artifacts. Clearing the signal of these artifacts should take place prior to averaging. Also, if the desired signals are elicited with the help of an external stimulus, the latter can be strategically timed so as not to coincide with time-locked artifacts, such as the Electrocardiogram.

If artifacts persist, weighted averaging can be used. By computing a model for the ensemble to be averaged and selecting a performance criterion, one can create a weight vector, which when multiplied with the ensemble yields the weighted average. Weighted averaging is also recommended when the statistical properties of the noise as well as its levels vary across the recording. Herein lies a fundamental difference between
C.3. SEGMENTATION

Weighted and ensemble averaging, in the fact that in the former, a priori knowledge of the nature of the noise variance is necessary.

Besides averaging in the time domain, the tool can be also used in the frequency domain, aiming at the reduction of noise variance contained in the power spectra. A very typical example is the Welch method [63], itself an extension of the Bartlett method [64]. Here, the signal is first segmented (see C.3) and the power spectrum for each segment is calculated. Then, these spectra are averaged, yielding the averaged periodogram. A disadvantage of this method is the reduction of the frequency resolution of the signal by a factor of $K$, where $K$ is the number of segments. As stated before, usually a window is applied on the segments, in order to avoid leakage. The difference between the Welch and Bartlett methods is that in the former, the windows are allowed to overlap. This process can also used on estimated spectra.

Averaging is being used extensively in research. Besides its random noise cancelling properties, averaging can be used to determine the baseline of a signal, and then subtracting it from each of the signal's epochs, a process which yields the non-event-related activity contained in the signal [46, 47]. Holroyd et al. [38, 41, 42] average neural signal epochs to detect deflections in the signal related to Error-Related Negativity and Positivity and reward prediction. Similar deflections of neural signals are also detected by averaging in [17]. Connoly et al. [19] provide an example of frequency domain averaging, which aims in the detection and removal of artifacts. Ding et al. [34] use averaging for spectral estimation in order to derive a model for cortical ERPs. Spectral estimation by the use of averaging is also used in [20]. An application of the Welch method with the use of a Hanning window is presented in [36]. Averaging is also regarded as an important tool for signal pre-processing when other methods of analysis, such as wavelet analysis (see C.4), are applied on the recording [65].

Obviously, averaging is only as efficient as the way it has been set up. If, for instance, there are neural signal deflections in the ensemble that are not properly aligned, either due to variations in timing or due to errors in the alignment procedure itself, they will definitely be lost in the averaging, potentially leading to loss of valuable information [18]. Loss of information can also be a problem when the response itself varies from trial to trial in amplitude (and, in the case of EEG, scalp distribution), in which case the use of ensemble averaging is not recommended [45].

C.3. SEGMENTATION

As has been stated above, neural signals display high nonstationarity, with their spectrotemporal and statistical characteristics changing over time. However, parts of the signal that are sufficiently short can be assumed to be at least quasi-stationary or, at any rate, display the same kind of behavior throughout their duration. Signal segmentation cuts the signal into these smaller pieces, based on a number of user-defined parameters.

Segmentation can be fixed, in which case all segments have the same size, or adaptive, where the segments are of different sizes that depend on the transient behavior of the signal. Since changes in the statistics of the signal can be detected by segmentation algorithms, it can also be used as a tool for feature extraction, providing useful clinically significant information contained in the signal that would be normally overlooked during visual examination of the signal [7].

For the segmentation of the signal, two time windows are defined: the reference and test windows. The part of the signal contained in the reference window, which can be of fixed or increasing size (see Figure C.2), is analyzed and its statistics are compared to those of the part contained in the sliding test window. A dissimilarity measure $\Delta(n)$ is also defined, based on which the statistics of the two windows are compared. A segment boundary is defined by the algorithm when the dissimilarity measure surpasses a predefined threshold $\eta$. It is important that the change is sufficiently abrupt to be detected by the algorithm. A slow change can be regarded as transient behavior, which this algorithm is not sensitive to.

A very appealing choice for a dissimilarity measure is the comparison of the spectral content of the two windows, quantified by the Spectral Error Measure. Two methods are analyzed in [7] for the computation of the SEM: the periodogram and the whitening approaches.
The periodogram approach, as the name suggests, makes use of the periodograms of the reference and test windows. The running periodogram is defined as:

$$ S_x(e^{j\omega}, n) = \sum_{k=\infty}^{\infty} r_x(k, n) e^{-j\omega k} \quad (C.6) $$

where $r_x$ is the correlation matrix of the signal. The periodogram of the reference window is defined as $S_x(e^{j\omega}, 0)$. Eventually, the normalized SEM is given by:

$$ \Delta(n) = \frac{1}{2\pi} \int_{-\pi}^{\pi} \frac{(S_x(e^{j\omega}, n) - S_x(e^{j\omega}, 0))^2 d\omega}{\frac{1}{2\pi} \int_{-\pi}^{\pi} (S_x(e^{j\omega}, n) d\omega) \frac{1}{2\pi} \int_{-\pi}^{\pi} (S_x(e^{j\omega}, 0) d\omega)} \quad (C.7) $$

The normalization is used so that decreases in signal power are detected as easily as increases. Normalization guarantees that the definition in Equation C.7 deals with changes in spectral power in a symmetric way.

The time domain version of the definition is:

$$ \Delta(n) = \sum_{k=\infty}^{\infty} \frac{(r_x(k, n) - r_x(k, 0))^2}{r_x(0, n) r_x(0, 0)} \quad (C.8) $$

The whitening approach makes use of a p-th order AR model to describe the signal, which is decorrelated or whitened using a linear prediction error filter $A_p(z)$. When a spectral change occurs, the error process $e(n)$ deviates from whiteness and this is where the segment boundary is set. Being a white process, the spectral power of the reference window is constant and equal to its variance:

$$ S_e(e^{j\omega}, 0) = r_e(0, 0) = \sigma_e^2 \quad (C.9) $$

so the SEM is formulated anew as:

$$ \Delta(n) = \frac{1}{2\pi} \int_{-\pi}^{\pi} \frac{(S_x(e^{j\omega}, n) - \sigma_e^2)^2 d\omega}{\left[ \frac{1}{2\pi} \int_{-\pi}^{\pi} (S_x(e^{j\omega}, n) d\omega) \right]^2} \quad (C.10) $$

and its time domain representation is:

$$ \Delta(n) = \frac{r_e(0, n)}{r_e(0, 0)} - 1 \quad (C.11) $$
This type of signal segmentation must abide by certain specifications, namely few false alarms, few missed detections and low detection delay. A false alarm is the erroneous detection of a change in the signal and the creation of smaller-than-necessary segments, a condition called oversegmentation. Missed detections are the exact opposite, namely, the failure to detect changes, leading to large, possibly nonstationary segments. The detection delay must be kept low so that the segment limit is as close as possible to the onset of a change in the signal properties. At any rate, segmentation is a very useful tool for the first step of feature recognition in a signal and its parameters and properties also depend on the tools and methods that will be used and applied on the signal at a later time [66].

Despite its feature recognition abilities, segmentation is more commonly used in its fixed version. Most usually, signals are segmented around the onset of a stimulus or other significant time domain features of the signal (see Table C.1). The duration of the segment in this case is colloquially known as epoch, which is, then, subjected to further analysis. It has already been stated that the Welch and Bartlett methods are making use of segmentation to provide with smaller parts of the signal to undergo averaging. Rafiee et al. [67] use segmentation before analyzing the signal using wavelet analysis, which will be discussed in C.4.

### Table C.1: Epochs duration in literature

<table>
<thead>
<tr>
<th>Reference</th>
<th>Duration Before Reference</th>
<th>Duration After Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Santesso et al. [37]</td>
<td>200ms</td>
<td>800ms</td>
</tr>
<tr>
<td>Holroyd et al. [42]</td>
<td>200ms</td>
<td>800ms</td>
</tr>
<tr>
<td>Foti et al. [39]</td>
<td>200ms</td>
<td>1000ms</td>
</tr>
<tr>
<td>Foti et al. [40]</td>
<td>200ms</td>
<td>800ms</td>
</tr>
<tr>
<td>Bokura et al. [43]</td>
<td>200ms</td>
<td>1000ms</td>
</tr>
<tr>
<td>Zhang et al. [49]</td>
<td>1s</td>
<td>1s</td>
</tr>
</tbody>
</table>

### C.4. Time-Frequency Analysis and Wavelets

It is common practice to analyze signals by expanding them using a series of basis functions, such as in the case of the Fourier and Karhunen-Loève transforms. The former uses sines and cosines as basis functions, while the latter uses the largest eigenvalues of the correlation matrix of the signal to produce its truncated series expansion. However, these basis functions are not flexible enough to achieve efficient tracking of temporal changes in neural recordings [7]. In fact, a simple power spectrum gives no temporal information about the features of the signal. The necessity for a different approach is apparent. The solution comes in the form of spectrotemporal analysis (or time-frequency analysis), in the simplest form of which, the spectral characteristics of the signal are observed over time.

A staple of spectrotemporal analysis and a logical next step is the Short Time Fourier Transform, in which the signal is segmented in windows of short length and the Fourier Transform of each window is then computed, thus effectively creating a spectrum as a function of time, the magnitude of which is visualized in the spectrogram, an example of which is shown in Figure C.3.

Nevertheless, the STFT is still bound by the limitations set by the trigonometric basis functions of the Fourier Transform. It would be convenient if more flexible basis functions could be used, better suited for fitting in any kind of signal better than simple sines and cosines. This is where wavelets offer an elegant and versatile solution.

Wavelets are functions whose energy is concentrated in a short time window. Two very important criteria must be met for a function to qualify as a wavelet: those of finite energy and admissibility, the latter of which guarantees the band-pass properties of the wavelet function [29]. What makes wavelets so versatile is the fact that they can be scaled and translated in time, based on user-assigned parameters. With this in mind, it can be surmised that with these two degrees of freedom wavelets achieve good localization in time and frequency, so that they can cover both coarse and finer details of the signal. This quality makes them excellent candidates for use in multiresolution analysis [7].
Figure C.3: The spectrogram of an LFP contaminated by epileptic seizures. The onset and duration of the seizures is visible in the spectrogram, as the frequency content of the signal increases for short periods of time and it is denoted with red vertical lines. What is more, this particular signal is contaminated by mains hum at 50Hz, which is visible in the entire duration of the signal as a persistent peak in the spectrogram.

The basic wavelet subjected to scaling and translation to yield the family of wavelets to be used in the analysis is named the mother wavelet (usually denoted with $\psi(t)$). The scaling of the mother wavelet reveals an inverse relation between localization in time and localization in frequency, in the sense that a smaller scale of the mother wavelet is more localized in time, its bandwidth increases, rendering it less localized in frequency and vice versa.

Much like the Fourier Transform, the Continuous Wavelet Transform is given by convolving the signal under scrutiny with scaled and translated versions of the mother wavelet, with the signal being exactly recoverable from its transform through the reconstruction equation. By discretizing the scaling and translation parameters, the Discrete Wavelet Transform is obtained. The signal is recovered by the inverse DWT, also known as the wavelet series expansion.

The general form of the convolution integral that yields the series expansion of a function using orthonormal basis functions is:

$$w_k = \int_{-\infty}^{\infty} x(t)\phi_k(t)\,dt$$  \hspace{1cm} (C.12)

In wavelet analysis, the basis functions $\phi_k$ are replaced by a family of wavelets:

$$\psi_{s,\tau}(t) = \frac{1}{\sqrt{s}}\psi\left(\frac{t-\tau}{s}\right)$$  \hspace{1cm} (C.13)

where $\psi$ is the mother wavelet and $s$ and $\tau$ are the scaling and translation parameters respectively. Thus, inserting (C.13) into (C.12) yields the Continuous Wavelet Transform:

$$w(s, \tau) = \int_{-\infty}^{\infty} x(t) \frac{1}{\sqrt{s}}\psi\left(\frac{t-\tau}{s}\right)\,dt$$  \hspace{1cm} (C.14)

which is, in effect, a mapping on the time-scale domain. Equation (C.14) can also be regarded as the linear filtering of the signal $x(t)$ with a filter of impulse response $\sqrt{s}\psi(\tau/s)$, which showcases the band-pass qualities of the CWT. However, the CWT function is highly redundant, so the next logical step is a discretization of the
parameters to reduce the amount of data provided by the CWT. The scaling and translation parameters are dyadically sampled:

\[ s = 2^{-j} \quad \tau = k2^{-j} \]  

which, used in C.13, yields the discretized wavelet function:

\[ \psi_{j,k} = 2^{-j}\psi(2^j t - k) \]  

By inserting C.16 into C.14, the discrete wavelet transform is obtained:

\[ w_{j,k} = \int_{-\infty}^{\infty} x(t)\psi_{j,k}(t)dt \]  

Multiresolution analysis is based upon the assumption that the signal can be broken down to two parts: a coarse and a fine part, representing the main features and the details of the signal respectively. Here, the concept of the scaling function (also known as the father wavelet) must be defined. Both the scaling and wavelet functions are necessary for wavelet analysis. The difference between the scaling and wavelet functions is the fact that the former approximates the main features of the signal, low frequency content in other words, while the latter deals with the high-frequency, finer details of the signal.

A scaling function related to a particular wavelet function can be used for the production of an orthonormal set of scaling functions at different translations in time.

\[ \phi_{0,k}(t) = \phi(t - k) \]  

These scaling functions \( \phi_{0,k} \) span a subspace \( V_0 \). Different scales of \( \phi_{j,k} \) will span different subspaces \( V_j \), which are nested into each other:

\[ \ldots V_{n-2} \subset V_{n-1} \subset V_n \subset V_{n+1} \subset \ldots \]  

with the level of detail increasing with \( n \). Consecutive scales of \( \phi \) (designated as \( \phi(t) \) and \( \phi(2t) \)) are related through the refinement equation:

\[ \phi(t) = \sum_{n=\infty}^{\infty} h_n \phi(2t - n) \]  

where \( h_n \) is a series of scaling coefficients.

The wavelet functions \( \psi \) span different subspaces \( W \), that account for the finer features of the signal. The relation between the subspaces is:

\[ V_j = V_{j-1} \oplus W_{j-1} \]  

or, using a recursion until a \( j_0 \) value:

\[ V_{j+1} = V_{j_0} \oplus W_{j_0} \oplus W_{j_0+1} \oplus \ldots \oplus W_j \]  

In signal terms, this can be expressed as:

\[ x(t) = x_{j_0}(t) + \sum_{j=j_0}^{\infty} y_j(t) \]  

where \( x_{j_0} \) is the coarse approximation of the signal and \( y_j \) is the "detail" signal at a different resolution for each value of \( j \).

In simple terms, wavelet multiresolution analysis on a signal yields a superposition of scaled and translated versions of the mother wavelet, approximating the original signal as closely as possible. Finer details of the signal, which are, obviously, characterized by a broader bandwidth, are represented by smaller scales of the mother wavelet, while slower transient events at low frequency bands by larger scales. In effect, the signal is broken down to its frequency components, which are easy to visualize, while whatever frequencies are not desired can be easily removed. Herein lie the filtering and denoising capabilities of the wavelet transform, in the sense that smaller scales of the mother wavelet can be discarded, effectively removing high frequency
Figure C.4: Mother Wavelet Examples. The scaling function is shown in red where it can be defined.

noise from the recording, without affecting any lower frequencies. The breakdown of the signal into scaled and translated versions of $\psi(t)$ facilitates the detection and extraction of features from the signal, since features of different frequency and power will be represented by different scales of the mother wavelet.

An abundance of wavelet functions has been proposed over the years. Examples include the Mexican Hat, Daubechies, Morlet, Coiflets, Gaussian and Shannon wavelets. It should be noted also that a scaling function can not be defined for all wavelet families. Some of them are displayed in Figure C.4.

Wavelets are a highly versatile tool that is being used extensively in research. Examples include their use for various types of LFP and EEG analysis [51, 68–72] as a precursor to ICA [73] and for detection of clinically significant events in the neural recordings [29, 48, 52]. It has been stated in [54] that wavelet analysis is much better suited for the examination of single trial evoked potentials than more traditional methods such as Wiener filtering or LMS. The multiresolution analysis ability of wavelets also allows for effective feature extraction from the signal, by matching scaled versions of the mother wavelet to the various components contained in the signal [29, 50].

It appears that the most popular type of wavelet is the Morlet wavelet, whose default version is used by a large number of researchers [48, 50, 52, 71], while some of them prefer its complex version [51, 69, 72]. The Daubechies, Symlets, Coiflets, Meyer and Mallat wavelets are also used in certain cases [54, 70]. Despite the popularity of the Morlet wavelet, Rafiee et al. in [67] claim that, after a comparative analysis, that the Daubechies-44 wavelet is the best suited for the analysis of various biological signals, including the EEG, because of its ability to fit into sharp asymmetric spikes, which feature prominently in neural recordings.

**C.5. PRINCIPAL AND INDEPENDENT COMPONENT ANALYSIS**

Most usually, neural data comprise of the simultaneous effect of a number of sources, including noise. The superposition of these effects is the raw signal recorded from the brain. There is obvious merit in reducing the dimensionality of the signal, while at the same time removing those signal components that are of no use to further analysis, such as noise. All this can be managed with the use of Principal Component Analysis.

In its core, PCA assists in the creation of a set of uncorrelated signal components which, when properly combined, satisfactorily approximate the original signal. The analysis begins by assuming that the signal under
scrutiny is represented by a $K \times 1$ vector $\mathbf{y}$, which can be written as a deterministic linear transformation as:

$$
\mathbf{y} = \mathbf{W} \mathbf{x} = \sum_{k=1}^{K} x_k \mathbf{W}_k
$$

where

$$
\mathbf{W} = [\mathbf{w}_1, \mathbf{w}_2, \ldots, \mathbf{w}_K]
$$

with $\mathbf{w}_k$ being $K \times 1$ column vectors. Also the expression $|W| \neq 0$ must hold. The $K \times 1$ vector $\mathbf{x}$ is a reduced approximation of the signal $\mathbf{y}$, so the matrix $\mathbf{W}$ must be formulated in such a way so that the relation in Equation C.24 holds. Primarily, the vectors $\mathbf{W}_k$ must constitute a set of orthonormal basis functions, so:

$$
\mathbf{W}^T \mathbf{W} = \mathbf{I} \iff \mathbf{W}^T = \mathbf{W}^{-1}
$$

Since the matrix $\mathbf{W}$ is orthonormal, then the transformation is reversible:

$$
\mathbf{x} = \mathbf{W}^{-1} \mathbf{y} = \sum_{k=1}^{K} y_k \mathbf{W}_k^{-1}
$$

If all the components in $\mathbf{x}$ are used, then the reversible transformation provides a lossless representation of $\mathbf{y}$. The objective, however, was the reduction of the signal’s dimensionality. To that end, only $L < K$ of the components can be taken into consideration. The signal $\mathbf{y}$ can be approximated as:

$$
\tilde{\mathbf{y}} = \sum_{k=1}^{L} x_k \mathbf{W}_k + \sum_{k=L+1}^{K} \tilde{x}_k \mathbf{W}_k
$$

where $\tilde{x}_k$ are the components that will be omitted in the reconstruction of the signal. The expression in C.28 introduces an error of:

$$
\epsilon = \mathbf{y} - \tilde{\mathbf{y}} = \sum_{k=L+1}^{K} (x_k - \tilde{x}_k) \mathbf{W}_k
$$

which, in turn, yields an Mean Square Error of:

$$
\epsilon^2 = E[\epsilon^T \epsilon] = \sum_{k=L+1}^{K} (x_k - \tilde{x}_k)^2
$$

The minimum MSE can be computed by setting its derivative equal to zero:

$$
\frac{\partial \epsilon^2}{\partial \tilde{x}_k} = -2E((x_k - \tilde{x}_k)) = 0
$$

The relation is satisfied if:

$$
\tilde{x}_k = E[x_k] \overset{C.27}{=} \mathbf{W}^{-1} E[\mathbf{y}]
$$

which means that the omitted components can be replaced by their mean. The minimum MSE can be rewritten as:

$$
\epsilon^2 = \sum_{k=L+1}^{K} E[(x_k - \tilde{x}_k)^2]
$$

$$
= \sum_{k=L+1}^{K} E\left[(\mathbf{W}_k^{-1} y_k - \mathbf{W}_k^{-1} \tilde{y}_k)(\mathbf{W}_k^{-1} y_k - \mathbf{W}_k^{-1} \tilde{y}_k)^T\right]
$$

$$
= \sum_{k=L+1}^{K} E\left[\mathbf{W}_k^{-1}(y_k - \tilde{y}_k)(y_k - \tilde{y}_k)^T\mathbf{W}_k^{-1}\right] \overset{W orthonormal}{=} \sum_{k=L+1}^{K} \mathbf{W}_k^T \Sigma_y \mathbf{W}_k
$$

where $\Sigma_y$ is the covariance matrix of the signal $\mathbf{y}$, with dimensions $K \times K$. By selecting the $\mathbf{W}_k$ vectors as the eigenvectors of the covariance matrix:

$$
\mathbf{\sigma}_y \mathbf{W}_k = \lambda_k \mathbf{W}_k, \quad \text{where} \quad \lambda_k = \mathbf{W}_k^T \mathbf{\sigma}_y \mathbf{W}_k
$$
from C.33 it emerges that:

$$\varepsilon^2_{\min} = \sum_{k=L+1}^{K} \lambda_k$$  \hspace{1cm} (C.35)

From C.35, it can be concluded that it is useful to order the eigenvalues in descending order so that the MSE is minimized, in the sense that when the $k$th component $x_k$ is replaced by $\tilde{x}_k$, the MSE will increase by $\lambda_k$. In other words, components of the signal related to larger eigenvalues play a larger role in the shaping of the signal and their omission would bring about a larger increase in the MSE. Smaller eigenvalues correspond to less important components that can be removed without causing a deterioration in the reconstructed signal. In this manner, the amount of data to be analyzed further can be greatly reduced by the correct selection for the value of $L$, while maintaining a satisfactory approximation of the original form of the data.

On one hand, PCA breaks the signal down to uncorrelated components and is based on second-order statistics, as it uses the covariance matrix for analyzing the signal. On the other hand, Independent Component Analysis separates the signal in uncorrelated but also statistically independent components. Assuming that $K$ channels of a signal are produced by $L$ sources and that $K \geq L$ (meaning that the recordings are redundant), the signal $y$ can be expressed as:

$$y(n) = Mx(n) + \eta(n) \approx Mx(n)$$  \hspace{1cm} (C.36)

where $y$ and $x$ are a $K \times 1$ and a $L \times 1$ vector respectively and $M$ is a $M \times L$ matrix, while $\eta$ is additive noise, independent of the signals, for the sake of simplicity is considered to be zero. $M$ is called a mixing matrix, which is unknown. The goal of ICA is the calculation of the values of the source vector $x$ from the vector $y$, without knowing the matrix $M$, effectively making this procedure a problem of Blind Source Separation. So, the objective is the search of a matrix that will satisfy the reverse relation of C.36:

$$\hat{x}(n) = Wy(n)$$  \hspace{1cm} (C.37)

The matrix $W$ is called an unmixing or separation matrix and has a size of $L \times K$ [29].

Besides the above, like PCA, ICA can be used as a tool for artifact and noise removal, as seen in [37], where ICA is used for eye movement artifact removal. Also, in [45], ICA removes all kinds of artifacts from Event Related Potential EEG data, as well as implementing blind source separation. EEG artifact removal is also conducted with the use of ICA in [74] and [73], where it is additionally used for BSS, and also in [75], in which it is recommended that a large number of electrodes is used for good quality ICA. BSS is conducted with ICA also in [76].

There is a number of algorithms for the implementation of BSS. The most popular in neural signal analysis are FastICA, JADE, InfoMax, and SOBI [77]. FastICA, JADE and InfoMax exploit the signal’s High Order Statistics, which means that ICA can be implemented with these methods. SOBI uses the signal’s Second Order Statistics. In general, SOS methods require a much smaller number of samples to function correctly, compared to HOS methods, which means they can perform satisfactorily in shorter time intervals. This diminishes the possibility that the time intervals contain nonstationarities, which, as stated above, is something to be avoided in this kind of analysis [78].

PCA can also be used for source separation (also called cell sorting in literature) in LFP recordings [68, 76]. It is argued in [42] that in ERP analyses, it is unwise to use temporal PCA due to its inability to handle different latencies between stimulus and response, but highly recommend spatial PCA, between recordings of different scalp electrodes, while the authors of [39] freely use spatiotemporal PCA on EEG data for the identification of the Error Related Negativity. Also, PCA can be applied on the features of the signal, besides the signal itself, serving different goals. PCA on a covariance can be used for component identification, whereas component measurement can be achieved by applying PCA on a correlation matrix [79].

### C.6. Units Used in Single Cell Recordings

In the case of single cell recordings, the use of quantitative measures is typical. Besides all the usual signal analysis methods that can be applied on the waveforms, two more measures are important: the inter-spike interval (ISI) and the firing rate of the cell. Since this type of recording visualizes the activity of one single cell, these two units are sufficient for the monitoring of the cell’s activity, while the behavior of the spikes has been
shown to be causally linked to the presence of neurotransmitters [80].
Proof for the Derivation of Matched Filter Transfer Function

This proof and further information on Matched Filters and their potential applications on Biomedical Signal Analysis can be found in [29].

Consider a signal $x(t)$, with a Fourier transform of $X(\omega) = \int_{-\infty}^{+\infty} x(t) \exp(-j\omega t) dt$, is the input to a matched filter with a (for now unknown) transfer function $H(\omega)$. The time domain output $y(t)$ of the filtering process is given by the inverse Fourier Transform of $Y(j\omega) = X(j\omega)H(j\omega)$:

$$y(t) = \int_{-\infty}^{+\infty} X(f)H(f)\exp(+j2\pi ft) df$$

$$= \frac{1}{2\pi} \int_{-\infty}^{+\infty} X(\omega)H(\omega)\exp(+j\omega t) d\omega$$

(D.1)

The frequencies will be expressed in Hertz instead of radians per second from this point on.

Suppose that there is white noise at the input, with PSD:

$$S_{\eta i}(f) = \frac{P_{\eta i}}{2}$$

(D.2)

where $P_{\eta i}$ is the average noise power at the input, while as an output we have:

$$S_{\eta o}(f) = \frac{P_{\eta i}}{2} |H(f)|^2$$

(D.3)

whose power is:

$$P_{\eta o} = \frac{P_{\eta i}}{2} \int_{-\infty}^{+\infty} |H(f)|^2 df$$

(D.4)

the square root of which is the RMS value of the power of noise in the absence of any signal.

At any given time instant $t = t_0$, per Eq. D.1, the magnitude of the output is:

$$M_y = |y(t_0)| = \left| \int_{-\infty}^{+\infty} X(f)H(f)\exp(+j2\pi ft_0) df \right|$$

(D.5)

Thus, the SNR can be defined as:

$$SNR = \frac{M_y}{\sqrt{P_{\eta o}}}$$

(D.6)

itself a function of $H(f)$, so the problem of the derivation of the optimal transfer function for the matched filter is, in fact, an SNR maximization problem. The peak-power SNR can be defined as:

$$\frac{M_y^2}{P_{\eta o}} = \frac{\text{instantaneous power of signal}}{\text{noise mean power}}$$

(D.7)
The total energy of the signal $x(t)$ is constant and equal to:

$$E_x = \int_{-\infty}^{+\infty} x^2(t) \, dt = \int_{-\infty}^{+\infty} |X(f)|^2 \, df$$  \hspace{1cm} (D.8)

From all the above, the following ratio can be formulated:

$$\frac{M_y^2}{E_x P_{\eta o}} = \frac{\left| \int \int_{-\infty}^{+\infty} |H(f)X(f)\exp(+j2\pi ft_0)|^2 \, df \right|^2}{P_{\eta i} \int_{-\infty}^{+\infty} |H(f)|^2 \, df \int_{-\infty}^{+\infty} |X(f)|^2 \, df}$$  \hspace{1cm} (D.9)

and since $E_x$ is constant, maximizing this expression equates maximizing the expression in Eq. D.7. Evoking the Schwarz Inequality, it can be rewritten as:

$$\frac{M_y^2}{E_x P_{\eta o}} \leq \frac{\int_{-\infty}^{+\infty} |H(f)|^2 \, df \int_{-\infty}^{+\infty} |X(f)\exp(j2\pi ft_0)|^2 \, df}{P_{\eta i} \int_{-\infty}^{+\infty} |H(f)|^2 \, df \int_{-\infty}^{+\infty} |X(f)|^2 \, df} \leq 1 \hspace{1cm} (D.10)$$

The equality holds if the two functions are *collinear*, so there is a real $K$ that satisfies $A(f) = K \times B(f)$, in other words:

$$H(f) = K[X(f)\exp(j2\pi ft_0)] = K[X(f)\exp(-j2\pi ft_0)]$$  \hspace{1cm} (D.11)

and, eventually, the inverse Fourier transform of this expression, yields the impulse response of the matched filter:

$$h(t) = Kx(-(t - t_0))$$  \hspace{1cm} (D.12)

which is a scaled and reversed version of the signal, shifted in time, proving that the design of matched filters is absolutely based on the signal at hand.
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