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ABSTRACT

In this paper, we study the dial-a-ride problem of ride-sharing automated taxis (ATs) in an urban road network, considering the traffic congestion caused by the ATs. This shared automated mobility system is expected to provide a seamless door-to-door service for urban travellers, much like what the existing transportation network companies (TNC) do, but with decreased labour cost and more flexible relocation operations due to the vehicles’ automation. We propose an integer non-linear programming (INLP) model that optimizes the routing of the ATs to maximize the system profit, depending on dynamic travel times, which are a non-linear function of the ATs’ flows. It is important to involve traffic congestion in such a routing problem since for a growing number of ATs circulating in the city their number will lead to delays. The model is embedded within a rolling horizon framework, which divides a typical day into several horizons to deal with the real-time travel demand. In each horizon, the routing model is solved with the demand at that interval and assuring the continuity of the trips between horizons. Nevertheless, each horizon model is hard to solve given its number of constraints and decision variables. Therefore, we propose a solution approach based on a customized Lagrangian relaxation algorithm, which allows identifying a near-optimal solution for this difficult problem. Numerical experiments for the city of Delft, The Netherlands, are used to demonstrate the solution quality of the proposed algorithm as well as obtaining insights about the AT system performance. Results show that the solution algorithm can solve the proposed model for hard instances. Ride-sharing makes the AT system more capable to provide better service regarding delay time and the number of requests that can be attended by the system. The delay penalty on the profit objective function is an effective control parameter on guaranteeing the service quality while maintaining system profitability.

1. Introduction

An automated vehicle (AV), also known as a driverless car and a self-driving car is an advanced type of vehicle that can drive itself on existing roads. SAE International (2014) identifies six levels of driving automation from level 0 (no automation) to level 5 (full automation). Vehicles in full automated mode are not only able to monitor the driving environment and execute the dynamic driving tasks (e.g. steering, braking, responding to events, determining when to change lanes), but also capable to do so in all driving environments (e.g. expressway merging, high-speed cruising, low-speed traffic congestion). Since driving automation is expected to
bring significant benefits such as higher safety, lower traffic congestion, lower transport costs, etc. (Hoogendoorn et al., 2014; KPMG, 2012), AVs are predicted to be increasingly used in the future (Nieuwenhuijsen et al., 2018).

Regarding the use of AVs as transit systems, one of their potential applications is to provide automated taxi (AT) service, therefore offering a seamless door-to-door service within the urban area for all passengers (Hyland and Mahmassani, 2018; Liang et al., 2016; Wen et al., 2018). Generally, conventional taxi services are expensive. With the advent of automation, using AVs in a taxi system may create a cheaper type of urban mobility by avoiding extra human costs in driving vehicles (Krueger et al., 2016). Another potential application is to use AVs as part of carsharing systems. Traditional carsharing systems provide more sustainable urban mobility compared to private cars (Shaheen et al., 1999). Vehicles in these systems have higher utilization rates when compared to the privately-owned ones (Celsor and Millard-Ball, 2007; Jorge et al., 2015; Li et al., 2016; Ma et al., 2017; Schuster et al., 2005). However, the shared-use vehicles must be relocated between different areas due to the imbalance in demand, which leads to time and monetary costs (Angelopoulos et al., 2018). Moreover, traditional carsharing systems usually have either fixed vehicle stations for location-based systems or random parking locations for free-floating systems (Balac et al., 2019; Huang et al., 2018). Hence, the users must walk to reach the vehicles. Using AVs in a carsharing system could reduce the vehicles’ relocation costs and eliminate the users’ self-service access to the vehicles. Therefore, shared ATs are expected to be as flexible and convenient as traditional taxis and as sustainable and economical as carsharing. In the future, AVs may replace private human-driven vehicles accounting for the majority of people’s daily trips (Nieuwenhuijsen et al., 2018). Despite the possible advantages of this new transport system, the traffic congestion that it may cause cannot be ignored, as predicted in previous research.

Private or public ride-sharing is another important component in shared mobility, which aims to bring together travellers who have similar itineraries and time schedules to share rides (Agatz et al., 2012, 2011; Correia and Viegas, 2011; Schaller, 2018). The large demand and the low occupancies in private transport in peak hours create traffic congestion in many urban areas. Ride-sharing allows people to use transport capacity more efficiently (Furuhata et al., 2013). In the conventional ride-sharing system, users can provide a ride as a driver or ask for a ride as a passenger. Once the travel requests are submitted, there will be a matching between the drivers and the riders. In the matching process, the key constraint is the time schedules of the rides. The drivers should have sufficient time flexibility since they need to accomplish the pick-up and drop-off of the passengers and then arrive at their own destinations. If ATs are used in the service scheme of ride-sharing, they will provide the opportunity to transform the role of the drivers into passengers, who have no need to stay in the vehicles for the whole ride. Currently, ride-sharing is happening for example with Uber-pool systems whereby a person may request a ride at a lower price but be willing to share with other passengers.

In this paper, an optimization model and a solution algorithm are proposed to address the problem of assigning ATs to clients and define their routes on an urban road network. The model considers traffic congestion by incorporating travel times that vary with the flow of the ATs. The flow-dependent travel time is handled by a classic Bureau of Public Roads (BPR) function, while the design of the vehicles’ routes is related to a dial-a-ride problem (DARP) in Operations Research. The model also allows ride-sharing, in order to increase the transport efficiency of the AT system. Moreover, we foresee a system that can serve real-time requests which become known during the routing process thus requiring new decisions to be done along the day. Therefore, a rolling horizon framework is proposed in which the DARP with dynamic travel times is solved over several horizons while adapting the supply to the real-time requests that keep popping up throughout the day. A customized Lagrangian algorithm is developed to consecutively solve the proposed NP-hard routing problem at each horizon for real case-study applications.

The main contributions of this paper are: firstly, we formulate an optimization model to solve the AT’s DARP considering the flow-dependent travel times in the network, allowing for ride-sharing between passengers who have aligned origins and destinations; secondly, we develop a customized Lagrangian relaxation algorithm within a rolling horizon framework which is able to approach the near-optimal solution to the proposed model; thirdly the application of a case study reveals the potential effects of ATs on traffic congestion and provides insights about the AT system performance.

The paper is organized as follows. Firstly, we review the literature done regarding ATs and the DARP in Section 2. Then we introduce the mathematical model for ATs’ DARP with dynamic travel times and ride-sharing in Section 3. Next, the rolling horizon framework is described to deal with the real-time requests in Section 4. Section 5 presents the Lagrangian relaxation-based solution algorithm. Then the application to the case-study city of Delft is presented in Section 6. The paper ends with conclusions in Section 7.

2. Literature review

In this section, we first present the literature related to the state of art research on the topic of using vehicle automation in public transport and derive the need for the present study. Then we discuss the DARP which inspires the model that we propose in this paper. The traffic assignment problem is also reviewed in order to incorporate the traffic congestion in the DARP problem.

2.1. Automated taxis

Some researchers have investigated the effects of using AVs on urban transport. Two methods are widely used to test these impacts: (1) agent-based simulation; (2) mathematical optimization. Martinez and Viegas (2017) used agent-based simulation to build a model to test the introduction of 100% automated fleets of ride-sharing taxis to satisfy transport demand in a city. Results showed that with the subway still in operation, each AV could remove 9 out of 10 cars in the case-study city of Lisbon if a maximum 5 min waiting time is allowed; whilst without the subway, the number reduces to 5 out of 10 removed by one AV. Fagnant and Kockelman (2014) used a similar method to study the implications of shared ATs and compared them to conventional vehicle ownership and use. Their results indicate that each shared AV could replace around 11 conventional vehicles, but they add up to 10%
more travel distance. Moreover, Fagnant and Kockelman (2018) used agent-based simulations to optimize the fleet size of AVs in dynamic ride-sharing. The results suggest that dynamic ride-sharing reduces average service times and travel costs for AV users. Spiesser et al. (2014) used an analytical mathematical formulation to estimate the number of shared AVs to replace all modes of personal transportation in the case-study city of Singapore. They conclude that a shared-vehicle mobility solution could meet the personal mobility demand of the entire population with 1/3 of the number of passenger vehicles currently being used. Based on all their results above, ATs show potential benefits in urban transport and could replace numerous conventional vehicles while providing the same transport capacity.

Other research has been focusing on using AVs to provide transport for the first/last mile of high capacity public transport trips. Liang et al. (2016) proposed two integer linear programming (ILP) models to study the design of the service area of ATs to satisfy people’s first/last mile demand for train trips. By applying the models to Delft-Zuid station in The Netherlands, they concluded that the fleet size, type of motor (electric or conventional), and the size of the service area influence the profitability of such an AT system. On the behaviour modelling side, Yap et al. (2016) positioned AVs as egress mode of train trips and explored the travellers’ preferences for ATs. The authors applied a stated preference experiment to estimate a discrete choice model and concluded that travellers’ attitudes regarding vehicle automation are far from optimistic. However, as referred, the system they studied did not include AVs being used as conventional taxis in a city, meaning for all origin and destination pairs, which limits their findings for the purpose of informing this research.

It seems that previous research is mainly focused on a relatively small fleet of AVs, or while considering a large fleet for all kinds of trips excluding the impacts of AVs on travel times. A previous study addressed the problem of modelling the AVs’ influence on traffic congestion in their routing, however, in this case looking at privately-owned AVs. Correia and van Arem (2016a) proposed a model to route private family-owned AVs in a user equilibrium perspective with the objective of minimizing each family’s transport costs. Since it is a non-linear problem, the model was tackled by an iterative process. In a later work, Levin (2017) also considered the traffic congestion effects when studying the routing of a large number of shared AVs by using a link-transmission model. The model was applied to a small network due to the considerable computation time of the method. These two papers propose methods to route private or shared AVs when considering the influence of traffic congestion caused by the vehicles themselves. However, they both need the demand to be known before the solving process, which does not fit a system with real-time requests. Liang et al. (2018) proposed an optimization model to satisfy both reserved and real-time requests in an urban road network with dynamic travel times. They linearized the BPR function thus making the model solvable. Nevertheless, the precision of the modelled travel times is quite low because it is based on a few discrete breakpoints in the BPR function and even with that simplification the computation time is still quite high when using commercial solvers.

In general, there are plenty of studies about using AVs as taxis or as a shared mode of transport. However, little attention has been devoted to using an optimization method to analyse the impact of traffic congestion when routing a real-sized fleet of AVs as taxis in real-scale road networks. A great number of vehicles will inevitably lead to traffic congestion in some parts of the road network, which is relevant for transport planning and transport engineering. Moreover, travelling information from the vehicles can be used for smart routing. For that smart routing to be possible at a city scale, efficient solving algorithms to find good solutions are required. In some cases, heuristics are used to find a feasible solution with the disadvantage of not knowing how far that solution is from the global optimum. In this paper, we aim for finding a good solution for the problem so that we can get insights about the system functioning and at the same time we want to be able to say how good that solution is. Therefore, a mathematical model with an efficient solution algorithm is proposed, which is able to handle the large-scale application of ATs, considering congestion, producing route choices and associated link volumes resulting from the AT trips.

2.2. Dial-a-ride problem

The model we propose in this paper is related to the vehicle routing problem (VRP), which is to design the best routes to provide services from a depot to some customers distributed in the network (Laporte, 2009). In fact, the VRP can be seen as a class of problems since it has many variations based on the diversity of operating conditions and constraints when being applied in practice. Beyond the classical formulation, the most relevant variation to the VRP for this paper is the DARP, which involves transporting people from their origins to their destinations (Ho et al., 2016a). What we intend to formulate is a capacitated DARP with request time windows. A capacitated DARP can have vehicular constraints for the seating capacity and when there is more than one seat, it is possible for the passengers to share a ride with others.

In real-world applications, an important dimension of VRP is the availability of information (Psaraftis, 1988). If the assumed inputs to the VRP do not change during the solving period, or during the implementation period of routing results, this routing problem is defined as a static VRP. On the contrary, a dynamic VRP deals with a problem in which the “inputs may (and, generally, will) change (or be updated) during the implementation of the algorithm and the eventual implementation of the route” (Psaraftis, 1980). This type of VRP is also referred to as an online or real-time problem. Static DARP assumes that all passengers’ requests are pre-known to the implementation of the algorithm that solves it. In a dynamic DARP case, a new customer request is eligible for consideration at the time it appears, even if it is later than the start of the vehicles’ operation (Cordeau and Laporte, 2007). This matches what is required from the AT service being studied in this paper. In a dynamic DARP problem, vehicle routes are redefined from time to time, which requires technological support for the real-time information exchange between the vehicles and the operation centre, e.g. the position and the occupancy of the vehicles (Pillac et al., 2013). A human-driven taxi may be more difficult to route since the decisions are made involving the vehicle status information, the taxi driver and the operation centre. In an AT case, the process should be simplified due to the absence of the human drivers and their corresponding stochastic decisions.
In general, one of the methods to transfer a static VRP to a dynamic one is periodic re-optimization (Pillac et al., 2013). Periodic re-optimization is to return to the solving procedure each time the demand is updated. This update can be an event occurrence (a new request appears, or another one leaves), which is defined as event trigger; while it can also be a pre-determined duration, of which the most commonly used one is called the rolling horizon. The rolling horizon framework solves the dynamic VRP by decomposing the problem’s time dimension and generating a series of static VRP. Since the planning horizon is divided into multiple small periods of time, it is possible, in some cases, to use exact methods. This is also a way to handle the NP-hardness of the problem while abdicating from finding a global optimum for the whole period of optimization, which would in many cases not be possible anyway because the inputs are revealed along the day. Yang et al. (1999) presented a rolling horizon framework for the truck fleet assignment and scheduling problem when dealing with real-time information. Luo and Schonfeld (2011) compared the rolling horizon strategy with immediately inserting requests in the dial-a-ride problem. They concluded, from their computation results, that when satisfying all the demand, the rolling horizon strategy reduced up to 10% the number of vehicles when compared with the immediate strategy. This is because the rolling horizon strategy benefits from having information available in advance.

The problem that we are studying differs significantly from previous research on dynamic DARP due to the large-scale network application. Generally, traditional VRP, including DARP, is focusing on tracking routes, which reflects the visiting sequences of each vehicle. In addition, it assumes that the travel times between a fixed pair of nodes are deterministic regardless of the number of routing vehicles, even though those travel times may change along the day according to some pre-determined patterns. This assumption remains in most practical applications of ATs since the fleet is small compared with the number of other vehicles driving in the same network. In this paper, we are considering an AT system with a larger number of vehicles, meaning that the dynamic traffic effect should not be ignored. To optimize the AT’s routing under congestion, we introduce the formulation of traffic assignment to the road network integrated with the DARP.

Traffic assignment is a method to distribute car trips on a road network taking into account the congestion effects of the route choices of the drivers. A mathematical programming framework proposed by Beckmann et al. (1955) is commonly used as a congested assignment technique. The formulation is a non-linear programming problem due to the functions that represent the traffic flow and capture the complex interactions among vehicles. This can be solved in two main ways: linearizing the problem through simplifications or using iterative algorithms. An iterative algorithm for solving the problem starts with an initial set of link costs and link flows and updates those by successive all-or-nothing assignments. Correia and van Arem (2016) used this principle to tackle the incremental process of assigning each private automated vehicle to the road network. The method avoids the non-linearity of the cost-flow function inside mathematical programming. Instead, the travel times resulting from a BPR function are updated after the assignment process of all the vehicles in each iteration. In this paper, we design an iterative process to converge the travel times, which are a function of the traffic flow, as a way to solve the non-linearity of Beckmann’s formulation.

3. Model description

In this section, we present an integer non-linear programming (INLP) model to design the optimal routes of a shared AT system. This first version is to be solved statically requiring the demand to be known in advance.

3.1. Problem setting

The notations used in this section are presented in Table 1.

The model works on the assumption that the taxi company can achieve total control of the system by being free to accept or reject requests according to a profit maximization objective. The AT transport service can serve any pair of nodes within the city road network. The travel demand is generated between the nodes with desired time windows. Pick-up and drop-off activities only happen in each time instant meaning that there will be no such activities considered during the time steps (between two sequential time instants). In Fig. 1 we show a small example to illustrate how this system works. The values on each link show the shortest travel time (free-flow travel time) for that link. In this case, two passengers plan to travel from node 1 to node 3 (Fig. 1 (a)). For these two passengers, the shortest path would be 1-2-3 with travel time 6 in total. However, the shortest travel time is not applicable all the time since the travel time will be influenced by how many ATs are travelling on that link. When traffic congestion happens on link 1-2 of the shortest path 1-2-3 (Fig. 1 (b)), the travel time will increase, which makes other possible paths like 1-4-3 competitive or even shorter than path 1-2-3. Therefore, an optimization model is needed to decide which paths the ATs should choose to satisfy clients’ travel requests based on the dynamic travel time, which is defined as a function of traffic flow.

We consider a future scenario in which the ATs will replace all modes of personal transport thus the alternative travel modes will be mass public transport e.g. metro, bus and tram. Since these alternative transport modes are usually seen as not contributing to the congestion in the network, we do not consider background traffic flow for simplification meaning that the flow is generated only by the ATs themselves. The model individualizes the vehicles instead of treating them as flows. Parking is not allowed which means that all the ATs should be cruising all the time pro-actively relocating to demand areas. The reason for making this assumption is to apply the iterative assignment solving process, which will be further explained in Section 5.1. The AT system allows several clients to be pooled together respecting vehicle capacity and travellers’ schedules. If the travel request cannot be fulfilled, then a penalty will occur: we assume that the AT company would have to pay compensation which can be viewed as paying partially the cost of an alternative transport like metro or bus.

Demand is pre-known for the whole optimization period in this section, meaning that passengers submit their travel requests before the optimization period. When they reserve an AT by an online app, they submit their travel information, i.e. the origin, the
can take any value between \( a' \) and \( a' + w' \), and the arrival time for request \( e \) can only happen in the interval between \( a' + opt' \) and \( a' + w' + lon' \), which are defined as the time windows. These two time windows are used to limit the value range of index \( t \) when defining the variables \( p^{opt} \) and \( A^{opt} \).

### 3.2. Mathematical model

The optimization model [OP] for solving the problem defined above has the following formulation. The objective function is:
\[
\text{Maximize: } Z = \sum_{e \in E, v \in V \setminus \{i\}} c_{ev} \cdot \text{opt} - \sum_{(i_1, i_2) \in \mathcal{M}} c_{i_1i_2} \cdot d_{ij} - c_{iv} \cdot V - \sum_{e \in E} c_{e} \left( 1 - \sum_{v \in V \setminus i} \text{opt} \right)
\]

Subject to:
\[
P_{\text{opt}} \leq \sum_{i_2 \in (i_2 \setminus \{i_1, i_2\} \cap \mathcal{M})} x_{i_1i_2}^{v} \quad \forall e \in E, \forall v \in V, \forall i \in \mathcal{T}
\]
\[
A_{\text{opt}} \leq \sum_{i_1 \in (i_1 \setminus \{i_1, i_2\} \cap \mathcal{M})} x_{i_1i_2}^{v} \quad \forall e \in E, \forall v \in V, \forall i \in \mathcal{T}
\]
\[
\sum_{i \in \mathcal{T}} (A_{\text{opt}} \cdot t) - \sum_{i \in \mathcal{T}} (P_{\text{opt}} \cdot t) \geq \text{opt} + \sum_{i \in \mathcal{T}} P_{\text{opt}} \quad \forall e \in E, \forall v \in V
\]
\[
\sum_{i \in \mathcal{T}} (A_{\text{opt}} \cdot t) - \sum_{i \in \mathcal{T}} (P_{\text{opt}} \cdot t) \leq \text{opt} + \sum_{i \in \mathcal{T}} P_{\text{opt}} \quad \forall e \in E, \forall v \in V
\]
\[
\sum_{v \in V \setminus \{i\}} P_{\text{opt}} \leq 1 \quad \forall e \in E
\]
\[
\sum_{e \in E, \forall \{i\} \in \mathcal{E}, \forall \{i\} \leq \mathcal{T}} P_{\text{opt}} - \sum_{e \in E, \forall \{i\} \in \mathcal{E}, \forall \{i\} \leq \mathcal{T}} A_{\text{opt}} \leq \text{vcap} \quad \forall \{i\} \in \mathcal{T}, \forall v \in V
\]
\[
\sum_{(i_1, i_2) \in \mathcal{M}, \forall \{i\} \leq \mathcal{T}} x_{i_1i_2}^{v} = 1 \quad \forall v \in V, \forall i \in \mathcal{T}
\]
\[
\sum_{(i_2 \setminus \{i_1, i_2\} = \mathcal{M})} x_{i_1i_2}^{v} = 1 \quad \forall i \in \mathcal{I}, \forall \{i\} \in \mathcal{T}, \forall v \in V
\]
\[
\sum_{(i_2 \setminus \{i_1, i_2\} = \mathcal{M})} x_{i_1i_2}^{v} = V \quad i = \text{initial station}
\]
\[
F_{ij}^{j} = \mu \cdot \sum_{t \in (t_2 \setminus \{i_1, i_2\} = \mathcal{M})} x_{i_1i_2}^{v} \quad \forall (i, j) \in \mathcal{G}, \forall \{i\} \in \mathcal{T}, \forall v \in V
\]
\[
F_{ij}^{j} \leq \text{rcap}_{ij} \quad \forall (i, j) \in \mathcal{G}, \forall \{i\} \in \mathcal{T}, \forall v \in V
\]
\[
\delta_{ij}^{v} = \delta_{ij}^{v \min} + \left( \delta_{ij}^{v \max} - \delta_{ij}^{v \min} \right) \left( \frac{F_{ij}^{j}}{\text{rcap}_{ij}} \right)^{i} \quad \forall (i, j) \in \mathcal{G}, \forall \{i\} \in \mathcal{T}, \forall v \in V
\]
\[
\delta_{ij}^{v} \leq (t_2 - t_1) \cdot x_{i_1i_2}^{v} + \delta_{ij}^{v \max} \cdot (1 - x_{i_1i_2}^{v}) \quad \forall (i_1, i_2) \in \mathcal{M}, \forall v \in V
\]
The objective function (1) is considered from both the AT company and the passengers’ perspectives. It is a generalized cost-benefit summation for the two components of the system. For the AT company, it aims to maximize the daily profit including the revenue from the AT clients, the vehicle fuel costs and the vehicle depreciation costs. The revenue is only charged based on the shortest path of each request, if that was not the case the model would try to detour passengers to charge them for more travel distance and time. The vehicle depreciation cost is considered based on the number of vehicles, which means that this cost is a constant component in the objective function and will not influence the solution space of the problem. However, we decide to keep the depreciation cost since we want to analyse the monetary impact of the fleet size on the system profit. For the passengers who get rejected by the system, a penalty is paid as referred above. The delivery delay is also penalized in order to internalize the level of service offered to the customers. This consists of late departure (waiting time) and the congestion delay in relation to the shortest duration path.

Constraints (2) and (3) impose that request $e$ from its origin to node $j$ (from node $i$ to its destination) can only be satisfied by vehicle $v$ at time instant $t$ if that vehicle has passed through the origin (destination) at the same time instant. Constraints (4) assure that the satisfied travel request must have a departure time and an arrival time. Constraints (5) and (6) impose that the travel time must be between the shortest and the longest travel time of that request. The shortest travel time will satisfy constraints (5). However, we did a comparison test in programming with and without constraints (5) and the results show that the model with constraints (5) achieve the same solution with a shorter computing time (they act as valid inequalities for the problem). This means that constraints (5) do not change the solution space but they help cut the space of this optimization problem and accelerate the searching process in the branch and bound algorithm. Constraints (7) ensure that a travel request can only be served by one vehicle. Constraints (8) impose that the number of passengers loaded on each vehicle during time step $t$ to $t + 1$ cannot exceed the vehicle’s seating capacity. The left-hand side of this set of constraints computes the number of passengers on board from time instant $t$ to $t + 1$ by summing all the pick-up and drop-off activities from the beginning to time instant $t$. When the AT’s seating capacity is larger than 1, it is possible to have ride-sharing. Constraints (9) ensure that at each time instant each vehicle must have one status: starting from one node to another node or be in the middle of a link. Constraints (10) are the flow conservation constraints which make sure that the number of taxis leaving from node $i$ from time instant $t$ is equal to the number of vehicles arriving at node $i$ at time instant $t$. Constraints (11) describe the initial status of the AT fleet. Constraints (12) compute the flow of vehicles on each road link $(i, j)$ from time instant $t_s$. Sampling expansion coefficient is used to let each AT represent $\mu$ real ATs following the same concept proposed by (Correia and van Arem, 2016a). Constraints (13) limit the flow by the capacity of each link. Constraints (14) compute the dynamic travel time of each road link which is a function of the AT flow on that link. In this paper, we consider the travel time given by a BPR function (Dafermos and Sparrow, 1969): $t(V) = t_0 \left(1 + a \times \frac{V}{b}\right)$, where $t(V)$ is the travel time when the traffic flow is $V$, $t_0$ is the zero-flow travel time; $V$ is the traffic flow; $Q$ is the road capacity; $a$ and $b$ are estimation parameters. The travel time is an integer number of time steps. Constraints (15)–(16) guarantee that the travel time computed from constraints (14) is imposed to the decision variable $x^v_{ij,t}$. Constraints (17) guarantee the first in first out (FIFO) conditions. We build the assumption that vehicles entering in a link $(i,j)$ later from node $i$ should not leave earlier from node $j$, which means the ATs do not pass on another. These constraints were established by Kaufman et al. (1992). Constraints (18)–(22) define the domain for the decision variables.

4. Rolling horizon

Model $[OP]$ described in Section 3 is a static DARP problem assuming all demand given. However even if all demand were known in advance, it would hardly be solvable for a whole day due to its complexity. In this section, we present the rolling horizon framework that allows for real-time requests.

4.1. Framework setting

The notations used in this section are presented in Table 2. We introduce a rolling horizon framework to divide the whole optimization period into several horizons to address the real-time demand. This framework uses model $[OP]$ in every horizon with the real-time demand to obtain the AT routes. After that, the
optimization horizon rolls forward with a specific rolling length and reaches the next horizon with updated AT requests. The rolling horizon simplifies an original problem where all demand is taken as given but it is also a valid and effective framework when the travel demand information comes in real-time. When we want to solve the problem with real-time travel requests, the rolling horizon is not seen as a heuristic approach. It is rather a framework to address AT’s DARP when the input will be updated during the implementation of the route. Nevertheless, we agree that this simplifies the solving of the mathematical problem as far as the number of variables and constraints are concerned.

Fig. 3. Rolling horizon framework.
Fig. 3 shows the rolling horizon framework. Time instant 0 is defined as the time where the ATs start to move. For horizon 1, we run the optimization model [OP] with the requests that occurred in the past which have the desired departure time from $-T'$ to 0. Once the optimal solutions are obtained, the AT system will partially implement the routing results from 0 to $T_r$. Then the optimization horizon rolls forward with the time length $T_r$ and arrives at the next horizon. The running process will be done just before the start time instant of each horizon. When it rolls to horizon $h$, the demand will include the requests happening from $(h - 1)\cdot T'$ to $h\cdot T'$ and the implemented time period will be $(h - 1)\cdot T'$ to $h\cdot T'$.

The horizon and rolling length will affect the performance of the optimization: the horizon length determines how far the system will make a plan for the routing of ATs and the rolling length determines how often the system will input the new requests, update the optimal results and implement the routing plan. We set the rolling length shorter than the horizon length because the system can plan for the current requests, implement a part of the routing plan and leave the other part of the plan to be updated with the new entering requests. If the horizon is the same as the rolling length, the system will implement exactly what is calculated from the model and have no chance to modify the route for the following requests.

The updated time windows for the requests can be seen in Fig. 4. Firstly, the desired departure time for the requests which will be analysed in horizon $h$ should be transformed from an absolute time to a relative time in that specific horizon by Eq. (23). The time they are submitted is the desired departure time, which is a negative value related to the current horizon $h$. Since these requests can only be considered in the next horizon after they are submitted, the earliest departure time is the start time of the next horizon. The departure and arrival time window for these requests can be calculated by Eqs. (24) and (25).

$$
(a^e)^h = a^e - (h - 1)\cdot T', \quad \forall \, e \in E^h, \forall \, h \in H
$$

$$
0 \leq t \leq (a^e)^h + (w^e)^h, \quad \forall \, e \in E^h, \forall \, h \in H
$$

$$
\text{opt}^e \leq t \leq (a^e)^h + (w^e)^h + (l_{\text{opt}})^h, \quad \forall \, e \in E^h, \forall \, h \in H
$$

4.2. The updated model

If model [OP] is applied to the first horizon then we are able to calculate the following parameters’ values, which are crucial in guaranteeing model’s continuity.

$$
\text{loc}^v = \sum_{(i_1, j_2) \in M \atop t_1 < T' \land t_2 \geq T'} \mathcal{R}^v_{i_1, j_2} \cdot f \quad \forall \, v \in V
$$

$$
\text{int}^e = \sum_{(i_1, j_2) \in M \atop t_1 < T' \land t_2 \geq T'} \mathcal{X}^v_{i_1, j_2} \cdot (l_e - T') \quad \forall \, v \in V
$$

$$
\text{veh}^e = \sum_{v \in V \atop t \leq T^h} \bar{P}^{\text{veh}, v} \quad \forall \, e \in E^h
$$

Eq. (26) calculate the final location of vehicle $v$ at the end of the implementation period $T'$. If this vehicle is in the middle of a link, then the location will be the destination of the implemented period. Eq. (27) equal to 0 if vehicle $v$ ends its trip and becomes available at the end of the current horizon. If not, it will be the first available time instant when vehicle $v$ ends travelling its link in the next horizon. Eq. (28) indicate for travel request $e$ which vehicle satisfies it. The values of $\text{st}_{i}^v$ are obtained as follows: if the first available time of vehicle $v$ is later than the beginning of the next horizon ($\text{int}^e > 0$), then the value of $\text{st}_{i}^v$ equals to 1, for $i = \text{loc}^v$; otherwise 0. If $t$ to $t + 1$ is the last time step vehicle $v$ is finishing travelling on a link and it will be released at $t + 1$, then the value of $\text{sg}_{i}^v$ equals to 1; otherwise 0.

Based on model [OP] and the system status of the previous horizon given by (26)–(28), the updated model implemented in horizon $h$ under the rolling horizon framework [OP$^h$] is defined as follows:
\[ \text{[OP]} \quad \max \mathcal{Z}^h = \sum_{c \in E^h} c^c \cdot \text{OPT}^c - \sum_{(i, j) \in M^h} c^r x^r_{i,j} \cdot d_{ij} - c^r V - \sum_{c \in E^h} c^e (1 - \sum_{v \in V^h} p^e_v) \]

\[ - \sum_{c \in E^h} c^e \left( \sum_{v \in V^h} (A^c \cdot t_v - \sum_{i \in T^h} p^e_i \cdot ((a^e)^h + (opt^e)^h)) \right) \]

Subject to:

(2)–(8), (13)–(22) plus

\[ \sum_{(i, j) \in M^h, t_i \leq t_j \leq t_f} x^r_{i,j} + \sum_{t_f \in N^h} s^f_{t_f} = 1 \quad \forall v \in V, \forall t \in T^h \]

\[ \sum_{i \in I^h_{(i,j)}} x^u_{i,j} + \sum_{i \in I^h_{(i,j)}} x^u_{i,j} = \sum_{i \in I^h_{(i,j)}} x^u_{i,j} \quad \forall v \in V, \forall i \in I^h, \forall t \in T^h, \forall v \in V \]

\[ \sum_{i \in I^h_{(i,j)}} x^u_{i,j} = 1 \quad \forall v \in V, i = (loc^v)^h, t_i = (int^v)^h \]

\[ F^c = \mu \cdot \sum_{i \in E^h} x^u_{i,j} \quad \forall (i, j) \in G \]

\[ p^e_i = 1 \quad \forall e \in E^h, v = (veh^e)^h, t = (int^v)^h \]

Constraints (30) are modified from constraints (9), indicating that one AT can only have one status out of two: driving on a link from the current horizon, or driving on a link which has not been finished in the previous horizon. Constraints (31) are an update of constraints (10). Vehicles arriving at \( t_f \) are not only from the trips in the current horizon, but also from the previous one. Constraints (32) impose that all vehicles must start from the same location in which they have stayed in the previous horizon, which replace constraints (11). Constraints (33) compute the link flow as the total number of ATs travelling on link \((i, j)\) within one horizon, which is an update of constraints (12). In this section, we extend the time scale of the link flow and calculate it in a cumulative way. As a result, the index \( i \) of the variables \( F^c_i \) and \( t^f_i \) is eliminated, which also reduces the number of variables in \([\text{OP}^h]\). Constraints (34) guarantee that the partially-implemented requests from the previous horizon must be served continuously.

The following pseudo-code shows the solving process under the rolling horizon framework.

---

### Step 0: Initialize the locations of ATs

set Label\((c) = 0, \forall \in \mathbb{E}^h, h = 1\)

### Step 1: Filter the demand for horizon \( h \)

\( \forall e \in \mathbb{E}^h, Label\((c) = 0 \)

If \((h - 2)\cdot T^h < (a^e)^h < (h - 1)\cdot T^h\), then Label\((c) = 1 \)

end-if

### Step 2: Run model \([\text{OP}^h]\) with objective function (29), subject to (2)–(8), (13)–(22), (30)–(33), \( \forall e \in \mathbb{E}^h, Label\((c) > 0 \) and (34), \( \forall e \in \mathbb{E}^h, Label\((c) = 2 \)

### Step 3: Save the vehicle routing information according to (26) and (27)

### Step 4: Save the request satisfying information

\( \forall e \in \mathbb{E}^h, Label\((c) > 0 \)

### Step 4.0: If \( \sum_{e, v} (\tilde{p}^e \cdot t_v) < T^e \) and \( \sum_{e, v} (\tilde{A}^e \cdot t_v) \leq T^e \), then go to Step 4.1

else if \( \sum_{e, v} (\tilde{p}^e \cdot t_v) < T^e \) and \( \sum_{e, v} (\tilde{A}^e \cdot t_v) > T^e \), then go to Step 4.2

else if \( \sum_{e, v} (\tilde{p}^e \cdot t_v) \geq T^e \), then go to Step 4.3.

end-if

### Step 4.1: Save the values of \( \sum_{e, v} (\tilde{p}^e \cdot t_v) \) and \( \sum_{e, v} (\tilde{A}^e \cdot t_v) \) as the final departure and arrival time of request \( e \)

set Label\((c) = -1 \)

\( e = e + 1 \), go to Step 4.0

### Step 4.2: Save the continuity information of each partially implemented request \( e \)

### Step 4.2.1: Save the AT’s number who serves this request \( \tilde{V} = veh^e \) according to (28)

set the new origin of this request \( (a^e)^{h+1} = loc^e \)

set the new time schedule of this request \( (a^e)^{h+1} = int^e, (a^e)^{h+1} = 0 \)

### Step 4.2.2: Set Label\((c) = 2 \)

\( e = e + 1 \), go to Step 4.0

### Step 4.3: Set Label\((c) = 0 \)

\( e = e + 1 \), go to Step 4.0

### Step 5: If \( h = H \) then finish

otherwise, \( h = h + 1 \), go to Step 1
5. Solution algorithm

The INLP model \([OP^h]\) can be solved using most of the commercial software like Xpress or CPLEX. But generally, the computation time is excessively long, especially when applying it to large scale problems, due to its NP-hard property. To solve a large-scale problem as described in Sections 3 and 4, an efficient solution algorithm is needed. In this paper, we develop a customized Lagrangian relaxation algorithm (Fisher, 1981) to solve model \([OP^h]\).

Fisher (2004, 1981) showed that this approach can efficiently solve a wide range of difficult mixed integer problems, e.g. the travelling salesman problem, the scheduling problem, the location problem, the assignment problem, etc. An et al. (2017) applied it to solve a sensor location problem for object positioning and surveillance, where the Lagrangian relaxation provides a lower bound (minimization problem) to the original problem. Bai et al. (2011) introduced a Lagrangian relaxation-based heuristic algorithm to solve the biofuel refinery location problem under traffic congestion and obtain the near-optimal feasible solutions efficiently. Lei and Ouyang (2018) proposed a Lagrangian relaxation-based algorithm to solve the one-commodity pick-up and delivery problem. The numerical experiments show that it is able to generate a good solution for large-scale cases in short computation time. The pick-up and delivery problem was also addressed by Imai et al. (2007) in the field of container load from/to an intermodal terminal and solved by a sub-gradient heuristic based on a Lagrangian relaxation to identify a near-optimal solution. Shen et al. (2011) studied an inventory routing problem in crude oil transportation and developed a Lagrangian relaxation approach for finding the near-optimal solution of the mixed integer problem. All these applications demonstrate that this algorithm can be used to provide bounds in discrete optimization and can be further integrated with other methods e.g. branch-and-bound, heuristics to produce a near-optimal solution to these challenging problems.

5.1. Lagrangian relaxation

The notations used in this section are presented in Table 3.

In \([OP^h]\), the vehicle routing variables \(x_{ij}^v\) are related to the passenger assignment variables \(P^{evt}\) and \(A^{evt}\) by constraints (2) and (3). Such a relation makes the model complicated and computationally challenging. To decouple them, we relax constraints (2) and (3) and incorporate them into the objective function (29) with nonnegative Lagrangian multipliers \(\mu^{evt}_1\) and \(\mu^{evt}_2\). The relaxed problem can be written as follows:

\[
\begin{align*}
\max Z' &= \sum_{v \in V^h, t \in T^h} c_vP^{evt}_{opt} - \sum_{(i,j) \in M} c_{ij}x_{ij}^v - \sum_{t \in T^h} c_t(1 - \sum_{v \in V^h, t \in T^h} P^{evt}_v) \left(1 - \sum_{(i,j) \in M} x_{ij}^v \right) \\
- &\sum_{v \in V^h, t \in T^h} (A^{evt}_v - \sum_{(i,j) \in M} P^{evt}_v \cdot ((\mu^{evt}_1)^h + (\mu^{evt}_2)^h)) - \sum_{v \in V^h, t \in T^h} \sum_{(i,j) \in M} \mu^{evt}_1 \left(\sum_{l_2 \in M} \sum_{(i',j') \in M} x_{ij}^{v'} l_2 l_1 \right) \\
- &\sum_{v \in V^h, t \in T^h} \sum_{(i,j) \in M} \mu^{evt}_2 \left(A^{evt}_v - \sum_{(i',j') \in M} x_{ij}^{v'} \right)
\end{align*}
\]

subject to (4)–(8), (13)–(22) and (30)–(34).

For given \(\mu^{evt}_1\) and \(\mu^{evt}_2\), the optimal solution of \([RP^h]\) provides an upper bound to the original problem \([OP^h]\). The \([RP^h]\) can be further decomposed into two sub-problems: the passenger assignment problem \([SP1]\) and the vehicle routing problem \([SP2]\).

The passenger assignment problem involving variables \(P^{evt}\) and \(A^{evt}\) becomes the following:

Table 3

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sets</strong></td>
<td></td>
</tr>
<tr>
<td>(L)</td>
<td>({1, \ldots, l, \ldots, L}), set of Lagrangian iterations, where (L) is the total number of iterations.</td>
</tr>
<tr>
<td>(K)</td>
<td>({0, k, \ldots, K}), set of traffic assignment iterations, where (K) is the total number of iterations.</td>
</tr>
<tr>
<td><strong>Parameters</strong></td>
<td></td>
</tr>
<tr>
<td>(\mu^{evt}_1)</td>
<td>Lagrangian multiplier associated with constraints (2), (\forall v \in V^h, \forall v \in V, \forall t \in T^h, \forall h \in H).</td>
</tr>
<tr>
<td>(\mu^{evt}_2)</td>
<td>Lagrangian multiplier associated with constraints (3), (\forall v \in V^h, \forall v \in V, \forall t \in T^h, \forall h \in H).</td>
</tr>
<tr>
<td>(\delta)</td>
<td>step size of Lagrangian relaxation, (\forall l \in L).</td>
</tr>
<tr>
<td>(UB_l)</td>
<td>current upper bound obtained in iteration (l), (\forall l \in L).</td>
</tr>
<tr>
<td>(LB^*)</td>
<td>best lower bound found.</td>
</tr>
<tr>
<td>(\lambda^l)</td>
<td>control parameter, (\forall l \in L).</td>
</tr>
<tr>
<td>(v_{ij})</td>
<td>value of the variable (v_{ij}), (\forall (i, j) \in G).</td>
</tr>
<tr>
<td>(\delta_{ij})</td>
<td>value of travel times in time steps when travelling on link ((i, j)), (\forall (i, j) \in G).</td>
</tr>
<tr>
<td>(V_{\text{ATs}})</td>
<td>value of ATs’ volumes when travelling on link ((i, j)), (\forall (i, j) \in G).</td>
</tr>
</tbody>
</table>
\[
[SP1] \quad \max Z_1 = \sum_{e \in E^h} c_e P^{opt} \cdot \mu^{evt} - \sum_{e \in E^h} c_e \left(1 - \sum_{e \in E^h} P^{opt}\right) - \sum_{e \in E^h} c_e \left(\sum_{i \in \mathcal{P}} (A^{opt} \cdot 1) - \sum_{i \in \mathcal{P}} P^{opt} \cdot ((\alpha^T)^{hy} + (\beta^T)^{hy})\right)
\]

Subject to (4)–(8), (18), (19) and (34).

This is a linear programming formulation with binary variables \( P^{opt} \) and \( A^{opt} \). It can be solved directly by a commercial solver.

Meanwhile, the vehicle routing problem involving variables \( x_{ij}^v \), \( F_y \) and \( \delta_y \) considering traffic congestion can be written as follows:

\[
[SP2] \quad \max Z_2 = - \sum_{(i, j, 2) \in \mathcal{M}} c_{ij}^V x_{ij}^V \cdot d_{ij} - c_y V + \sum_{e \in E^h} \mu_1^{evt}, \sum_{l_2 \in \mathcal{P}, (l_1, l_2) \in \mathcal{M}} x_{i l_1 l_2}^V + \sum_{e \in E^h} \mu_2^{evt}, \sum_{l_1 \in \mathcal{P}, (l_1, l_2) \in \mathcal{M}} x_{i l_1 l_2}^V
\]

Subject to (13)–(17), (20)–(22) and (30)–(33).

Sub-problem [SP2] is a non-linear optimization model due to the travel time constraints (14). Moreover, routing all the vehicles with dynamic travel time generates a great number of decision variables and constraints, which makes it challenging to solve. We propose an iterative assignment process to exclude the non-linear constraints (14) and update the link travel time based on the traffic flow that results from the optimization process, following a similar concept proposed by Correia and van Arem (2016a).

In this process, the travel times do not change within the optimization model, which decreases the number of vehicle movement variables \( x_{ij}^v \) significantly. Additionally, without constraints (14), [SP2] becomes a linear formulation and it is easy to solve in each iteration.

5.2. Upper bound and lower bound

The upper bound represents the possible best objective function value of \( [OP]^h \), which means that we will never find a feasible solution better than that one. The lower bound is the best feasible solution that has been obtained for \( [OP]^h \). It also indicates that the global optimal solution will not be worse than that. By solving the above two sub-problems, the summation of their objective function values with given \( \mu_1^{evt} \) and \( \mu_2^{evt} \) constitutes an upper bound to the \( [OP]^h \). However, the optimal solution of [SP1] and [SP2] may violate the relaxed constraints (2) and (3), which make the solution to \( [OP]^h \) infeasible. In this case, we propose a semi-optimization method to adjust the infeasible solution to a feasible one, therefore producing a lower bound to \( [OP]^h \). In each iteration of the Lagrangian relaxation algorithm, the semi-optimization method has the following steps:

a. Obtain the solution values of AT routing variable \( x_{i l_1 l_2}^v \) from [SP2] as \( \tilde{x}_{i l_1 l_2}^v \).

b. Use the values of \( \tilde{x}_{i l_1 l_2}^v \) as an input to \( [OP]^h \).

c. Solve \( [OP]^h \) with decision variables on travel request and vehicle matching, i.e. \( P^{opt} \) and \( A^{opt} \), objective function (29), and constraints (2)–(8), (18), (19) and (34).

d. Save the optimal solution from step c as a feasible solution to \( [OP]^h \) and obtain the lower bound of this Lagrangian iteration.

With the values of \( \tilde{x}_{i l_1 l_2}^v \) from step a the routings of all the ATs are known including the effect of traffic congestion. Nevertheless, there is no information on which requests are served by these ATs. Then we keep these routing results and use them to match the passengers’ requests in the dimensions of space and time by solving the model in step c. If there are some requests satisfied by the ATs, then this is a feasible solution for providing the AT service. This solution satisfies all the constraints in \( [OP]^h \) hence, providing a lower bound to the \( [OP]^h \).

After each Lagrangian iteration, the multipliers \( \mu_1^{evt} \) and \( \mu_2^{evt} \) will be updated using the standard sub-gradient procedure (Fisher, 2011).
\[ (\mu_{1}^{\text{ext}})^{i+1} = \max \left\{ 0, (\mu_{1}^{\text{ext}})^{i} + \rho^{i} \left( \hat{B}^{\text{ext}} - \sum_{j_{2}, i_{2} \in \mathcal{V}_{i_{2}, j_{2}}} \hat{X}_{i_{2}, j_{2}}^{v_{i_{2}, j_{2}}} \right) \right\} \quad \forall \ e \in E, \forall \ v \in V, \forall \ t \in T^{h} \quad (38) \]

\[ (\mu_{2}^{\text{ext}})^{i+1} = \max \left\{ 0, (\mu_{2}^{\text{ext}})^{i} + \rho^{i} \left( \hat{A}^{\text{ext}} - \sum_{i_{2} \in \mathcal{L}_{i_{2}}} \hat{X}_{i_{2}}^{v_{i_{2}}} \right) \right\} \quad \forall \ e \in E, \forall \ v \in V, \forall \ t \in T^{h} \quad (39) \]

\[ \rho^{i} = \frac{\rho^{i-1}(UB^{2} - LB^{*})}{\sum_{e \in E_{i}, v \in V_{i}, t \in T^{h}} \left( \hat{B}^{\text{ext}} - \sum_{j_{2}, i_{2} \in \mathcal{V}_{i_{2}, j_{2}}} \hat{X}_{i_{2}, j_{2}}^{v_{i_{2}, j_{2}}} \right)^{2} + \sum_{e \in E_{i}, v \in V_{i}, t \in T^{h}} \left( \hat{A}^{\text{ext}} - \sum_{i_{2} \in \mathcal{L}_{i_{2}}} \hat{X}_{i_{2}}^{v_{i_{2}}} \right)^{2}} \quad (40) \]

where \( \hat{B}^{\text{ext}}, \hat{A}^{\text{ext}} \) and \( \hat{X}_{i_{2}, j_{2}}^{v_{i_{2}, j_{2}}} \) are the values of decision variables from \([SP1] \) and \([SP2] \) in the \( h \)th iteration; \( \rho^{0} = 2 \) as an initial value and it will be halved when the upper bound has failed to improve in 3 Lagrangian iterations. The initial values of the Lagrangian multipliers are set as \( \mu_{1}^{\text{ext}} = 1.5, \mu_{2}^{\text{ext}} = 1.5, \forall \ e \in E^{h}, \forall \ v \in V, \forall \ t \in T^{h}, \forall \ h \in H. \)

The following pseudo-code shows the customized Lagrangian relaxation algorithm, where \( l \) is the Lagrangian iteration number, \( k \) is the traffic assignment iteration number. This solving process is used to solve \([OP^{h}] \) for horizon \( h \), which should be embedded in the rolling horizon framework. It replaces Step 2 in the pseudo-code presented in Section 4.

---

\[ (\mu_{1}^{\text{ext}})^{i+1} = \max \left\{ 0, (\mu_{1}^{\text{ext}})^{i} + \rho^{i} \left( \hat{B}^{\text{ext}} - \sum_{j_{2}, i_{2} \in \mathcal{V}_{i_{2}, j_{2}}} \hat{X}_{i_{2}, j_{2}}^{v_{i_{2}, j_{2}}} \right) \right\} \quad \forall \ e \in E, \forall \ v \in V, \forall \ t \in T^{h} \quad (38) \]

\[ (\mu_{2}^{\text{ext}})^{i+1} = \max \left\{ 0, (\mu_{2}^{\text{ext}})^{i} + \rho^{i} \left( \hat{A}^{\text{ext}} - \sum_{i_{2} \in \mathcal{L}_{i_{2}}} \hat{X}_{i_{2}}^{v_{i_{2}}} \right) \right\} \quad \forall \ e \in E, \forall \ v \in V, \forall \ t \in T^{h} \quad (39) \]

\[ \rho^{i} = \frac{\rho^{i-1}(UB^{2} - LB^{*})}{\sum_{e \in E_{i}, v \in V_{i}, t \in T^{h}} \left( \hat{B}^{\text{ext}} - \sum_{j_{2}, i_{2} \in \mathcal{V}_{i_{2}, j_{2}}} \hat{X}_{i_{2}, j_{2}}^{v_{i_{2}, j_{2}}} \right)^{2} + \sum_{e \in E_{i}, v \in V_{i}, t \in T^{h}} \left( \hat{A}^{\text{ext}} - \sum_{i_{2} \in \mathcal{L}_{i_{2}}} \hat{X}_{i_{2}}^{v_{i_{2}}} \right)^{2}} \quad (40) \]

where \( \hat{B}^{\text{ext}}, \hat{A}^{\text{ext}} \) and \( \hat{X}_{i_{2}, j_{2}}^{v_{i_{2}, j_{2}}} \) are the values of decision variables from \([SP1] \) and \([SP2] \) in the \( h \)th iteration; \( \rho^{0} = 2 \) as an initial value and it will be halved when the upper bound has failed to improve in 3 Lagrangian iterations. The initial values of the Lagrangian multipliers are set as \( \mu_{1}^{\text{ext}} = 1.5, \mu_{2}^{\text{ext}} = 1.5, \forall \ e \in E^{h}, \forall \ v \in V, \forall \ t \in T^{h}, \forall \ h \in H. \)

The following pseudo-code shows the customized Lagrangian relaxation algorithm, where \( l \) is the Lagrangian iteration number, \( k \) is the traffic assignment iteration number. This solving process is used to solve \([OP^{h}] \) for horizon \( h \), which should be embedded in the rolling horizon framework. It replaces Step 2 in the pseudo-code presented in Section 4.

---

6. Experiments and results

In this section, we present several experiments to test the performance of the Lagrangian relaxation solution algorithm and the performance of the AT system.
6.1. Application set-up

The model is applied to the case-study city of Delft, which is located in The Netherlands (Correia and van Arem, 2016a). The municipality has a total area of 24 km² and a population of about 100,000. Fig. 5 shows the simplified road network of Delft based on Google Map. In order to apply the model for studying the AT system in the city of Delft, the following data is needed: (1) the information of the requests; (2) the price rate of ATs, the cost of running the system and the penalties; (3) the road network information of Delft.

The mobility data were generated from the Dutch mobility dataset (MON 2007/2008) and transformed into the study of Correia and van Arem (2016a). It is provided by the Dutch government for research purposes. These travel data includes the origin and destination, travel mode, departure and arrival time for each sampled trip, which can be freely obtained online (Correia and van Arem, 2016b). For this application, 22,240 requests are considered represented by 1112 requests in the model, which means that an expansion coefficient of $\mu = 20$ is used (Correia and van Arem, 2016a). This is the result of filtering the database by selecting the trips done by cars and taxis who travelled inside the city of Delft during the surveyed day. At the same time, a fleet size of 500 ATs is tested in this application which are represented by 25 vehicles in the optimization model, using the same value of expansion coefficient.

Fig. 5. Road network of the case study.
Therefore one taxi satisfying one travel request represents 20 taxis satisfying 20 requests. The seating capacity of the ATs is set as 2, which indicates that an AT can at most take two shared ride passengers at the same time. The origins and destinations come from the mobility database as well as the departure times which are used as the desired departure time in the experiments. The maximum waiting time for each request is 22.5 min. The reason we set such a quite long maximum waiting time is that we want to provide a slack time window for the system to satisfy passenger requests. This will help to increase the percentage of satisfied requests. However, we are using a penalty so that the system reduces the waiting time. We consider a daytime operation of 15 h from 7:00–22:00 for the AT service. The time step of the optimization is 2.5 min. Each horizon contains 12 time steps ($T^h = 12$) and the rolling length is 6 time steps ($T^r = 6$). In practice, this means that when the system makes routing decisions for the ATs, it looks forward as far as 30 min and updates the ATs' status every 15 min.

The costs considered are as follows:

- $c_r = 1$ euro/min, referred to the price rate of Uber in Amsterdam and Rotterdam in The Netherlands ("Uber," 2017). We calculate the fare based on the shortest travel time, which means only the travel time dimension of price rate is sufficient.
- $c_f = 0.1$ euro/km, referred to Correia and van Arem (2016a).
- $c_v = 20$ euro/vehicle/day, referred to Liang et al. (2016).
- $c_p = 1$ euro/request.
- $c_d = 0.2$ euro/min.

The network has 66 road links and 46 nodes (see Fig. 5). Some of the links have one lane per direction and the other two lanes. The capacities were considered as 1500 and 3000 vehicles per hour per direction for one lane and two lanes roads respectively. The maximum speed was assumed to be 50 km/h and 70 km/h respectively for the lower and higher capacity links. In Fig. 5, the higher capacity links are shown in double lines and the lower ones are in single lines. The minimum travel time $t^{\text{min}}_{ij}$ on the link $(i, j)$ is obtained from the free-flow speed. The maximum travel time $t^{\text{max}}_{ij}$ is computed based on a speed of 5 km/h. The initial locations of the vehicles are set to be at five nodes by constraint (11): node 27, node 15, node 16, node 19, node 24, where they all have 100 vehicles available to balance the geographical distribution. The shortest travel times for the requests are computed by the shortest path method with the minimum link travel time. We set $K = 10$ meaning that for each running process of [SP2] 10 + 1 iterations are allowed, working with the stopping criterion that the error for each link travel time should be no more than 10%.

6.2. Base scenario

We programmed the model in Mosel language and solved the problem with the FICO® Xpress Solver in an i5 processor @ 3.10 GHz, 12.00 GB RAM computer under Windows 7 64-bit operating system. FICO® Xpress Solver provides optimization algorithms and technologies to solve linear, mixed integer and non-linear problems. The scenario with 500 ATs and a seating capacity of 2 is set as the base scenario.

The model $[OP^h]$ is firstly run for one horizon ($h = 48$) as an example to illustrate how it works the type of results that can be obtained. The 48th horizon is chosen because there are 400 travel requests which is close to the average number of requests per horizon. We run the model from the first horizon to the 47th horizon and use the vehicle status and demand satisfaction information from the 47th horizon to guarantee the continuity. Then model $[OP^h]$ is solved for the 48th horizon with 300 Lagrangian iterations.

The graphical and numerical results are shown in Fig. 6 and Table 4. The upper bound of $[OP^h]$ drops rapidly within the first 50 iterations from about 1000 to 328.4, while the lower bound also has an obvious growth at the same time from about 10 to 209.4. The gap between the current best solution and the current best bound is about 36%. From the 51st iteration to the 100th, the model begins to converge at a stable speed and the upper bound and the lower bound get closer, which narrows the gap to 25%. After iteration 100, the convergence slows down but the upper bound and the lower bound keep improving. The lower bounds from the 100th iteration to the 150th iteration are all the same meaning that during this time the model cannot find a better feasible solution.

Fig. 6. Computation results for one horizon.
to the \([OP^h]\) to replace the current one. However, the upper bound keeps going down and this contributes to closing the gap. After 190th iteration, the lower bound does not change until this solving process reaches 300 iterations, but the upper bound slightly increases, with the final gap being 21%.

The computation time is proportional to the number of Lagrangian iterations. With more iterations, it has a higher probability to find a better feasible solution and a lower upper bound, which is able to show that this solution is closer to the optimal one. However, more iterations also bring longer computation time. In this one horizon example, iteration 50, 100, 200 and 300 are reasonable breakpoints: the gaps are 36%, 25%, 22%, and 21% respectively, showing that the quality of the solutions is acceptable. Therefore, we decide to choose \(L = 50, 100, 200 \) and 300 as the maximum number of Lagrangian iterations to run all the horizons and compare the final results of the base scenario. The computation results with different Lagrangian iterations are presented in Table 5.

When 50 Lagrangian iterations are used for each horizon, the model spends 15.9 min per horizon to obtain a feasible solution with the average gap of 32.4% and the median value of the horizon gap 29.5%. While if we increase the iteration number to 100, the model spends 34.3 min per horizon to find an acceptable feasible solution. At the same time, the average gap per horizon is decreased from 32.4% to 26.8%, and the median of the gaps is also decreased from 29.5% to 23.5%. This demonstrates that increasing the number of Lagrangian iterations helps the model to close the gap, while along with the computation time growing. When 200 Lagrangian iterations are applied, the average gap keeps decrease to 23.0%, while the median of the horizon gaps has a more significant drop from 23.5% to 9.0%. This means that half of the horizons have the optimization gap below or equal to 9.0% and among the rest half horizons, some of them are difficult to solve which makes the average gap higher than the median. When we increase Lagrangian iterations from 200 to 300, the average gap has a slight decrease from 23.0% to 22.5% while the computation time has a significant increase from 57.6 min to 97.6 min per horizon. Moreover, the median of the gaps for all the horizons increases from 9.0% to 15.0%. This is because when the results from the previous horizon are different, then the initial status of such AT system will change in the next horizon and that will turn the problem into a different one in the next horizon.

In the following experiments, we believe that iteration 200 is an acceptable stopping criterion to obtain a feasible solution with good quality. Additionally, the iterative process will stop when the gap is lower or equal to 1% even if the number of iterations is lower than 200, which is another stopping criterion. Even though the computation time of this model is not fast enough to handle a real-time problem, we still can expect that the advances of computer technologies and new algorithms can accelerate significantly the solving of this model in the future.

The time distribution of the satisfied requests using 200 Lagrangian iterations is shown in Fig. 7. The demand is not uniformly distributed during the day, which creates the “peak hours” and the “off-peak hours” in the rolling horizon framework. In this scenario, 13,460 passengers in total are served out of 22240, meaning that 60.5% of the requests are served by ATs. In the morning peak hours, the AT system has a relatively low satisfaction rate. The afternoon peak hours have a similar tendency. However, the system provides a higher share of ATs for the low-demand time periods and some of them have a 100% satisfaction rate. This figure illustrates that the high demand for the morning and afternoon peak hours exceed the transport capacity of the system. It also means that in the off-peak horizons, 500 ATs are redundant and generate idle time. Moreover, the objective function of \([OP^h]\) is to maximize

### Table 4

<table>
<thead>
<tr>
<th>Until iteration</th>
<th>10</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
<th>60</th>
<th>70</th>
<th>80</th>
<th>90</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td>Upper bound</td>
<td>558.1</td>
<td>457.3</td>
<td>396.2</td>
<td>368.3</td>
<td>328.4</td>
<td>321.4</td>
<td>316.8</td>
<td>313.8</td>
<td>313.8</td>
<td>313.8</td>
</tr>
<tr>
<td>Lower bound</td>
<td>115.4</td>
<td>192.9</td>
<td>192.9</td>
<td>207.4</td>
<td>209.4</td>
<td>209.4</td>
<td>209.4</td>
<td>209.4</td>
<td>209.4</td>
<td>235.4</td>
</tr>
<tr>
<td>Gap</td>
<td>79%</td>
<td>58%</td>
<td>51%</td>
<td>44%</td>
<td>36%</td>
<td>35%</td>
<td>34%</td>
<td>30%</td>
<td>30%</td>
<td>25%</td>
</tr>
</tbody>
</table>

### Table 5

<table>
<thead>
<tr>
<th>Number of iterations</th>
<th>Average computation time per horizon (min)</th>
<th>Average gap per horizon</th>
<th>Median of the horizon gaps</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>15.9</td>
<td>32.4%</td>
<td>29.5%</td>
</tr>
<tr>
<td>100</td>
<td>34.3</td>
<td>26.8%</td>
<td>23.5%</td>
</tr>
<tr>
<td>200</td>
<td>57.6</td>
<td>23.0%</td>
<td>9.0%</td>
</tr>
<tr>
<td>300</td>
<td>97.6</td>
<td>22.5%</td>
<td>15.0%</td>
</tr>
</tbody>
</table>
the daily profit of the AT company, which means that the system will select the requests to be served when they bring more profit.
The objective function also considers the service quality by adding the penalty for rejected requests and the delivery delay. Therefore,
the AT system aims at having a higher AT share to gain more revenue and keep a higher service quality to avoid more penalties.
Sections 6.3 and 6.4 presents more detailed discussions on this.

6.3. Optimization results

To test the performance of the proposed model, we vary the scenarios in two dimensions: the number of ATs and the seating
capacity of each AT. We also vary the values of AT price rate, rejection penalty and delay penalty to conduct a sensitivity analysis
with respect to the cost components. The descriptions for all the scenarios are shown in Table 6 and the optimization results can be
seen in Table 7. AT share is defined as the number of requests ATs are serving divided by the total number of requests. “Percentage
of time in service” is calculated by dividing the total travel time when the ATs are transporting passengers by the total time for the
whole operation period. The delay is computed as the time spent by each traveller from the desired departure time to the real arrival
time minus the shortest travel time. It includes the departure delay (waiting time) and the congestion delay (real travel time minus
the shortest travel time).

6.3.1. Fleet size variation

Scenarios 0, 1 and 2 are tested with different fleet sizes: 400, 500 and 600 (Table 7). When there are only 400 ATs in the city in
scenario 1, the system produces $84.2 \times 10^3$ euros as daily profit, which is 6% lower than the base scenario with 500 ATs, while with
600 ATs the system has 1% higher daily profit. This is because of the different components considered in the system’s profit. When
more ATs are available for the passengers, they will serve more passengers’ requests and the AT company will get more revenue from
them, which can be seen from the columns of “Total revenue” and “Number of satisfied requests”. At the same time, the penalty paid
for rejecting requests will be lower, which also contributes to the system profitability. However, the AT’s depreciation cost and the
fuel cost also increase with having more vehicles in the system, since these costs are almost proportional to the fleet size.

In these scenarios, the fleet size is a critical parameter with respect to the AT share in urban mobility. When there are only 400

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Description</th>
<th>$V$</th>
<th>$v_{\text{cap}}$</th>
<th>$c_1$ euro/min</th>
<th>$c_p$ euro/request</th>
<th>$c_d$ euro/min</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Base</td>
<td>500</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>0.2</td>
</tr>
<tr>
<td>1</td>
<td>Fewer ATs in the system</td>
<td>400</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>0.2</td>
</tr>
<tr>
<td>2</td>
<td>More ATs in the system</td>
<td>600</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>0.2</td>
</tr>
<tr>
<td>3</td>
<td>Lower seating capacity (no ride-sharing)</td>
<td>500</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.2</td>
</tr>
<tr>
<td>4</td>
<td>Higher seating capacity for ride-sharing</td>
<td>500</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>0.2</td>
</tr>
<tr>
<td>5</td>
<td>Lower price rate</td>
<td>500</td>
<td>2</td>
<td>0.5</td>
<td>1</td>
<td>0.2</td>
</tr>
<tr>
<td>6</td>
<td>Higher price rate</td>
<td>500</td>
<td>2</td>
<td>1.5</td>
<td>1</td>
<td>0.2</td>
</tr>
<tr>
<td>7</td>
<td>No penalty for request rejection</td>
<td>500</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>0.2</td>
</tr>
<tr>
<td>8</td>
<td>Higher penalty for request rejection</td>
<td>500</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>0.2</td>
</tr>
<tr>
<td>9</td>
<td>No penalty for delivery delay</td>
<td>500</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>0.0</td>
</tr>
<tr>
<td>10</td>
<td>Higher penalty for delivery delay</td>
<td>500</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>0.4</td>
</tr>
</tbody>
</table>
vehicles in the taxi system, 12,220 requests are satisfied in total. In this case, the AT share, which can also be considered as the satisfied rate, is the lowest among all the scenarios. When the fleet size increases to 500, the AT share increases by 5.6%. This trend continues in the next scenario with 600 ATs, but the growth rate is falling. This means that with the second 100 vehicles added the system cannot provide a significant growth on service coverage, which also means that from that moment on, other indicators become critical in respect to the improvement of daily profit, i.e. the service quality.

With respect to vehicle usage, the most efficient scenario is the one with 400 ATs, with 30.6 requests per vehicle. This can also be seen in the column “Average travel time in service”. The percentage of time in service is 52.4%, which is the highest of the three. The 600 ATs scenario has the lowest percentage of time in service (41.3%), which means that 58.7% of the total operation time ATs are idle. The added ATs are redundant in off-peak horizons, while in the peak horizons they are more helpful and can contribute to a higher AT share. On average, each passenger spends 14.3 euros per trip and stays 15.4 min inside the vehicle in the 500 vehicle scenario. These values almost the same for scenario 1 and 2, meaning that the fleet size does not have a significant influence on these two indicators.

The average delay per satisfied request keeps decreasing from the fewer-ATs scenario to the more-ATs one. This happens because of the different average waiting time for each scenario and the average congestion time. The variation of the fleet size has a significant influence on the waiting time of the satisfied requests for the scenarios of 400 and 500 ATs, with 0.7 min reduction. While from 500 ATs to 600 ATs, it becomes only 0.1 min. This demonstrates that the first additional 100 ATs helps a lot regarding the waiting time and accomplish more requests to increase service performance. In this case, the AT’s service quality is improved from the passengers’ perspective, which is consistent with the setting of the objective function (29). However, the second additional 100 ATs does not contribute a lot to the reduction in the waiting time for departure, but they indeed satisfy more requests which increase the AT share to 64.6%.

6.3.2. Ride-sharing variation

In these experiments, we apply the flat AT price rate for the different seating capacities, in order to analyse the interaction between the level of ride-sharing and the system profitability, the AT share and the service quality.

The seating capacity indicates the maximum number of passengers allowed to share a ride at the same time. When it varies from 1 to 3, it also increases the total transport capacity of the AT system. It is obvious from Table 7 that the improvement of the system profitability is significant when the system changes its serving scheme from individual AT service to ride-sharing AT service. When the seating capacity increased from 2 to 3, the improvement of the total profit happens but not with the same magnitude as when it goes from 1 to 2. The AT service company earns 45.9 \times 10^3 euros more in allowing two passengers to share a ride, compared with no ride-sharing. Looking at the constituent parts of the profit, the increase in the total revenue is the main contributor to the profit. This is because when the seating capacity of the ATs is doubled, the system is able to serve more travel requests, which can be seen from the column “Number of satisfied requests” and “AT share”. On one hand, it will bring more revenue to the AT company; while on the other hand, it reduces the penalty paid to the rejected passengers who have to use public transport as an alternative to accomplish their trips. However, when three passengers are allowed to share a ride the AT system serves 2100 more requests which provide 31.9 \times 10^3 euros more to the system revenue, 2.1 \times 10^3 euros less on the rejection penalty cost and 5.5 \times 10^3 euros less on the delay penalty. This improvement is not as considerable as the one obtained going from no ride-sharing to two seat sharing. This means that the system is not able to serve more requests, since other reasons become a constraint for the demand satisfaction, e.g. the departure and arrival time windows.

At the same time, the usage of the vehicles is also improved. The two-seat scenario has 7.5 more requests served per AT and 116.1 min more in service than the one-seat scenario. With the doubled value of seating capacity, these values are not as doubled as is
could be expected. This happens because there are still some other constraints for satisfying the requests, e.g. hard constraints like the request’s individual time window and soft constraints like the delay penalty due to the ride-sharing. This also means that the ATs are not always taking shared-ride passengers. The trend also happens in the scenario with 3 ride-sharing passengers, but the increases are not as significant as the previous one.

Due to the sufficient transporting capacity, the average delay drops from 14.9 min to 14.3 min and then to 14.2 min, which indicates the improvement of the service level offered to clients. To be more specific, the waiting time keeps going down among the three scenarios; while the congestion delay has an exceptional case: 1.3 min for scenarios 0 and 4, which is 0.4 min higher than scenario 3. Even though, the AT service quality regarding the delay is improved because of the ride-sharing.

6.3.3. Sensitivity analysis on price rate

The price rate has a critical impact on the AT system’s daily profit. It is easy to see that the number of satisfied requests by the ATs increases from 12,560 to 13,460 and then to 13,980 when increasing the price rate from 0.5 euro/min to 1 euro/min then to 1.5 euro/min. The same trend also happens with the “Total penalty cost for rejected requests” and “Total penalty cost for delay”, showing that the monetary benefits gaining from the increase of the AT share remain at a relatively low level. The reason for this is that when the system can have more revenue from the same requests by increasing the price rate, the difference between the revenue and the cost for each satisfied request is more obvious. Therefore, the system has a greater motivation to satisfy more requests. At the same time, more requests may lead to a more congested road network, which increases the penalty paid for the travel delay. So the system should find a balance between the profit benefit from the higher AT share and the profit loss from the delivery delay.

Since the fleet size is a constant for these three scenarios, the fuel cost and the vehicle depreciation costs have almost the same values in the objective function. Therefore, the difference between daily profits results primarily from the revenue earned from AT passengers. When the price is 0.5 euros/min, the AT company can obtain 91.0 × 10^3 euros as revenue; while this value is almost doubled to 192.1 × 10^3 euros when the price increases to 1 euro/min. Similarly, the revenue of the 1.5 euros/min scenario is almost three times the one obtained with 0.5 euros/min. This means that the system revenue is approximately proportional to the price rate of the AT service. This can also be seen in the column “Avg. price per satisfied request”, where the average monetary cost for one request is doubled from scenario 5 to scenario 0. While in scenario 6 the average price per request is lower than three times of that price in scenario 5, indicating that when the price is higher, the system tends to serve more short (cheap) requests. However, the revenue for scenario 5 is not high enough to cover the other costs for the system, leading to a negative profit as the final result.

6.3.4. Sensitivity analysis on rejection penalty

The rejection penalty is charged when a potential request is rejected by the AT system and the value of it is set according to the cost of a public transport alternative. This penalty is aimed at improving service performance and encourage the system to take more passengers. It also allows the AT system to make the decision that when some requests are either unprofitable or un-satisfiable, it can reject these requests.

The rejection penalty brings profit loss to the system. The profit decreases 1.8 × 10^3 euros when paying 1 euro for each rejected request when compared to not having a penalty. This is due to the rejection penalty of 8.8 × 10^3 euros, the additional 3.9 × 10^3 euros for the delay penalty and the extra revenue of 10.9 × 10^3 euros. If the rejection penalty increases to 2 euros per unsatisfied request, it brings 3.4 × 10^3 euros more to the revenue, 8.4 × 10^3 euros more to the rejection penalty cost and 1.0 × 10^3 euros more to the delay cost, which in total contributes 5.9 × 10^3 euros less to the daily profit of the AT system.

The rejection penalty plays a role in promoting the growth of the AT share, increasing from 12,480 to 13,460 requests, and from 13,460 to 13,640 requests. The revenues of these served requests have slight growth for these three scenarios. However, the average price per satisfied request of the scenario with no penalty for rejection is the highest, indicating that the average shortest travel times for the satisfied requests in scenarios 0 and 8 are shorter than scenario 7. This happens because the system tends to satisfy requests that have shorter travel times to avoid lower rejection costs. But the system profit still cannot benefit from this penalty policy, since it is not helpful in increasing the revenue from the passengers.

The travel delay firstly increases from 13.9 min to 14.3 min, then decreases to 14.5 min, for scenarios 7, 0 and 8. This trend also happens to the “Average waiting time per satisfied request” and the “Average congestion delay per satisfied request”. The first increase from no penalty to one euro is due to the growth in the total delay penalty and the average satisfied requests per AT because the ATs are busier to satisfy more requests and this leads to more delay for each request. A small increase happens as a result of increasing one euro to two euros the rejection penalty, indicating that it is better to serve more requests but with a good service quality to avoid the costs for the added delay. In this way, the daily profit of the system is maintained at a specific level.

6.3.5. Sensitivity analysis on the delay penalty

The daily profit is sensitive to the delay penalty. When there is no charge for late arrival, the system only needs to guarantee each satisfied request to be picked up and dropped off within its allowed departure and arrival time window. However, if the AT company needs to pay for the time delay of delivering the passenger, the system not only needs to comply with the time windows but it also needs to provide arrivals that happen as early as possible. This penalty reflects the service quality of the AT system.

For the scenario with no delay penalty, the system has the highest daily profit (139.2 × 10^3 euros), the highest AT share (64.2%) and the highest average delay (4.0 min) in transporting passengers among scenario 9, 0 and 10. This is the most profitable scenario among the three due to the high revenues from the satisfied requests and the zero penalty cost for the time delay. However, the other two scenarios have 820 and 3980 fewer requests being satisfied by ATs, which generate lower revenue for the system. This also makes the system pay the lowest value for the rejection penalty when there is no delay penalty. Regarding the
vehicle usage, the system becomes less efficient when increasing the value of delay penalty, which can be seen in the “Average satisfied requests per AT” and the “Percentage of time in service”. This is not surprising since the same number of ATs are used to provide a different number of satisfied requests. The time delay has a sharp decrease (from 20.4 min to 12.4 min) with the increase of the delay penalty. This tendency also occurs in the waiting time and the congestion delay. With the high penalty for the time delay, the system profitability is quite sensitive to the late arrival. In some extreme cases, if a request is delivered with a long delay time, it may happen that the delay penalty is higher than the revenue obtained from this request, which means satisfying this passenger will be damaging for the profit. Under these circumstances, the system decides to serve fewer requests guaranteeing the service level (short delay time) to protect the profit. Therefore, the delay penalty is an appropriate control parameter to assure the service quality being provided by the ATs.

7. Conclusion

AVs have drawn great attention in recent decades evolving from just a concept to reality with several pilot studies. An emphasis has been put on technology in recent research focusing on transport reliability and safety, and the interactions between the AVs and the other vehicles, pedestrians and cyclists. Nevertheless, some questions related to the application of AVs have hardly been addressed, such as their use as public transport.

This paper proposed an INLP model \([\text{OP}^1]\) to study the DARP of ATs under dynamic travel times created by the ATs themselves. The model has as its main objective to maximize the total daily profit of such system by deciding on each AT’s routing with real-time information. The penalties of the rejected requests and the delivery delay are considered in the objective function to guarantee the performance of the AT service. We argue that this type of model is needed in future situations in which a large number of requests and a large number of vehicles are involved. Therefore, the travel time of the ATs is modelled as a function of the traffic flow of the ATs themselves on the road links in the constraints. The model considers the demand as real-time requests which are managed via a rolling horizon structure thus allowing the vehicles’ routing being optimized horizon by horizon. Even though this framework makes it possible to decrease the scale of the problem in each optimization process, the proposed model still involves a large number of integer variables, which makes it an NP-hard one. We develop a customized Lagrangian relaxation algorithm to solve the mathematical model, which decomposes the \([\text{OP}^1]\) into two sub-problems. Based on the solutions gained from the two sub-problems, we are able to find the best bound of the original problem and the current best solution, which is feasible to the original problem. In this way, it is not only possible to find a near-optimal solution but also to have a notion of how good this solution is.

The model and the solving algorithm was applied to the case study city of Delft, The Netherlands, with 15 h service period and 22,240 travel requests generating from the road network with 46 nodes and 66 links. From that application, it was possible to make several conclusions.

The customized Lagrangian solving algorithm is able to solve the proposed NP-hard problem and obtain a good quality feasible solution within the acceptable computation time. The solving times are still high enough to forbid their application in real-time systems but we believe that this is an initial version of the type of algorithms that must be built and run in the future. The fleet size is an important factor in system profitability and the satisfaction of the requests. When the fleet increases, the number of satisfied requests is not increasing with the same rate, which demonstrates that the fleet size is not the only reason to constrain the satisfaction of the requests. In fact, the uneven time distribution of the demand and the strict departure and arrival time windows are all important factors in influencing the AT share. The model shows that the AT passengers will experience a delivery delay when considering the traffic congestion generated by the ATs themselves. With ride-sharing, the AT system has more capacity to provide better service regarding the number of satisfied requests and the average delay time. The system profitability is sensitive to the price rate of the AT service. The different values of the rejection penalty will lead to changes in the ATs’ daily profit and the number of satisfied requests. The delay penalty seems to be a proper control parameter to guarantee a certain service quality being offered by the ATs systems. When this penalty is not considered, the AT system will have a higher AT share, along with a longer delivery delay for the satisfied requests.

The current version of the optimization model is not practice-ready, due to the computation time and the computation gap between the upper and lower bounds. However, what we are providing is a conceptual model to address ATs’ DARP considering traffic congestion through an exact mathematical optimization program. This formulation can be the basis for future work. It can be used to develop heuristics for the ATs’ DARP problem, which may accelerate the optimization process. In addition, more efforts can be devoted to improving the solution algorithm and close the computation gap of the proposed model. In this research, the AT system covers 50%-70% of the total transport demand, with the objective to maximize the AT company’s profit. Future research could select the share of ATs as an objective and investigate the changes in performance. There is also the possibility of involving choice modelling to analyse people’s preferences for using ATs. This would allow running a sensitivity analysis on the influence of the AT price rate on the potential demand and the overall system profitability.
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