Analysis of attenuation coefficient estimation in Fourier-domain OCT of semi-infinite media
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Abstract: The attenuation coefficient (AC) is an optical property of tissue that can be estimated from optical coherence tomography (OCT) data. In this paper, we aim to estimate the AC accurately by compensating for the shape of the focused beam. For this, we propose a method to estimate the axial PSF model parameters and AC by fitting a model for an OCT signal in a homogenous sample to the recorded OCT signal. In addition, we employ numerical analysis to obtain the theoretical optimal precision of the estimated parameters for different experimental setups. Finally, the method is applied to OCT B-scans obtained from homogeneous samples. The numerical and experimental results show accurate estimations of the AC and the focus location when the focus is located inside the sample.
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1. Introduction

Optical coherence tomography (OCT) has been widely used to capture structural information of tissues in clinical tasks such as the diagnosis of retinal and vascular diseases. Previously, extracting valuable information embedded in the signal intensity of constituting tissues has been investigated. An optical property such as the attenuation coefficient (AC) offers valuable information that can be estimated from the intensity of the OCT signal. It has the potential to act as a biomarker for the diagnosis and monitoring of chorioretinal diseases [1], breast tumor lesions [2], renal tumors [3,4], oral cancer [5], rectal cancer [6] and several other applications such as atherosclerotic plaque characterization [7–9]. Several methods based on single [10,11,12] and multiple [13,14] scattering of light have been presented for estimating the attenuation coefficient in a homogeneous medium using OCT. Recently, a depth-resolved single-scattering based method has been developed by Vermeer et al. [15] for estimating attenuation coefficients in inhomogeneous mediums, e.g. in tissues. For all methods that estimate the attenuation coefficient, the OCT signal must be corrected for: 1) the depth-dependent noise floor [16]; 2) the so-called roll-off, i.e. the depth-dependent signal decay caused by discrete signal detection and resolution limitations of the detection process [15,17]; and 3) the axial point spread function (PSF), which, for a Gaussian-shaped beam, is governed by the effective Rayleigh length around the focus position of the beam [15,18]. Compensation for noise and roll-off is nowadays a standard procedure, which can be done with a function obtained from a fit to reference data [17]. However, in order to correct for the axial PSF, in many cases its model parameters need to be estimated from the acquired data since the effective Rayleigh length and focus depend on the optical system, e.g. in case the cornea and lens. We showed in previous work how the attenuation coefficient is sensitive to an error in the estimated parameters of the axial PSF model [19]. Therefore, accurate and precise estimation of these parameters is required to achieve an unbiased and precise estimation of attenuation coefficient. Various methods have been developed to estimate the attenuation coefficient of the tissue while taking into account the effect of the
beam shape that influence the acquired OCT signal. Smith et al. [20] compensate for the effect of focus using an existing model of the shape of the beam. However, in their work the parameters of the shape of the beam need to be known in advance. In many medical applications, such as ophthalmology, the location of the focal point varies and there is a need for a method to automatically estimate the focus location to compensate for the effect of the beam shape in the estimation of the attenuation coefficient. Stefan et al. [21] introduced a method to estimate the attenuation coefficient using two B-scans to first estimate the location of focus and afterwards estimating the attenuation coefficient from a single scattering model of the OCT light after compensating for the effect of beam shape. This method is dependent on having identical A-lines to be able to eliminate the effect of attenuation coefficients. However, this proposed method was only tested with static samples where the identical physical location in both B-scans is feasible and the factors such as beam’s angle of incidence can be controlled to ensure a similar tissue attenuation coefficient. Another limitation of this method is the necessity to have access to two scans from the same position in the tissue. However, in many clinical data, such as retinal scans, only one averaged measurement of the same tissue’s location is available.

In this paper, we aim to achieve an accurate estimate of attenuation coefficient by compensating for all of the aforementioned effects on the recorded OCT signal. To do so, we propose a method to estimate the axial PSF model parameters (focus depth and Rayleigh length in the medium) and attenuation coefficient by fitting a single scattering based model for a homogenous sample OCT signal to the recorded OCT signal after subtraction of the depth-dependent noise floor and compensating for roll-off. In addition, a Cramér-Rao analysis is performed to theoretically determine the attainable precision of the estimated parameters and to investigate the limitations of the proposed procedure for various experimental configurations. Monte Carlo simulations of the estimation method are performed to evaluate the robustness of the method and compare the precision of the theoretical lower bound produced by the Cramér-Rao analysis and to show a possible bias in the estimated parameters. Finally, the method is applied to B-scans obtained with an experimental OCT system from homogeneous samples with various concentrations of TiO$_2$ particles dispersed in silicone to assess the precision and accuracy of the method.

2. Method

In this section, we introduce a method for accurate estimation of the attenuation coefficient in a homogenous (or single layer) sample by compensating the recorded OCT signal for the noise floor, roll-off, and axial PSF.

2.1. Estimating the model parameters

In a single scattering model of light presented by Faber et al. [22], the Fourier-domain OCT signal at physical depth $z$ in a homogeneous sample may be expressed by,

$$S(z) = R(z) \frac{1}{(\frac{z-z_0}{z_R})^2 + 1} C e^{-2\mu z} + N(z) + \varepsilon(z),$$  

(1)

where the first term models the signal decay caused by three factors (from left to right): the roll-off (expressed by $R(z)$), the axial PSF modeled by a Cauchy function at focus position $z_0$ and scaled by the Rayleigh length $z_R$ [18], and the signal attenuation modeled by the attenuation coefficient $\mu$ and scaling factor $C$. The second term, $N(z)$ is the depth-dependent noise floor and can be obtained by averaging over a large number of A-lines without a sample in the sample arm of the OCT system. The intensity of the OCT signal has an exponential distribution caused by speckle noise. However, due the central limit theorem, by averaging over a sufficiently large number of neighboring A-lines (>30 based on rule of thumb) with exponential distributions, the averaged OCT signal at depth $z$ tends toward a normal distribution $N[m(z), m(z)^2/N]$, with
m(z) being the expected value of the exponential distribution, and \( m(z)^2 / N \) the variance of the resulting normal distribution. The third term \( \varepsilon(z) \) represents this speckle noise. In addition, the roll-off can be measured and the signal can be corrected for roll-off by performing the operation \( A(z) = (S(z) - N(z)) / R(z) \) [15].

We estimate the model parameters of the axial PSF and the attenuation coefficient using a maximum likelihood estimator. For this, Eq. (1) was fitted to the measurements. For an averaged A-line \( A(z) \) with \( N_D \) data-points as a function of \( z \), the independent parameters \( C, \mu, z_0 \) and \( z_R \) can be estimated by minimizing the sum of squared residuals, \( \chi \), given by,

\[
\chi = \sum_{j=1}^{N_D} \left[A(z_j) - C \frac{e^{-2\mu z_j}}{\left(\frac{z_j - z_0}{z_R}\right)} + 1\right]^2, \tag{2}
\]

where subscript \( j \) is an index that denotes the data-point number on each averaged A-line.

### 2.2. Model selection and evaluation

To design a reliable model-based method for estimating the axial PSF from recorded data, we studied the influence of integrating prior information into the model, such as a known or joint model parameter among multiple averaged A-lines, to reduce the degrees of freedom and aiming to thereby improve the estimation precision of the remaining parameters. Moreover, the attainable precision of the estimated parameters \( \{\theta_1, \ldots, \theta_N\} = \{C, \mu, z_0, z_R\} \) needs to be calculated for various experimental setups. Exploring the precision of the estimated parameters such as the focus depth into the sample, the Rayleigh length, illumination intensity and the attenuation coefficient of the medium, enables us to optimize the experimental design and to know the limitations of the proposed method. For these purposes, a Cramér-Rao analysis was applied using a derivation of the Fisher information matrix for a Gaussian noise model (see equations (9)-11 from Caan et al. [23]). Cramer-Rao analysis is limited to finding the minimal variance of the model parameters assuming an unbiased estimator. To evaluate the optimal precision of the estimated parameters and to compare different models and experimental setups, we use the relative errors, as provided by the diagonal elements of the relative Cramér-Rao lower bound (rCRLB) matrix [23]. The diagonal elements are the relative theoretical lower bounds on the variance of the unbiased estimators of each parameter. We intuitively considered an estimation error lower than 10% to be acceptable for the purpose of this paper.

Multiple averaged A-lines can be used to estimate the model parameters. For this, let \( A(z) = \{A_1(z), A_2(z), \ldots, A_{N_A}(z)\} \) be a set of \( N_A \) averaged A-lines with \( N_D \) data-points on each A-line. For a matrix of \( N_A \times N_D \) averaged A-lines, any unknown parameter among \( C, \mu, z_0, z_R \) can be estimated by minimizing the sum of squared residuals, \( \chi \), given by,

\[
\chi = \sum_{i=1}^{N_A} \sum_{j=1}^{N_D} \left[A_i(z_j) - C \frac{e^{-2\mu z_j}}{\left(\frac{z_j - z_0}{z_R}\right)} + 1\right]^2, \tag{3}
\]

where the parameters can be considered to be common (joint), fixed (known) or independent among the averaged A-lines. Table 1 lists seven models with different degrees of freedom by defining some of the parameters fixed (known), or by defining them as a common (joint) parameter to be estimated among different averaged A-lines. Such an evaluation assists us in choosing the model with the highest estimation precision while considering the feasibility of its implementation under experimental conditions. In Cramér-Rao analysis due to interdependency between the averaged A-lines, we assume that having a fixed or common parameter is equivalent since compared to the variance of the estimated parameters for every averaged A-line, the amount
of joint information is large. Therefore, we expect the error we estimate for fixed parameters to be a good approximation of the error that we obtain in the estimation of common (joint) parameters. In the next step, we used Monte Carlo simulations to show a possible bias and investigate if the simulations achieve the precisions given by the Cramér-Rao bound. This was performed by generating a large set of simulated OCT signals using Eq. (1) and estimating the model parameter with the proposed method for different parameter values.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
<th>Model 4</th>
<th>Model 5</th>
<th>Model 6</th>
<th>Model 7</th>
</tr>
</thead>
<tbody>
<tr>
<td>( z_0 ) (( \mu )m)</td>
<td>Fix/Com.</td>
<td>Indep.</td>
<td>Fix/Com.</td>
<td>Indep.</td>
<td>Fix/Com.</td>
<td>Indep.</td>
<td>Indep.</td>
</tr>
<tr>
<td>DOF</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>4</td>
</tr>
</tbody>
</table>

3. Results

In this section, we first present the statistical analysis and numerical simulations to study the performance of the different models in Table 1 and estimation method using Cramér-Rao analysis and Monte Carlo simulation, respectively. This provides insight into the available information embedded in the data for different experimental setups and models with different degrees of freedom. Finally, we present the experimental results on a homogeneous phantom to assess the real-life performance of the proposed method.

3.1. Model selection by Cramér-Rao analysis

A Cramér-Rao analysis was performed to assess the amount of information present in the data and the impact thereof on the attainable precision for all model parameters. Equation (1) was used to simulate OCT depth profiles. A simulated (thick) homogeneous sample with a refractive index of 1.44, a physical thickness of 1 mm and an attenuation coefficient of 0.72 mm\(^{-1}\) was located at the zero-delay line. The model parameters in Eq. (1) were set to \( z_R = 42 \mu \text{m} \), \( C = 2.5 \times 10^4 \) and \( z_0 = 160 \mu \text{m} \) inside the sample. Each A-line consisted of 788 pixels and the physical axial pixel size \( \Delta z \) of the system in air was set to 1.27 \( \mu \)m. For a realistic simulation, the OCT signal was distorted by exponential noise with the intensity-dependent mean at each depth, equal to the expected values of \( S(z) \) in Eq. (1). To reduce the noise, we averaged over single A-lines as explained in section 2.1. An example of a simulated single A-line is presented in Fig. 1(a), together with an averaged (over 500 simulated A-lines) OCT signal. The noise of the averaged A-line resembles an intensity-dependent Gaussian distribution due to the central limit theorem. We obtained the intensity-dependent standard deviations for all averaged A-lines using 1000 observations of the simulated averaged-A-lines. In Fig. 1(b), we show the rCRLB values after averaging \( N \) single A-lines. The diagonal elements of the rCRLB matrix represent the optimal precision of the estimated model parameters for the aforementioned intensity-dependent standard deviations. As is shown, by averaging over 500 A-lines, the estimation error of \( \mu \) remains below 10%. Averaging of 500 A-lines is therefore used for the simulated and measured OCT signals in the following sections. The calculated rCRLB matrix for the simulated signals shown in Fig. 2. As seen in this figure, the model parameter estimation errors remain below 5%.

In addition, we investigate the precision of the estimated parameters for different degrees of freedom imposed on the model. The diagonal elements of the rCRLB matrix for the seven models
Fig. 1. (a) The simulated single (blue) and averaged (red) OCT signals distorted by intensity-dependent Gaussian noise as a function of depth in physical distance. The averaged OCT signal was obtained by averaging over 500 single A-lines. (b) rCRLB values after averaging 1 to 1000 A-lines. The model parameter were set to $z_0 = 160 \, \mu m$, $\mu = 0.72 \, mm^{-1}$, $C = 2.5 \times 10^4$, and $z_R = 42 \, \mu m$.

Fig. 2. rCRLB matrices for models with intensity-dependent Gaussian noise. The model parameters were set to $z_0 = 160 \, \mu m$, $\mu = 0.72 \, mm^{-1}$, $C = 2.5 \times 10^4$, and $z_R = 42 \, \mu m$.

shown in Table 1 are depicted in Fig. 3. As it can be observed, incorporating prior knowledge by fixing the parameter values on different combinations of $z_0$, $C$, and $z_R$ results in a better precision of parameter $\mu$ for depth-variant noise as indicated by the smaller values for Model 1...Model 6 compared to Model 7 as defined in Table 1.

Fig. 3. The diagonal elements of the rCRLB matrices for the seven models (M1...M7) as shown in Table 1.

3.2. Experiment design by Cramér-Rao analysis

To assess the attainable precision under different experimental conditions, we calculated the rCRLB matrices as a function of one of the model parameters while keeping the other ones fixed. The rCRLB values are shown in Fig. 4 for a range of parameter values. In this figure, the horizontal dashed lines indicate the acceptable error (below 10%) and the vertical dashed lines
indicate the set parameter values in the simulation and also were considered to be fixed for the other plots in this figure. In Fig. 4(a), it can be observed that when the focus location is above the sample, the estimation error for parameters $z_0$ and $\mu$ is exceeding 10%. In addition, when the focus location is less than 0.08 mm inside the sample, the estimation error for $\mu$ is within 10% to 40% and it remains below 10% for the deeper focus locations. The estimation errors for $C$ and $z_R$ remain below 10% when the focus is located inside the sample. Figure 4(b) shows that for a Rayleigh length below 300 $\mu$m the estimation errors of $\mu$ remains below 10%. The estimation error of $z_0$ increases to above 10% for Rayleigh lengths larger than 250 $\mu$m. The estimation errors for $C$ and $z_R$ remain below 10% for Rayleigh lengths below 500 $\mu$m. By varying the attenuation of the sample, Fig. 4(c) shows that the estimation errors of $\mu$ as well as $z_0$ remain below 10% for the attenuation coefficient values between 0.25 $\text{mm}^{-1}$ and 8 $\text{mm}^{-1}$. Figure 4(d) shows that by increasing the light intensity the precision of all estimated parameters remains the same due to the intensity-dependent noise.

![Graphs showing estimation errors for different parameters and focus locations.](image-url)

**Fig. 4.** The error (%) of the estimated model parameters obtained from the diagonal elements of the rCRLB matrix for: a) $z_R = 42 \mu$m, $\mu = 0.72 \text{ mm}^{-1}$, $C = 2.5 \times 10^4$ and $z_0 = [-0.2, 0.9]$ mm; b) $z_0 = 160 \mu$m inside the sample, $\mu = 0.72 \text{ mm}^{-1}$, $C = 2.5 \times 10^4$ and $z_R = [0.01, 0.5]$ mm; c) $z_R = 42 \mu$m, $z_0 = 160 \mu$m inside the sample, $C = 2.5 \times 10^4$ and $\mu = [0.01, 0.8] \text{ mm}^{-1}$; d) $z_R = 42 \mu$m, $z_0 = 160 \mu$m, $\mu = 0.72 \text{ mm}^{-1}$ inside the sample and $C = [10^2, 10^6]$ (arb. units). The vertical dashed lines indicate the parameter values, which were set in the simulations and also were considered to be fixed for the other plots in this figure.

### 3.3. Estimation accuracy and precision: Monte Carlo simulation

To investigate if the theoretical lower bounds on the precision estimated by CRLB can be attained by our estimation method, Monte Carlo simulations were performed. In the simulated data, the location of the focus was varied between the surface and 0.6 mm inside the sample; the other model parameters were set to $z_R = 42 \mu$m, $C = 2.5 \times 10^4$ and $\mu = 0.72 \text{ mm}^{-1}$. Next, we simulated 500 averaged A-lines distorted by Gaussian noise with an intensity-dependent standard deviation, as explained in section 3.1, for different focus locations. The method in section 2.1 was applied to estimate the model parameters using the `fmincon` function of MATLAB [Curve Fitting Toolbox, MATLAB 2013; The MathWorks, Natick, MA] using interior-point optimization.
with a termination tolerance set to $10^{-15}$, and the maximum number of iteration and function evaluations set to $10^5$.

Prior knowledge of the sample under investigation in combination with known properties of the optical system are useful to set suitable initial parameter values. The initial value of $C$ ($2.5 \times 10^4$ (arb. unit)) was set by choosing an arbitrary A-line and taking the average of the intensity values at all depths within the sample. To investigate the effect of the initial parameter values on the estimation results, the initial parameter values were varied individually, over the following ranges: $0.01 \text{ mm} \leq z_R \leq 0.2 \text{ mm}$, $0 \text{ mm} \leq z_0 \leq 2 \text{ mm}$, $10^3 \leq C \leq 7 \times 10^4$ and $0 \text{ mm}^{-1} \leq \mu \leq 6 \text{ mm}^{-1}$, while the other parameters were set to the aforementioned initial parameter values. Figure 5 shows the CoV and bias of the estimated parameters for different settings of the initial values. As can be seen, the CoVs remain below 10% and bias error below 1%.

The coefficient of variation (CoV) of the estimated parameters in Monte Carlo simulation, the rCRLB values for different parameters and the estimation bias as a function of focus location, are shown in Fig. 6. For varying $z_0$, the initial values for the unknown parameters were set to $z_R = 50 \mu\text{m}$, $C = 2 \times 10^4$ (arb. unit), $\mu = 1 \text{ mm}^{-1}$ and the values of $z_0$ were set to 0.2 mm above the expected focus locations for each averaged A-line. We can observe in Fig. 6(a) that the estimation error of the parameters by Monte Carlo simulation is below 12% when the focus location is inside the sample. In addition, Fig. 6(b) shows an acceptable bias error in the Monte Carlo simulation.

To summarize the results, it has been shown that knowing more model parameters results in a better estimation precision of $\mu$ (Fig. 3). Additionally, the proposed approach ideally can estimate the model parameters with an acceptable precision (below 10%) when the number of averaged A-lines is larger than 500, the location of the focus is inside the sample, the Rayleigh length is below 0.4 mm and the attenuation coefficient of the sample is more than $0.2 \text{ mm}^{-1}$ and less than $6 \text{ mm}^{-1}$ (Fig. 4). Therefore, these limitations for Rayleigh length and the attenuation coefficient were considered in designing our experimental setup. In addition, we obtained acceptable results using interior-point solver. This routine was used for estimating the model parameters in the real measurements explained in the next section.

3.4. Experimental setup

In this section, we apply our method to the measurements obtained from different samples with an experimental OCT system. We apply them to estimate the model parameters based on either single or multiple B-scans. The B-scans of three thick or semi-infinite samples with 0.05 wt. %, 0.1 wt. % and 0.25 wt. % of TiO$_2$ in silicone, with the zero delay location positioned 0.4 mm above the sample surface, are recorded with various locations of the focal plane from the samples’ surfaces using a Ganymede-II-HR Thorlabs spectral domain OCT system (GAN905HV2-BU) [24]. The system has a centre wavelength of 900 nm and a bandwidth of 195 nm and a Thorlabs scan lens (LSM02-BB) with 18 mm focal length. The system’s axial and lateral resolutions were 3 $\mu$m (in air) and 4 $\mu$m, respectively, and the axial and lateral physical pixel size in air was $1.27 \times 2.9 \mu$m with 1024 pixels on each A-line.

First, the focus position was manually set to the sample’s surface by optimizing the surface structure’s sharpness in the centre of enface image created by the OCT camera. Next, 90 B-scans were obtained at various locations of the focal plane by changing the axial location of the lens in the sample arm with a physical step size of 11.25 $\mu$m within a range of $\pm$ 0.5 mm around the initial focus location. Figure 7(a) shows a B-scan of 0.05 wt. % TiO$_2$ in silicone with adjusted focus location at 0.26 mm from the focus location on the surface, as estimated by optimizing the sharpness. Figure 7(b) shows the concatenation of the averaged A-lines (from each B-scan) as a function of focus position. The location of the sample remained fixed in the B-scan for various focus positions by adjusting the optical path length of the system’s reference arm. As can be seen
Fig. 5. The coefficient of variation (CoV) (left column) and bias of the estimated parameters (right column) using the proposed method obtained from 100 simulated OCT signals, when initial parameter values are set to: a-b) 0 mm$^{-1} \leq \mu \leq 6$ mm$^{-1}$, $z_R = 50$ µm, $C = 2 \times 10^4$ (arb. unit), and $z_0 = 1$ mm; c-d) $0$ mm $\leq z_0 \leq 2$ mm, $\mu = 1$ mm$^{-1}$, $z_R = 50$ µm, and $C = 2 \times 10^4$ (arb. unit); e-f) $0.01$ mm $\leq z_R \leq 0.2$ mm, $\mu = 1$ mm$^{-1}$, $C = 2 \times 10^4$ (arb. unit), and $z_0 = 1$ mm, and g-h) $10^3 \leq C \leq 7 \times 10^4$ (arb. unit), $\mu = 1$ mm$^{-1}$, $z_R = 50$ µm, and $z_0 = 1$ mm. The simulated model parameters were set to $z_R = 42$ µm, $C = 2.5 \times 10^4$ (arb. unit), $\mu = 0.72$ mm$^{-1}$ and $z_0 = 0.16$ mm.
Fig. 6. Monte Carlo simulation results: a) the coefficient of variation (CoV) of the estimated parameters (solid lines) for 500 measurements and Cramer-Rao lower bounds (dashed lines); and (b) bias of the estimated parameters as a function of focus location inside the medium.

in Fig. 7(b), the highest intensity on the surface deviates from the centre of the image, which indicates a shift in the aforementioned adjustment of the focus position on the surface.

Fig. 7. a) A B-scan of 0.05 wt. % TiO$_2$ in silicon with adjusted focus location at 0.26 mm from the adjusted focus on the surface; b) The averaged A-lines (from the acquired B-scans per focus position) as a function of focus position; c) Averaged OCT signals (circles) along data-points located at 63 µm inside the sample (dashed lines in (a)) with the best fitted focus model.

Several pre-processing steps have been performed on the measured spectra. First, the reference arm intensity, which was measured automatically by the system for every acquisition, was
removed. Second, to compensate for the nonlinear spacing, the spectra were interpolated based on the reported wavelength distribution on the detector by the system manufacturer. Finally, the OCT signals were generated by squaring the Fourier transform of the interpolated signal. As mentioned in section 2.1, the averaged noise floor was obtained, by averaging over a large number of A-lines while having no sample in the sample arm, and subtracted from the A-lines. Afterwards, the roll-off of the system was measured and the A-lines were corrected for it. To estimate the roll-off, scans of 0.25 wt. % TiO$_2$ for different locations of the surface within the OCT image depth range were obtained by changing the optical path length of the reference arm, and the sensitivity decay was obtained by smoothing and interpolating the average intensities of the corresponding region of interest in the scans. Finally, regions above and inside the sample that only contained noise were removed for each B-scan [7].

The system’s Rayleigh length was estimated by the following procedure. For each B-scan obtained from the sample with 0.05 wt. % of TiO$_2$ in silicone, the averaged A-line was calculated and the arbitrary data-point at the physical depth of 63 $\mu$m from the sample’s surface were recorded. This physical depth should be close enough to the surface to obtain a sufficiently high SNR and far enough from the surface to avoid the data-points being affected by reflection artefact. The initial values of $z_0$ and $z_R$ were obtained by fitting the following model to the recorded data-points (Fig. 7(c)),

$$f(z; z_0, z_R) = \frac{C}{\left(\frac{z - z_0}{z_R}\right)^2 + 1}$$

where $z_R$ is the Rayleigh length which depends on the refractive index $n$ of the medium [18]. In addition, the shifted focus positions were transformed from physical to optical distance. The optical Rayleigh lengths in air and silicone (with refractive index of $n_{\text{sample}} = 1.44$) were estimated to be 29.3 $\mu$m and 60.8 $\mu$m ($z_{R\text{Si}} = n_{\text{Si}}^2 z_{R\text{air}}$), respectively, shown in Fig. 7(c). The physical Rayleigh length in silicone was calculated to be 42 $\mu$m.

### 3.5. Estimating the model parameters in a single B-Scan

The unconstrained model of Eq. (1) was fit to the averaged A-lines obtained from 500 single A-lines of each B-scan. The initial values were set to $\mu = 3$ mm$^{-1}$, $C = 5 \times 10^3$, $z_R = 56$ $\mu$m, and the values of $z_0$ were set to 0.2 mm above the expected focus locations for each Averaged A-line. $z_0 = (\text{the expected focus location} - 0.2 \text{ mm})$. The results of the fit to the measurements of 8 B-scans acquired with focus positions of $\{-0.5, -0.3, -0.1, 0.15, 0.3, 0.45, 0.6, 0.75\}$ mm are shown in Fig. 8. The estimated parameter values for all recorded B-scans are shown in Fig. 9. Since parameters $z_R$ and $\mu$ are constant among the B-scans, we expect them to have similar estimated values. However, as can be seen, when the focus is above the sample, the estimated parameters are far from the expected values. Additionally, when the focus location is within the depth of 0.1 mm inside the sample, the estimated attenuation coefficients seems to be significantly different compare to their estimated values at larger depths. This also confirms the simulation results in section 3.1.

For a location of focus inside the sample, the estimated focus locations closer to the surface are in better agreement with the expected focus locations than for focus positions very deep into the sample.

### 3.6. Estimating the model parameters using multiple B-Scans

Multiple B-scans of the same sample acquired with different focus positions can also be combined to estimate the model parameters as explained in section 2.2. In this case, the model parameters $\mu$ and $z_R$ were considered common while the focus position $z_o$ and $C$ were left free to vary among the B-scans. Only the B-scans in which the focus was inside the sample were considered in this experiment. The initial parameter values of the fitting process were the same
Fig. 8. The result of fitting the constrained model (blue) to the averaged A-lines per B-scan (red) obtained from the sample with 0.05 wt. % TiO$_2$ in silicone for eight different focus positions \{-0.5, -0.3, -0.1, 0.15, 0.3, 0.45, 0.6, 0.75\} mm from left to right. The location of the estimated focus (within the shown depth range) is indicated by the vertical dashed line.

Fig. 9. The estimated model parameters as a function of focus position obtained averaged A-lines per B-scan acquired from the sample with 0.05 wt. % TiO$_2$ in silicone. The vertical red dashed lines indicate the B-scan in which the focus was on the sample’s surface.

as the values mentioned in section 3.3. To investigate if the estimation result depends on the number of the B-scans used, different numbers of the B-scans (2, 4, 8, 16 and 32) acquired from the sample with 0.05 wt. % TiO$_2$ in silicone were used. The estimated parameters $\mu$, $z_R$ and $z_0$ are shown in Fig. 10 for different numbers of combined B-Scans. As can be seen, the estimated attenuation coefficient and Rayleigh length do not change significantly when more than 8 B-scans were used.

We combined 8 B-scans in estimating the attenuation coefficient $\mu$ for samples with different concentrations of TiO$_2$ in silicone (0.05 wt. %, 0.1 wt. % and 0.25 wt. %). The results are shown
Fig. 10. Estimated model parameters: (a) $z_R$ and (b) $\mu$, obtained from the averaged A-lines of 2, 4, 8 and 16 B-Scans acquired at different focus positions inside the sample with 0.05 wt. % TiO$_2$ in silicone. The estimated and expected $z_0$ are shown for the combinations of (c) 2, (d) 4, (e) 8, and (f) 16 B-Scans, i.e. focus locations.

In Table 2, the standard errors for the estimated attenuation coefficients, Rayleigh lengths and the focus locations were 0.01 mm$^{-1}$, 0.0001 mm, and less than 0.01 mm, respectively. In theory, the relationship between the particle concentration and the attenuation coefficient should be linear. The estimation result shows a reasonable correlation between the TiO$_2$ weight concentration and the estimated attenuation coefficient [with $R^2 = 0.99$ calculated over all B-scans].

Table 2. Estimated attenuation coefficients obtained using 8 B-scans acquired with different focus positions inside the sample for three phantoms with different TiO$_2$ weight concentrations in Silicone.

<table>
<thead>
<tr>
<th>TiO$_2$ conc. (wt. %)</th>
<th>Estimated $\mu$ (mm$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.05</td>
<td>1.0</td>
</tr>
<tr>
<td>0.1</td>
<td>2.1</td>
</tr>
<tr>
<td>0.25</td>
<td>4.4</td>
</tr>
</tbody>
</table>

4. Discussion

We presented a method to estimate the sample attenuation coefficients from OCT measurements compensated for the effects of the axial PSF. The recorded signals were modeled by assuming single-scattering in a homogeneous sample accounting for the system’s roll-off, noise and focused beam shape (axial PSF). The model parameters of the focused axial PSF were estimated from experimental OCT data. Our goal was to achieve accurate estimation of the attenuation coefficient to enable reliable quantitative analysis of a sample under investigation. The numerical study predicted the performance, and hence the limitations, of our model for different experimental conditions. We observed that for a Rayleigh length smaller than 0.3 mm the estimation error of attenuation coefficient is smaller than 10% for a sample with attenuation coefficient of 0.73 mm$^{-1}$ and with the location of the focused beam inside the sample. The signal decay caused by the effect of axial PSF for the location of the focus inside and close to the sample’s surface for larger Rayleigh lengths is not as significant as for smaller Rayleigh lengths. Accurate estimation of the attenuation coefficient for the location of focus above the sample is not feasible since it is nearly
impossible to distinguish between the decay of the recorded signal caused by attenuation and by the axial PSF.

In experiments with phantoms of different weight concentrations TiO$_2$ in silicone, good fits of the model to the measurements using a single B-scan as well as multiple B-scans acquired for different focus positions were obtained. In the latter case the parameters related to sample and optics were shared, whereas the focus position and signal strength were allowed to vary among the different B-scans. Only for focus positions very deep into the sample, the fitted model parameters started to deviate from the measurements closer to the sample’s surface. This might be due to the background noise subtraction or an incorrect estimation of roll-off.

The estimated attenuation coefficients using single B-scans are varying among the B-scans and tend to decrease when the focus is shifting to larger depths. For the focus locations above the sample and close to the surface inside the sample, the estimated attenuation coefficients are significantly different compared to the estimated values at larger depths. This confirms the numerical results depicted in Fig. 4(a). We observed that the incorrect estimation of model parameter $C$ can significantly influence the estimation of the attenuation coefficients. Therefore, finding a method to fix this parameter would significantly improve the results of estimating the attenuation coefficient from a single B-scan.

We also combined multiple B-scans acquired at different focus positions to estimate the model parameters. The estimated Rayleigh length and locations of focus in different B-scans could be estimated with less than 3% error while using 8 B-scans. Using more B-scans does not show a significant improvement in estimating the model parameters. To be able to compare the numerical and experimental results properly, the true attenuation coefficient values of the samples should be known. While these attenuation coefficients are unknown, we do know the concentration of TiO$_2$. We showed that in samples with different concentrations of TiO$_2$ dispersed in silicone there is a linear relation between the 0.05 wt. % and 0.1 wt. % TiO$_2$ weight concentration and the estimated attenuation coefficients. However, the estimated attenuation coefficient for 0.25 wt. % TiO$_2$ is slightly lower than the expected value. It has been shown previously that the measured attenuation coefficient falls below the expected values for increasing particles concentration due to an increase of the amount of multiple scattering [25]. Applying a multiple-scattering model can result in a better correlation between the measurements and the OCT light model.

A limitation of this work is the assumption of isotropic scattering and weak concentrations of scatterers such that a single-scattering model suffices.

In ophthalmology we encounter a shift of the focal plane due to accommodation of the human eye and movements of the eye and the head. The method can also be applied to data in which the focus position remains fixed for all B-scans. In addition, in ophthalmology, the recorded OCT scans obtained from a clinical OCT system are usually averaged over 10-100 B-scans during acquisition to improve the image quality of the scans. To obtain the precision explained in this research (by averaging over 500 A-lines), we only need to average over a small area in the image (5-50 neighboring A-lines). To obtain a higher spatial resolution, it is advised to reduce the number of averaging among neighboring A-lines while increasing the averaging rate during acquisition. In future work, we will extend the proposed method to estimate the attenuation coefficient values of a multi-layer sample from the OCT images. This is especially relevant in applications such as ophthalmology where each retina layer has different optical properties.
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