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“I believe in intuition and inspiration. Imagination is more important than knowledge. For knowledge is limited, whereas imagination embraces the entire world, stimulating progress, giving birth to evolution. It is, strictly speaking, a real factor in scientific research.”

Albert Einstein, Cosmic Religion: With Other Opinions and Aphorisms, 1931, p. 97.
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VI Thermal-Diffusivity-Based Frequency References in Standard CMOS
1 Introduction

The operation and performance of electronic systems often depends on the accuracy of the clock signals that determine their timing. For decades, these signals have been generated by quartz crystal oscillators, which dominate the 4.5 billion dollar market for frequency control components; however, due to the dedicated manufacturing process used for quartz crystals, they can not be integrated into micro-chips. For years, designers have tried to make integrated frequency references that can compete with the stability of quartz crystal oscillators. These efforts have resulted in various types of silicon-based frequency references. Some of these references combine a MEMS (Micro Electro Mechanical System) resonator with a silicon chip. Others are based on integrated elements such as resistors, capacitors, or inductors.

This thesis describes an alternative approach to the realization of integrated frequency references. Unlike other approaches, it does not rely on the accuracy of on-chip electrical components. Instead, it is based on the thermal properties of silicon. In the past, these properties have been used to build on-chip thermal delay lines intended for filter applications. The operation of such filters is governed by a physical parameter called the thermal-diffusivity. This is a measure of the rate at which heat diffuses through a silicon substrate. The thermal-diffusivity-based (TD) frequency references proposed in this thesis can be realized in a standard CMOS process, which is the mainstream technology for the high-volume production of integrated circuits. In this thesis it will be shown that output frequencies
up to 16MHz and stabilities of ±0.1% over the military temperature range (-55°C to 125°C) can be achieved. Furthermore, it will be demonstrated that thermal-diffusivity-based frequency references benefit from CMOS scaling.

This chapter is an introduction to the thesis. It starts with a brief discussion of various parameters related to frequency and its stability. Furthermore, an overview of quartz crystal oscillators and the efforts towards their replacement is provided. Thermal oscillators, initially meant for temperature-to-frequency conversion, are introduced as the predecessors of thermal-diffusivity-based frequency references. Further, the thermal diffusivity concept and the way it can be harnessed in a standard CMOS process is described. The chapter ends by presenting the motivations, challenges and the organization of the thesis.

1.1 Frequency and its Accuracy Measures

Frequency and time are interdependent parameters. Everyone has a feeling of time, a parameter that has been measured historically by keeping track of natural phenomena such as the cycles of day, night, and seasons [1.1]. The unit of time is the second, the smallest quantity that most wrist-watches can indicate. Frequency, denoted by the symbol \( f \), is the number of occurrences of a periodic event within one second [1.2]. The unit of frequency is Hertz (Hz), meaning that a periodic event that occurs once per second has a frequency of one Hz. For instance, a violin string that produces an \( E \) musical note, vibrates 660 times in a second, corresponding to a frequency of 660Hz. Furthermore, the duration of one cycle of a repetitive event is its period, which is denoted by the symbol \( T \). The period \( T \) is equal to the reciprocal of the frequency \( f \).

In ancient times (thousands of years BC), the Egyptians used obelisks and sundials to keep track of time (Figure 1.1) [1.3]. Later, it was discovered that an object with a reliable periodic movement (stable frequency) could also be used to keep time. One of these early objects was the pendulum (Figure 1.1). In 1583, Galileo discovered that a pendulum swings with a nearly constant period. Later, in 1656, Huygens invented the pendulum clock. After the invention of quartz-crystal oscillators in 1918, it was possible to embed quartz crystals with oscillation frequencies of 32,768Hz into electronic wrist watches [1.1]. This specific frequency can be easily related to a 1Hz event via a binary counter that divides the oscillator frequency by \( 2^{15} \). Cesium atomic clocks were developed in the 50’s. This invention enabled extremely accurate time (frequency) measurements, with an inaccuracy of one second in ten million years [1.1]!
Most of us encounter the concept of frequency on a daily basis in the form of musical notes, radio frequencies, etc. However, these are not the only ways that frequency plays a role in our modern lives. In the current era of information, we send and receive data through our communication devices. It is because of the accurate and stable generation and detection of frequencies that we have mobile phones, wired and wireless data networks, ever faster computers, navigation systems based on the Global Positioning System (GPS), etc. In all these systems, accurate frequency sources allow data from different channels to be combined, sent through a communication medium, and successfully received at the destination.

The accuracy and stability of frequency references are crucial to the operation of any instrument that uses them. A faulty or broken tuning fork produces a resonant frequency that deviates from the desired musical tone. A music instrument tuned with that fork might then irritate a musician’s sensitive ears. If the local oscillator in an FM radio has an unstable frequency that jumps around every now and then, the received signal will, accordingly, jump back and forth between the various channels. If the same oscillator has a poor noise performance, then you might hear the news in the background of your desired jazz music. If the crystal oscillators in your cell phone are too temperature dependent, your call will drop every time you step out of your warm office onto the cold snowy streets. Finally, if the frequency reference in your MP3 player does not meet the USB standard, copying an MP3 file through the USB port of your laptop might require several attempts.

The abovementioned examples tell us that a frequency reference needs to have a certain level of accuracy, stability and noise performance [1.4]. This means that parameters should be defined to describe the quality of such a reference. In principle, an electrical frequency reference can be regarded as a circuit block that receives a supply voltage $V_{DD}$ and produces a periodic output signal at a target frequency $f_0$ (Figure 1.2). The stability of a frequency reference can be considered from various points of view. One
such view involves observing how the output frequency $f_0$ varies as a function of environmental parameters such as ambient temperature and supply voltage $V_{DD}$. Furthermore, variations in the fabrication process can shift the value of $f_0$. The combined effect of these parameters (process, voltage, and temperature) is called the PVT tolerance of a reference.

The graphical illustrations in Figure 1.2 show how each of the PVT elements can affect the nominal frequency of a frequency reference. Over its full range of variations, each parameter causes a certain amount of deviation in the nominal value of $f_0$. When the effects of all parameters are added, a total deviation of $\Delta f_0$ can be expected in the reference’s frequency. This is a proportion of the nominal oscillation frequency $f_0$, and thus the ratio $\Delta f_0 / f_0$ is normally denoted in percentage (%) or in parts-per-million (ppm). This is a measure of the frequency reference’s stability and determines its overall level of inaccuracy.

![Figure 1.2. Effects of process, voltage, and temperature variations on an oscillator’s output frequency (PVT effect).](image)

![Figure 1.3. Variations in the period of oscillation due to noise and the jitter histogram.](image)
Apart from the stability or accuracy of a frequency reference, its output also includes noise. This noise adds uncertainty to the period of oscillation. This is shown in Figure 1.3, where a few cycles of a square-wave clock are illustrated. In this figure, the period of oscillation has a random variation due to noise, which usually has a Gaussian distribution \([1.5][1.6][1.7]\). The average value of this distribution has a mean, which is the average period of oscillation called \(T_0 = 1/f_0\). The standard deviation of this distribution, \(\sigma_C\), is defined as the cycle-to-cycle jitter, which is a measure of the magnitude of period fluctuations. Jitter is normally defined as a root-mean-squared (rms) quantity.

Jitter is a time-domain means of quantifying the noise in an oscillation period, but this can also be done in the frequency domain. The associated parameter is called phase noise \([1.5]\), and is especially important for sine-wave oscillators used in telecommunication applications \([1.7]\). Ideally, the frequency-domain representation of a sine-wave signal has a power spectral density in the form of a peak occurring at the frequency of oscillation, \(f_0\). Due to noise in the phase of this sinusoidal signal \(S_c(f)\), its power spectrum will exhibit a “skirt” as shown in Figure 1.4. The amplitude of this skirt at frequencies with a certain offset with respect to \(f_0\) is an important parameter in the design of radio receivers. In such applications, the local oscillator’s phase noise will affect the receiver’s selectivity \([1.8]\). The phase noise spectrum \(L(\Delta f)\), is defined as the attenuation in dB referenced to the value of \(S_c(f)\) at \(f_0\) and at an offset frequency \(\Delta f = f_1 - f_0\). This is normalized to the main carrier’s power and denoted in dBc/Hz (see Figure 1.4).

### 1.2 Challenge of Integrating Frequency References

Historically, crystal oscillators have been the only frequency control components that could achieve high performance with regard to accuracy and noise \([1.9]\). However, due to the dedicated manufacturing process of a quartz crystal, they are nearly impossible to realize in IC technology. For years, integration has brought more reliability to electronic systems allowing...
for lower prices and more functionality at smaller form factors. This is thanks to the reliable and large volume production made available by IC technologies such as the CMOS process, which have advanced with the evolution of microprocessors. To benefit from this integration trend, researchers and analog circuit designers have faced the challenge of producing frequencies as stable as those made by quartz crystal oscillators, but only through the use of on-chip circuitry [1.10].

Integrated (silicon-based) frequency references need to rely on the properties of on-chip elements in order to produce accurate time constants. Of the various methods that have been developed in the past decades, only a few have been commercialized so far. One of them is the silicon MEMS resonator-based oscillator, in which the quartz crystal is replaced by a MEMS resonating structure. The resonator is then attached to another silicon die with the circuitry that maintains the oscillation and performs the temperature compensation [1.11]. MEMS based frequency references with sub-ppm stabilities are now available commercially [1.12]. They can replace quartz crystal oscillators with packages that have exactly the same foot-print. The major difficulty with this technology is the special processing required for the fabrication of MEMS structures, which makes their integration with baseline IC technologies such as standard CMOS uneconomic. This usually leads to a solution requiring two dies within one package.

Standard CMOS compatibility of an integrated frequency reference makes it possible to combine it with larger systems-on-a-chip. Such complicated systems combine accurate analog functionalities with sophisticated digital signal processing in a single die and are normally implemented in CMOS process. Various standard-CMOS-compatible frequency references have been introduced so far, mainly relying on passive elements such as resistors, capacitors, and inductors. Among these, LC oscillators (using inductors and capacitors in a resonant circuit) [1.13] have been commercialized. These oscillators achieve accuracies in the order of a few hundred ppm by means of trimming and temperature compensation. RC oscillators dissipate less power than the LC oscillators; however, their accuracy is limited to tens of thousands of ppm [1.14]. Although, this certainly does not compete with the accuracy of quartz crystals, RC oscillators are often used in low-power applications such as biomedical implants.

Traditionally, the methods of realizing integrated frequency references make use of the generation, transfer, and processing of signals in the electrical or mechanical energy domains. RC and LC oscillators are purely electrical, while MEMS based resonators are electro-mechanical parts. The frequency generated by each of these methods depends on the manufacturing process and on the effect of temperature variations. These dependencies
necessitate some means of trimming and temperature compensation in order to achieve reasonable accuracies. Sometimes, the lack of correlation among the various sources of variation requires multi-point temperature trimming, which increases the manufacturing costs.

Questions that we might ask ourselves could be: “Is there another physical property of silicon (besides the electrical-domain properties) that is stable enough and can be used as a means of producing time (frequency) references? Could this property be harnessed by means of electronic circuitry? Is this property something that can be used in any IC technology, especially within the standard CMOS process? Is it a property with reproducible behavior in response to environmental parameters such as temperature? Is a research plan for investigating the possibilities and limitations of using this property for the goal of on-chip frequency generation attractive?”

1.3 Frequency Generation Based on the Thermal Properties of Silicon

Energy can be produced, processed and transferred in any of the five physical domains. These include the electrical, mechanical, chemical, thermal and electromagnetic domains. Efforts to generate stable on-chip frequency references have, so far, mainly concentrated on the electrical, mechanical and the electromagnetic domains. The thermal-domain properties of silicon have received much less attention.

The first publications in this field date back to the 1970’s, when the transport of thermal signals in microelectronic structures was investigated. In 1971, Gray and Hamilton showed [1.15] that the interactions between electrical and thermal-domain signals can be used to produce large time constants in silicon integrated circuits. Their main interest was to produce filters with very low cut-off frequencies. These efforts resulted in microstructures in which integrated heaters were fabricated close to

Figure 1.5. Micro heaters and temperature sensors diffused into a silicon substrate.
integrated thermal sensors and within a silicon substrate (see Figure 1.5). In such structures, the heat dissipated in the heater diffuses through the substrate and is sensed by the temperature sensor after a certain *thermal delay*. This delay is associated with the substrate’s thermal inertia. Hamilton used this technique to realize integrated high-Q band-pass filters with bandwidths ranging from a few Hertz to a few hundred Hertz [1.16].

In 1972, Bosch, a researcher at Philips Research Laboratories, proposed [1.17] the use of the Seebeck (thermoelectric) effect, i.e. the direct conversion of temperature difference to electric voltage, to realize on-chip temperature sensors in the form of thermocouples [1.18]. These were made by "p" or "n" type semiconductor materials in contact with Aluminum. He considered locating a heater about 200μm apart from a thermocouple [1.18]. An amplifier fed back the output of this thermocouple to the heater, forming a thermal oscillator. Bosh reported a nominal oscillation frequency of 200 kHz, but did not publish measurement results describing the effect of process and temperature variations. Further work on thermal oscillators was published in 1995 by Szekely [1.19], in which the behavior of a thermal relaxation oscillator was investigated over temperature. This was with the special interest of studying the possibility of using thermal oscillators as temperature-to-frequency converters.

The concept of thermal oscillators builds on the well-defined thermal delays that can be realized in microstructures. Such delays involve the transfer of heat within a defined geometry, fabricated in a silicon substrate. The substrate acts as the heat transferring medium. Figure 1.6 illustrates the side view of a silicon slab, in which a diffusion heater, e.g. a resistor, is implemented in close proximity (*s* is a few tens of microns) to a relative temperature sensor, e.g. a thermopile. The heat generated in the heater diffuses through the substrate and results in a local temperature change. This

Figure 1.6. *Silicon slab with a heater and a temperature sensor implemented in it at a distance s and the electrical circuit equivalent to it.*
is mediated by phonons [1.20] and thus involves mechanical vibration within the silicon atoms of the lattice.

The rate at which heat diffuses through the substrate is determined by the thermal-diffusivity of silicon, $D$ (in cm$^2$s$^{-1}$) [1.21][1.22], which is a temperature dependent parameter. This dependency is associated with the effect of temperature on the silicon lattice causing its expansion or contraction and affecting the mechanical vibration of the crystalline silicon atoms. In the past, the temperature dependence of $D$ has been characterized over various temperature ranges. These are summarized in [1.22], indicating an approximate relation of $T^{-1.8}$ (where $T$ is the absolute temperature) [1.22][1.23]. This implies that the thermal delay resulting from the thermal diffusivity of silicon will also be a function of temperature.

If AC power is dissipated in the structure shown in Figure 1.6, the resulting temperature fluctuations at the temperature sensor will be translated back into an AC electrical signal. However, the phase of this signal will be delayed compared to the heater’s power. This delay is a function of $D$ and $s$. Such a structure behaves like a low-pass filter and is therefore called an electrothermal filter (ETF). Like an electrical filter, an ETF has a defined phase vs. frequency characteristic. In principle, such a structure can be implemented in any IC process.

In 2006, Makinwa showed that by embedding an ETF in a frequency-locked loop (FLL), a voltage controlled oscillator (VCO) can be slaved to the thermal-diffusivity of silicon (see Figure 1.7) [1.23]. The ETF’s heater is driven by the VCO output. The ETF’s output signal is then demodulated by the same heater drive signal via a synchronous demodulator. The output of the demodulator is integrated and used to drive the VCO. Feedback forces the VCO to oscillate at a frequency where the output of the demodulator is zero. This corresponds to an ETF phase shift of 90 degrees. This means that ideally, the accuracy as well as the characteristics of the output frequency will be solely determined by the ETF.

![Figure 1.7. Electrothermal frequency-locked loop (FLL) with an analog integrator.](image-url)
This architecture represented a major breakthrough compared to the early thermal oscillators. This was mainly due to the use of synchronous demodulation and integration. One of the main drawbacks of the earlier thermal oscillators was their poor jitter performance. This is because silicon is a good conductor of heat and even at large heater power levels the thermopile signal is rather small. In the presence of the wideband thermal noise produced by the thermopile’s resistance, the signal-to-noise ratio at the output of an ETF is quite poor. The narrow-band tracking filter employed in the electrothermal FLL of [1.23] reduces the noise bandwidth and achieves a low level of jitter. The work in [1.23] was initially aimed at developing a temperature-to-frequency converter. It demonstrated that the output frequency of an electrothermal FLL can be successfully locked to $D$, and thus exhibit the same temperature dependence [1.21][1.22].

In [1.23] a remarkable level of untrimmed inaccuracy, i.e. a device-to-device output frequency spread of $\pm 0.25\%$ ($3\sigma$) was reported over the industrial temperature range. This was very promising because, to first order, this is determined by the ETF’s phase accuracy, which is a function of $D$ and its geometry. The accuracy of the geometry is defined by the photolithography used in the CMOS process, while the value of $D$ should be stable for the doping levels used for the IC-grade silicon substrates [1.23][1.24]. These results showed that perhaps the thermal-diffusivity of silicon could be a potential basis for on-chip frequency generation. However, the output frequency of the electrothermal FLL has the same temperature dependence as $D$. To build an integrated frequency reference, stability over temperature is required, and so a means of temperature compensation is necessary.

### 1.4 Motivation

The main practical motivation of the work described in this thesis is to make an integrated frequency reference with no external components, which can be fabricated in standard CMOS process. As described earlier in this chapter, the elimination of quartz crystal oscillators, as the last external electrical components, has motivated a large amount of research in the past years. Many of these efforts have resulted in silicon based on-chip frequency references that either rely on the tolerance of on-chip passive elements, or require special manufacturing processes. However, only the MEMS-based and the LC-based oscillators have been commercialized.

The main scientific motivation of the work in this thesis is to explore the feasibility and the level of stability that can be achieved by an alternative method of on-chip frequency generation. Unlike the conventional methods, the proposed method does not rely on the accuracy of on-chip electrical
elements. Instead, the thermal-diffusivity of silicon is harnessed through standard CMOS compatible structures called electrothermal filters (ETF). The thermal diffusivity of silicon is defined by the parameter $D$, which is the rate at which heat diffuses through a silicon substrate. An ETF is a low-pass structure whose phase response is determined by $D$ and by geometry. The application of ETFs in frequency-locked loops facilitates the realization of an electrical oscillator locked to $D$. The stability of the output frequency is then no more determined by the oscillator’s own tolerances and drift, but determined by the ETF characteristics.

The work done on thermal-diffusivity-based (TD) temperature sensors has shown that ETF tolerances are in the order of 0.1% [1.23][1.25]. This is mainly determined by the purity of the silicon substrate and by the accuracy of the lithography used in the IC technology. For scaled processes, with smaller feature sizes, the lithographic accuracy improves, which implies that ETFs should benefit from Moore’s law [1.27]. This agrees with the observation that the untrimmed accuracy of TD temperature sensors improves as a function of CMOS scaling [1.25][1.28]. Besides exploring the achievable levels of performance by TD frequency references, another motivation for this work is to show that such references can also benefit from process scaling.

A TD frequency reference needs an accurate means of temperature compensation. This is because of the temperature dependence of $D$. Contrary to the multi-point temperature trims used in some silicon-based frequency references, the temperature compensation of a TD frequency reference should only require a single room-temperature trim to compensate for lithographic errors. This is crucial in reducing the extra costs associated with the test time.

The performance metrics of interest in this work are process and temperature spread and the achievable levels of output jitter. Since this method has not been explored yet, there are no specific performance targets for the, to be developed TD frequency references. From a purely scientific exploration point of view, design methodologies can be devised with the aim of discovering the limits of performance, which should then be confirmed by experimental results. This thesis thus describes a pioneering effort that aims to determine the possibilities and limitations of the proposed method. It represents the first steps in the evolutionary path of thermal-diffusivity based frequency references.

## 1.5 Challenges

The design and implementation of a thermal-diffusivity-based (TD) frequency reference involves several challenges at both the system and
circuit levels. These mainly involve accuracy and noise related trade offs. As mentioned earlier, the expected tolerance of an electrothermal filter (ETF) is about 0.1%, which should not be altered by its interface circuitry. This means that the frequency-locked loop (FLL) in which the ETF is embedded should be able to excite it and readout its output signal accurately. The phase information contained in this signal needs to be processed with accuracies in the order of tens of milli-degrees. Precision analog circuit design techniques then need to be applied in order to suppress extra error sources such as excess electrical phase shift and residual offsets.

The simplified FLL shown in Figure 1.7 is based on the proposal in [1.23]. This loop involves an analog integrator that determines the loop's narrow noise-bandwidth and suppresses the ripple associated with the synchronous phase detector used to readout the ETF phase. To achieve this, an external $1 \mu F$ capacitor was used in [1.23]. The elimination of this external component is a major system-level challenge. To achieve this, a new digitally-assisted FLL is proposed in this work. The narrow bandwidth is achieved through a digital loop filter whose inclusion in the loop, however, requires the addition of analog-to-digital and digital-to-analog conversions.

Without temperature compensation, an electrothermal FLL exhibits a temperature dependence in the order of 3000 ppm/$^\circ$C (at room temperature). To guarantee 0.1% frequency accuracy, a temperature compensation scheme with a state-of-the-art inaccuracy of about 0.1$^\circ$C is required. This has, so far, been achieved only by band-gap temperature sensors, which are based on the temperature dependence of bipolar transistors [1.26]. Therefore, an on-chip band-gap temperature sensor combined with a delta sigma data converter was used to measure the temperature of the die. This could then be injected into the digitally-assisted FLL through a digital mapping scheme in order to compensate the TD frequency reference.

The design of a TD frequency reference involves trade-offs between accuracy, output frequency and jitter performance. An ETF’s geometry determines its thermal delay. The smaller the geometry, the smaller the delay and hence the higher the output frequency of the reference can be. On the other hand, the accuracy of an ETF’s phase shift determines the accuracy of the output frequency. Since this is, to first order, determined by lithographic error, reducing the geometry increases its effect. This means that the ETF’s dimensions have to be increased in order to improve its intrinsic accuracy. However, silicon is a good conductor of heat, and so increasing these dimensions reduces its output signal. The lower the signal, the more will be the effect of the ETF’s wideband thermal noise on the FLL’s jitter. Therefore, there are trade-offs among the accuracy, output frequency and jitter of a TD frequency reference.
1.6 Thesis Organization

This thesis describes an alternative method of on-chip frequency generation based on the thermal diffusivity of silicon. Apart from this introductory chapter, the second chapter provides a literature study on state-of-the-art silicon-based frequency references. For each approach, a brief introduction to the history, principles of operation, state-of-the-art realizations, performance measures, and the associated possibilities and limitations will be provided. The study covers silicon MEMS resonator based oscillators, as well as LC, RC, relaxation, ring, and electron-mobility-based frequency references.

Chapter 3 provides an overview of the concept of on-chip frequency generation based on the thermal properties of silicon. The thermal-diffusivity of silicon, \( D \), will be introduced. It will be shown how an electrothermal filter (ETF) can harness this physical property. ETFs in standard CMOS and their design parameters will be described. An overview of the earlier thermal oscillators and their limitations will be provided. Furthermore, an electrothermal frequency-locked loop (FLL) will be introduced as a system level solution to the drawbacks of early thermal oscillators. It will be shown why an FLL is a suitable foundation for building a thermal-diffusivity-based (TD) frequency reference. The dynamics of the FLL as well as the effect of the ETF thermal noise on its output jitter will be analyzed. Also, the earlier generations of CMOS FLLs and the challenges associated with their integration will be reviewed. This motivates the need for the realization of an alternative FLL.

Chapter 4 describes a new architecture for electrothermal FLLs, which is more suitable for CMOS integration. The proposed digitally-assisted FLL (DAFLL) achieves the required narrow noise bandwidth by means of a digital loop filter. The proposed system-level architecture of the loop will be introduced. Furthermore, the design, implementation and characterization of the DAFLL will be covered. This includes a phase digitizer in the form of a phase-domain \( \Delta \Sigma \) modulator (PD\( \Delta \Sigma \)M) and a digitally-controlled oscillator (DCO). The design and characterization of these blocks will be described in the framework of two test chips.

Chapter 5 describes the complete implementation of the first TD frequency reference in a 0.7\( \mu \)m standard CMOS process. This includes the addition of temperature compensation to the DAFLL described earlier with the help of an on-chip band-gap temperature sensor. As a result, the reference produces an output frequency of 1.6MHz and is stable to \( \pm 0.1\% \) over the military temperature range (-55°C to 125°C). The system-level considerations of the temperature compensation scheme are presented. Then
the system and circuit level design of the band-gap temperature sensor will be described in detail. Finally, the characterization results on a test chip including the complete TD frequency reference will be provided.

Chapter 6 describes the design and implementation of a scaled TD frequency reference in a 0.16μm standard CMOS process. The aim of this implementation is to demonstrate the feasibility of TD frequency references in modern CMOS process, as well as to demonstrate that such references can benefit from technology scaling. For a given accuracy, the improvements achieved by scaling include less jitter, greater output frequency, and less power consumption and chip area. The scaling strategy starting from the ETF and extending to the analog circuit design will be described. The system and circuit design as well as the experimental results on a test chip implemented in a 0.16μm CMOS process will be provided. The scaled reference dissipates 2.1mW from a 1.8V supply (3.7x reduction compared to the previous generation), generates a 16MHz output frequency (10x higher), and is stable to ±0.1% over the military temperature range. Its 45ps rms period jitter is 7x lower and its area is 12x smaller than the previous implementation.

In chapter 7, the main conclusions of the thesis are summarized. Furthermore, possible future work on TD frequency references will be described.

1.7 References


Introduction


This chapter provides an overview of silicon-based frequency references. Reduction of size and cost as well as increased reliability have been the main motivations for the realization of on-chip frequency references. However, the main limitation of such references is the effect of process, voltage, and temperature variations (PVT) on their output frequency. This chapter reviews various state-of-the-art implementations of silicon-based frequency references described in the open literature or available as products on the market. Its aim is to provide an overview of the pros and cons of the chosen approaches in order to build a comparison chart. Such an overview should help the reader to compare the approach described in this thesis, the realization of thermal-diffusivity-based (TD) frequency references, with the other available solutions.

2.1 Introduction

The stability of a frequency reference is a measure of the amount of variation in its output frequency as a function of environmental parameters. These include temperature, supply voltage, process tolerances, noise, etc. It should be noted that the terms stability and accuracy will be used interchangeably throughout this thesis. This is because they both refer to the same concept as far as the level of variations in the nominal oscillation...
frequency of an oscillator is concerned. If this nominal value is equal to \( f_0 \), then its level of stability (accuracy) is measured either in parts per million (ppm) or in percent \([2.1]-[2.4]\). If the absolute value of the deviation in the output frequency is \( \Delta f \), then the error can be calculated as:

\[
\text{error (ppm)} = \frac{\Delta f}{f_0} \cdot 10^6 \quad \text{or} \quad \text{error (\%)} = \frac{\Delta f}{f_0} \cdot 10^2.
\]

Various electronic systems require different levels of accuracy for their frequency reference. For instance, in some microcontroller application references stable from 0.01% (100ppm) to 1% (10000ppm) [2.5] might be required, while a wire-line data link such as USB 2.0 needs 500ppm of clock accuracy [2.6]. Wireless communication channels require tighter accuracies. For instance a cell-phone handset application might need frequencies stable to 2.5ppm [2.7], while a GPS receiver or a mobile base-station system might require sub-ppm accuracies [2.3][2.7].

For decades, crystal oscillators have been the only means of producing stable frequencies. Considering their low temperature dependency, relatively low cost and small form factor, as well as their wide commercial availability, they have a dominant share of the frequency control market (more than 90%, equivalent to more than 4.5 billion dollars) [2.3]. Quartz crystal oscillators are available with various levels of accuracy. The non-compensated (XO) and voltage compensated (VCXO) oscillators achieve stabilities in the range of 20 to 100ppm. When they are temperature compensated (TCXO), their accuracy is in the 0.1 to 5ppm range. Oven controlled (OCXO) oscillators achieve very high stabilities: in the order of 1ppb (part per billion) [2.3].

Apart from their high levels of accuracy, quartz crystal oscillators also have some drawbacks. The first of them is the space they occupy on printed circuit boards, especially when a number of frequency sources are required within one system. Another important disadvantage is their sensitivity to mechanical shock and vibration. This mainly affects the quartz crystal, which is in fact an electro-mechanical part [2.3]. Compared to electronic circuits, whose functionality is due to the movement of electrons, the crystal vibrates at the frequency of oscillation. This means that any physical motion of the crystal will change its frequency [2.3].

The abovementioned limitations have driven the search for integrated frequency references that can achieve the same level of stability as quartz crystal oscillators. Such references will be manufactured in silicon, which is why they are also referred to as silicon-based frequency references [2.8].

As early as 1967, the first steps towards frequency generation by means of MEMS (micro-machined silicon) structures were taken [2.9]. Around
1968, the concept of a self-referenced silicon frequency reference was illustrated with a temperature-compensated Wien-bridge RC oscillator. Later, various types of electrical oscillators such as RC, relaxation, ring, and LC oscillators have been proposed. Among these methods, MEMS-based and LC-based oscillators have been commercialized and currently achieve performance levels that can compete with crystal oscillators. In this chapter, an overview of these methods of silicon-based frequency generation will be described. State-of-the-art references will be studied in regard to their system-level architecture, their achieved level of accuracy, as well as an overview of their potential applications.

Since this thesis is about CMOS compatible frequency references, crystal oscillators will not be further discussed. Furthermore, MEMS-based oscillators, which are not truly standard CMOS compatible, will only be briefly introduced in the next section. The chapter progresses with a more detailed overview of CMOS-based LC, RC, relaxation, and ring oscillators. Furthermore, a new class of ultra-low-power frequency references based on the electron mobility of MOS transistors will be introduced. Finally, a comparison between these methods will be provided allowing for categorization of the various methods regarding crucial performance aspects such as frequency stability and power consumption.

### 2.2 Silicon MEMS Based Oscillators

Silicon MEMS (Micro Electro Mechanical Systems) based resonators are micro-machined structures that can vibrate at their resonance frequency if an external excitation is applied to them. The resonance property of such structures was first researched in 1967, when a resonant gate transistor was presented as a micro-machined integrated frequency reference [2.11]. This excitation can be of the electrostatic, piezoelectric or electromagnetic type [2.12][2.13]. The Quality factor of a resonator determines the stability of the frequency reference that is built around it. It is the ratio of its peak resonance frequency to the width of the peak. A MEMS resonator’s shape and geometry determines this factor, which is typically between 50,000 to 300,000, a range that is comparable to quartz crystal oscillators [2.12][2.13].
MEMS resonators have faced many challenges in delivering a cost effective and reliable solution that could compete commercially with quartz crystals. The major challenges included packaging, vibration and shock sensitivity, temperature drift and long term stability [2.14]. In recent years various commercial products have been introduced by two start-up companies: Discera and SiTime. Discera was established in 2001 based on research on MEMS resonators funded by DARPA, while SiTime started in 2004 based on IP licensed through Bosch [2.3]. Today, MEMS-based frequency references produced by these companies are more compact than their quartz competitors and are more cost effective due to the mass production allowed by the use of IC technology. However, their level of jitter (phase noise) is not (yet) low enough for cell-phone applications.

Because of the special processing required by MEMS technology, a MEMS resonator has to be manufactured on a separate die from the die that holds the electronic circuitry exciting and controlling it [2.12][2.13][2.14]. Furthermore, the mass of a MEMS resonator is small, being on the order of $10^{-14}$ kg to $10^{-11}$ kg, which means that its resonance frequency and quality factor will be affected by any gas molecules surrounding it [2.15]. This means that silicon MEMS resonators should preferably be operated in vacuum, which is the reason why they have been fabricated within silicon cavities [2.12][2.13][2.14].

---

**Figure 2.1.** Simplified block diagram of a silicon MEMS based oscillator.
Another challenge in making MEMS-based oscillators is the temperature dependence of MEMS resonators. This is due to the temperature coefficient of the Young’s modulus of silicon [2.3][2.12][2.13]. This is in the order of 20 to 40ppm/°C, which is larger than that of quartz and necessitates a means for the temperature compensation of such oscillators. There have been various structural techniques proposed to reduce or correct for the MEMS resonator’s temperature coefficient. These include the combination of materials with positive and negative thermal stiffness coefficients or the application of an electric field to control the resonator’s stiffness [2.16]. The approach that has been ultimately used in commercial products is to correct the temperature dependence of the oscillator through a fractional frequency synthesizer and a temperature sensor [2.17]. This technique will be described later.

An encapsulated silicon MEMS resonator needs to be attached to an anchor on a substrate [2.14]. Figure 2.1, shows a conceptual and simplified drawing of a MEMS resonator [2.18]. Folded suspending beams are anchored to the silicon substrate at two anchor points. The suspending beams are connected to the sides of comb transducer structures. The resonator structure is biased with a DC bias source. The output transducer experiences a change in capacitance due to the movement of the suspending beam with reference to the fixed electrodes. This causes an electrical signal, $i_0$, which is fed to an electronic circuit that produces an excitation signal $v_0$, which is then applied to the input transducer. This signal will electro-statically actuate the resonator. The structure vibrates at its resonance frequency (typically in the hundreds of kHz to MHz range), which is the same frequency at which it is excited electrically. The required electrical signal is in fact the output signal of the oscillator.

The MEMS frequency references produced by SiTime consist of a resonator element, which is wire bonded to a CMOS die that includes a sustaining circuitry, a high-resolution fractional-N frequency synthesizer [2.19], a temperature sensor and digital circuitry [2.12][2.13][2.14][2.17]. A simplified block diagram of this system [2.17] is shown in Figure 2.2. The MEMS resonator vibrates at 5MHz, which is the same frequency as that of the sustaining circuitry. This 5MHz signal is provided to the fractional-N synthesizer, which outputs a higher frequency: in the range of 750MHz to 900MHz [2.17]. This frequency can be adjusted with sub-ppm resolution over a 10% tuning range. A programmable output frequency can then be produced by dividing the output of the synthesizer. The advantage of this approach is that the same MEMS resonator can be used to provide different output frequencies. This means that the output frequency can be easily programmed into the device depending on the application.
The temperature dependence of the MEMS resonator is compensated by measuring the temperature of the CMOS die with an embedded temperature sensor. The temperature information is digitally processed through a compensation polynomial whose coefficients are stored in a non-volatile memory. The frequency reference achieves a part to part frequency stability of about 10ppm from -40°C to 85°C [2.17]. In this approach, the jitter performance of the output frequency is determined by the frequency synthesizer (that is in principle a PLL). For better jitter performance, low noise and high quality factor oscillators such as LC based resonance circuits have been combined with optimized PLLs as well as power supply regulation techniques [2.13][2.17].

One of the concerns regarding MEMS oscillators has been about their reliability in comparison to the mature quartz crystal rival. Since a MEMS resonator is a mechanical device that vibrates at millions of cycles per second, aging is one of these reliability concerns. Reliability tests published by Discera, show sub-ppm shifts in the first year of operation of such devices [2.20]. Furthermore, due to their very small dimensions (micrometer range) and very small weight, MEMS resonators have better shock resistance than quartz crystals [2.20]. Further reliability tests such as vibration resistance, sensitivity to packaging vacuum, thermal cycling and high temperature storage life have been reported in [2.20], showing that MEMS frequency references can compete with crystal oscillators.

Figure 2.2. Simplified block-diagram of a silicon MEMS oscillator, including a MEMS resonator, a fractional-N synthesizer and a temperature compensation scheme.
Most commercial MEMS frequency references are manufactured by SiTime [2.21] and Discera [2.22]. SiTime’s high performance oscillators include the SiT8208, SiT8102 and SiT9102 in standard six-pin packages (5.0x3.2 mm²), which are smaller than those currently used for quartz crystals [2.13]. SiTime also introduced very thin SiT8003 oscillators with 0.25mm thick packages, mainly intended for SIM card, camera, and cell phone applications. SiTime’s range of products cover output frequency stabilities from sub-ppm to 50ppm over the commercial and industrial temperature range (-40°C to 85°C). The high performance SiT8208 and SiT8209 products have sub-ps output jitter [2.23].

Discera’s MEMS frequency references use the same technique of combining a MEMS resonator with a PLL [2.22]. Their range of stability is about 50ppm, at supply voltages of 1.8V to 3.3V, output frequencies of 1MHz to 150MHz and supply currents in the order of 3mA. They are available in standard packages that can be placed in crystal oscillator footprints. Their intended applications are in: mobile applications, consumer electronics, portable electronics, CCD clocks for cameras, etc.

So far, the commercially introduced MEMS frequency references show that sub-ppm frequency stabilities and programmable output frequencies are feasible. Furthermore, their small footprints make it possible to replace standard crystals with MEMS-based devices. However, they still have a few drawbacks. Their jitter performance is determined by their fractional-N synthesizer and by the temperature compensation scheme. Also, the special processing required for the MEMS resonator makes single die integration of these devices difficult. This means that the integration of such frequency references as an IP block in a system-on-chip will usually result in a two-chip solution.

### 2.3 LC Oscillators

Another class of commercially available frequency references are the LC oscillators [2.24]. Such oscillators operate at the resonance frequency of an LC tank [2.25] and have been widely used in VCO’s that produce RF range of frequencies [2.26]. These VCO’s have been normally embedded into phase-locked loops (PLLs), with the aim of frequency synthesis from an external reference source. In order to function as a self-referenced frequency source, an LC oscillator needs to be free-running. In this case, special attention needs to be paid to its output frequency stability as a function of process, temperature and voltage variations. An LC oscillator is based on passive elements such as inductors and capacitors as well as active elements, i.e. transistors. Therefore, such an oscillator can be made in a standard CMOS process.
Figure 2.3. Simplified block diagram of an LC oscillator including the LC elements as well as their equivalent losses.

The first steps towards commercializing self-referenced LC oscillators were taken at Mobius Microsystems, a fab-less company founded in 2004 with the aim of developing all-silicon frequency sources that replace quartz crystal oscillators. The goal of Mobius Microsystems was to produce a monolithic free running RF LC oscillator that did not require the frequency synthesizers used in MEMS frequency references. This was to avoid the effect of multiplication on the output frequency jitter. These efforts resulted in oscillators with output frequency ranges from 12MHz to 25MHz and with initial target applications such as wire-line data communication, e.g. USB [2.27]-[2.32]. These solutions achieved output frequency stabilities in the order of 100ppm with period jitters in the order of 3 to 6ps (rms). In 2010, Mobius Microsystems was acquired by IDT, who has subsequently introduced LC oscillator based frequency reference to the market [2.24].

A simplified block diagram of an LC oscillator is shown in Figure 2.3. It includes an LC tank with inductor and capacitor values of \( L \) and \( C \), respectively, each with their equivalent finite losses, \( R_L \) and \( R_C \) [2.31]. It also has a sustaining transconductor amplifier \( g_m \) (cross-coupled pairs) that compensates for the loss in the tank. The oscillation frequency is then [2.31]:

\[
\omega = \frac{1}{LC} \sqrt{\frac{L - C \cdot R_L^2}{L - C \cdot R_C^2}}. \tag{2.2}
\]

An LC oscillator based on the resonant tank shown in Figure 2.3, not only suffers from frequency deviation due to the losses, but also due to variations in the absolute values of the passive elements due to process and temperature. The absolute values of integrated inductances have negligible temperature coefficient [2.31][2.34], however, the temperature dependence of their equivalent loss resistance, \( R_L \), is determined by the material from which the inductor is made. Since \( R_L \) is usually larger than \( R_C \), the former’s temperature dependence will be dominant. Furthermore, the capacitance will be affected by the fringing capacitors due to interconnect and parasitic...
capacitances of the transconductor $g_m$. The latter capacitance then has considerable temperature and bias dependence [2.31]. In principle, the temperature dependence of the output frequency of an LC oscillator shows a concave negative temperature coefficient, whose sensitivity increases at high temperatures [2.31].

The output frequency of an LC oscillator can also be affected if conducting materials are in its vicinity, since the field lines of the inductor will be affected by changes in the permeability or due to eddy currents [2.31][2.32]. To overcome this problem, the solution proposed by IDT [2.32] is to build a Faraday shield around the die in order to maintain the fringing field lines and avoid disturbances. This is done by depositing a thick dielectric layer on the die of the LC oscillator chip, and electroplating several microns of Cupper on top of that. The back side of the device is also shielded by means of an Aluminum layer [2.32].

A simplified circuit block diagram of the LC based oscillator used in the core of the frequency reference initially proposed by Mobius Microsystems and later turned into a product by IDT is shown in Figure 2.4 [2.32]. In the initial publication [2.28] the resonance frequency was 1GHz, which was later increased to 3GHz [2.32] to increase the quality factor of the inductor. The LC oscillator consists of a cross-coupled negative transconductance amplifier with PMOS biasing transistors for low $1/f$ noise operation. An array of thin film programmable capacitors $C_{TR}[X:0]$ connected through the corresponding switches $TR[X:0]$ are used to trim the output frequency. A set of thin film capacitors $C_{TC}[Y:0]$ and series resistors $R_{TC}[Y:0]$ can be connected through switches $TC[Y:0]$, which are used to introduce a loss to the capacitive network. The type of RC network is chosen such that its temperature dependence works against that of the inductor’s loss resistance to minimize the nonlinearity in the temperature coefficient of the oscillator [2.32]. The frequency reference includes a low drop-out regulator (LDO) to reduce the effect of power supply fluctuations, as well as a programmable divider allowing for programmable output frequency.

The LC oscillator introduced in [2.25] (0.35μm CMOS) had an output frequency of 12MHz and a supply current of 9.5mA. It achieved a stability of about 400ppm from -10°C to 85°C and a period jitter of <10ps (rms). The work in [2.28] (0.25μm CMOS) achieved a frequency stability of 90ppm (shown for one device) from 0°C to 70°C. This work used an active temperature compensation scheme and dissipated about 15mA. Its output jitter was <7ps (rms). A major modification to these devices, towards reduction of their power consumption, was the change in their temperature...
compensation schemes. This initially included an active temperature compensation block including a PTAT generator and varactors in the LC tank, which were attached to a temperature dependent control voltage [2.29][2.30][2.31]. Later, this was changed to the passive temperature compensation scheme described in Figure 2.4 [2.32]. As a result the supply current was reduced from 15mA in [2.28] to less than 2mA in [2.24][2.32]. The frequency stability of these oscillators was about 300ppm from 0°C to 70°C with a period jitter of 3.5ps (rms). The recent product published by IDT [2.33] combines the previous active and passive temperature compensation schemes, adds an improved Faraday shield to solve the problem of interfering fields with the oscillator’s resonance, and a two-point temperature trim to achieve a stability of <50ppm from -20°C to 70°C and a sub-ps jitter level. Apart from the products introduced by IDT, the Si500 LC oscillators have been introduced by Silicon Labs [2.35]. These are capable of producing frequencies programmable from 0.9MHz to 200MHz and are realized in a 0.13μm CMOS. They draw 8mA from a 1.8V supply and are operational from 0°C to 70°C with stabilities in the order of 150ppm.

Considering the number of temperature and process dependent variables in LC oscillators and the probable lack of correlation between these parameters, a single-point temperature trim is not sufficient for these devices. However, multiple point trims add to the production costs. Furthermore, LC
oscillators have rather narrow temperature ranges, in the order of -20°C to 70°C, limiting their application operating over wide temperature ranges.

2.4 RC Harmonic Oscillators

The next class of oscillator reviewed here is the RC harmonic oscillator. This type of oscillator uses resistors and capacitors to form an RC network, which functions as a frequency selection circuit, and which can be combined with an amplifier to realize a linear oscillator with a sinusoidal output signal [2.36]. The output frequency of RC oscillators will be affected by variations in the absolute value of on-chip resistors and capacitors as well as their temperature dependence [2.37][2.38][2.39]. These variations can be in the order of tens of percent. By means of trimming and temperature compensation the stability of RC oscillators reaches about 1% [2.40]. Despite their lower accuracy, compared to the LC oscillators, RC oscillators are suitable for low frequency (hundreds of kHz to a few MHz) as well as low power (tens of micro-Watts) applications [2.40]-[2.43].

A well known type of harmonic RC oscillator is the Wien-bridge oscillator. This is based on an electrical network proposed by Max Wien in 1891 [2.40][2.44]. As shown in Figure 2.5, it includes two resistors and capacitors. The complete oscillator can be seen as a positive feedback amplifier with a band-pass network in its feedback path. In 1939, William Hewlett, a co-founder of Hewlett-Packard Company (HP), designed a Wien-bridge oscillator while an MSc student at Stanford University. This later led to HP200A, one of the first products of HP [2.45][2.46], which was a low distortion oscillator for audio applications.

![Figure 2.5. Simplified circuit diagram of a Wienbridge harmonic RC oscillator.](image)
A remarkable point regarding the HP200A was its use of an incandescent bulb as a positive temperature coefficient thermistor in the oscillator’s feedback path ($R_{FB2}$). This was for amplitude regulation. Without this, the output signal of the oscillator increases until it clips at the supply rails, thus creating harmonic distortion. The use of the bulb in the feedback path means that amplitude growth causes current increase, which heats the bulb, increasing its resistance and causing the current to decrease.

The Wien-bridge harmonic RC oscillator shown in Figure 2.5 oscillates when the amplifier has a gain of 3 [2.40]. This gain is set by means of the resistive feedback network around the amplifier. At a gain of 3, the circuit will oscillate at:

\[
    f_{osc} = \frac{1}{2\pi RC}.
\]

with $R$ and $C$ being the values of the elements in the passive feedback network. The network has a quality factor $Q = 1/3$ [2.40]. To first order, the process and temperature stability of this frequency are determined only by that of the passive $R$ and $C$ elements. In the implementation reported in [2.40], metal-insulator-metal (MiM) types of capacitors have been used, whose temperature dependence is reported to be negligible. In addition, positive temperature coefficient N-poly resistors were combined with negative temperature coefficient P-poly resistors, leading to a residual temperature coefficient of 36ppm/°C. The remaining source of spread is the

![Figure 2.6. More detailed circuit diagram of a Wienbridge RC oscillator.](image)
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variation in the absolute values of these elements, which can be up to 10%,
requiring a process trim to be applied to the oscillator.

Other non-idealities contributing to the inaccuracy of the output
frequency are related to the finite gain, output impedance and the phase shift
introduced by the amplifier. In order to mitigate their effects, the fully
differential and modified Wien-bridge oscillator circuit shown in Figure 2.6
has been proposed [2.40][2.41]. Transistor $T_1$ forms the amplifier, which is
degenerated by $R_{\text{deg}}$ and cascoded by gain-boosted cascode transistors $T_2$ and
$T_3$ (gain-boosters not shown), and biased with extra current-bleeding sources
$I_b$. Resistor degeneration has been used to guarantee that the amplifier’s gain
of 3 is defined by the ratio $R/ R_{\text{deg}}$. To enhance the degeneration by
maximizing the transconductance of $T_1$ and without sacrificing output
impedance, current bleeding has been applied. The gain-boosted cascode
transistors further increase the output impedance such that it does not
interfere with the Wienbridge network’s transfer function. To minimize
excess phase shift, the cascode transistors are minimum size devices.

The harmonic Wienbridge RC oscillator of [2.40] was implemented in a
65nm CMOS process and dissipates 55μA from a 1.2V supply. With $R =
50k\Omega$, and $C = 530fF$, it oscillates at about 6MHz. Its measured absolute
accuracy (for six devices characterized from 0°C to 120°C) is reported to be
0.9%, with a temperature coefficient of about 86ppm/°C.

Another Wien-bridge oscillator based on [2.40] was proposed in [2.43],
where the RC oscillator circuit is combined with a low drop out voltage
regulator in order to achieve a supply dependency of 104ppm/V. The
proposed circuit oscillates at 24MHz and was implemented in 0.13μm
CMOS. It operates from a supply voltage range of 0.4V to 1.4V and
dissipates 37μA. No measurement results were reported on its performance
over temperature.

2.5 RC Relaxation Oscillators

Another type of RC-based oscillator is the relaxation oscillator. This
produces a digital (square-wave) output signal [2.47]. Its output frequency
can range from hundreds of kHz to a few tens of MHz. In this case, the
period of oscillation is proportional to a time constant, determined by a
reference voltage a bias current $I_{\text{ref}}$ and a capacitor $C$ (see Figure 2.7). Since
the bias current typically involves a resistance (e.g. by forcing a band-gap
reference voltage across a resistor), they are also recognized as RC
oscillators.
CMOS compatibility and very low power operation are some of the major advantages of relaxation oscillators. These characteristics make them suitable for battery powered applications such as the wake-up timers in implantable biomedical systems [2.48]-[2.50]. However, one of their main drawbacks is the dependence of their output frequency on process and temperature variations [2.48][2.49]. This is mainly limited to about 20% by the tolerance and temperature dependence of conventional on-chip resistors and capacitors. By means of temperature compensation and trimming, stabilities of 2% have been achieved [2.49][2.50], which is sufficient for the previously mentioned applications.

One of the possible realizations of a relaxation oscillator is shown in Figure 2.7. This circuit includes a current and a voltage reference, two capacitors and comparators as well as a set-reset (SR) latch. Its operation involves charging capacitors $C_1$ and $C_2$ to $V_{DD}$ and then discharging them to $V_{ref}$ by means of $I_{ref}$ (see the waveforms in Figure 2.7). The Schmitt trigger comparators compare the capacitor voltages with $V_{ref}$ and change the state of the SR latch, which, in turn, changes the charge and discharge order of the capacitors [2.50]. The oscillation frequency is determined by:
The flicker \(1/f\) noise of the current reference \(I_{\text{ref}}\), as well as the input referred noise of the comparators both contribute to the output jitter. Furthermore, the input referred offset and the process and temperature dependent delay of the comparators will influence the oscillator’s accuracy. Various solutions to these issues have been addressed in [2.50] – [2.53].

The designs described in [2.48][2.49] are based on the circuit shown in Figure 2.7. The reference current and voltage are based on a band-gap reference generator and an 8-bit digital trim can be applied to the oscillator. Without trimming, the reported accuracy of the 12MHz output frequency is about ±25%, which after trimming (single point) remains stable to ±5% over supply variations and a temperature range of -40°C to 125°C. A reported realization [2.48] in 0.5μm CMOS dissipates about 3μW and its output jitter is in the order of 0.1%. The realization in [2.49] improves on [2.48] by reducing the inaccuracy to ±2.5% under the same conditions, which is achieved by correcting for the residual temperature coefficient of the oscillator after the trimming.

The relaxation oscillator presented in [2.50] is intended for low power biomedical applications. The oscillator is implemented in a 0.13μm CMOS process, and produces an output frequency of 3.2MHz. It dissipates 38.4μW from a 1.5V supply. The oscillator is also based on the topology shown in Figure 2.7, with the application of an auto-zeroing mechanism [2.51] to the oscillator’s comparators. This reduces their offset and flicker noise, which improves the oscillator's accuracy and reduces its output jitter, respectively. An 8-bit digital trim of the reference current of the oscillator has a 0.3% resolution. The reported variation in the output frequency over a temperature range of 20°C to 60°C is ±0.25% (the number of samples contributing to this figure has not been reported). The oscillator’s cycle-to-cycle jitter is 524ps (rms) without the application of auto-zeroing, which drops to 455ps (rms) when the comparators are auto-zeroed.

A voltage-controlled-oscillator (VCO) based on a relaxation oscillator is presented in [2.52], with the aim of achieving improved control linearity and jitter performance. An alternative Schmitt trigger circuit is introduced as the oscillator’s comparator. The oscillator dissipates 360μA and has a jitter of 65ppm (rms) at an oscillation frequency of 1.5MHz. Its control linearity is affected by the comparator delay, which needs to be minimized compared to the period of oscillation. This could be solved by increasing the comparator bandwidth at the cost of increased noise and jitter [2.52]. However in [2.52], the direction of the capacitor’s charging current is changed gradually rather
than instantaneously. The accuracy of this oscillator was not reported in [2.52].

The 12.5MHz relaxation oscillator described in [2.53] was implemented in a 65nm CMOS process and had a current consumption of 70µA at a 1.2V supply. This work focuses on the reduction of comparator noise to reduce the total oscillator’s phase noise and jitter. Subtraction of charge by a switched capacitor circuitry filters the comparator noise, which then allows its power consumption to be significantly reduced. The measured phase noise of this oscillator is -82dBm at an offset frequency of 100kHz. There is no characterization of the temperature stability of this oscillator reported in the corresponding publication.

As described earlier, one of the variables contributing to the output frequency variation of a relaxation oscillator is the delay of its comparator. This is the time it takes the comparator to change the state of the latch after the capacitor voltage reaches \( V_{\text{ref}} \) (see Figure 2.7). This delay forms part of the oscillation period, and increases its spread as a function of PVT. This delay can be minimized in comparison to the oscillation period, but at the cost of excess power consumption. The work in [2.54] proposes a voltage-averaging feedback loop that makes the oscillation period insensitive to the comparator delay.

The voltage-averaging feedback topology [2.54] is shown in Figure 2.8. The core of the oscillator can be seen to be a relaxation oscillator with two comparators and a control voltage \( V_C \), which is tuned by the voltage averaging feedback circuitry. The two internal voltages \( V_{\text{osc}1} \) and \( V_{\text{osc}2} \) (see Figure 2.9) are alternately applied to the active filter in the voltage averaging feedback circuitry. The active filter made of resistor \( R_I \), capacitor \( C_I \) and an opamp ensures that at all conditions the DC value of \( V_{\text{osc}} \) is equal to \( V_{\text{ref}} \). This means that these two voltages are virtually shorted in a low-frequency bandwidth determined by \( R_I \cdot C_I \) (about 160 kHz with \( R_I = 1\,\text{MΩ} \) and \( C_I = 1\,\text{pF} \)). Assuming an ideal opamp in the feedback circuit and considering that the main oscillator capacitor \( C \) is being charged to \( V_{dd} \) through a resistor \( R \) (\( R_I \gg R \)) the waveforms shown in Figure 2.9 can be modeled as:

\[
V_{\text{osc}1,2}(t) = V_{dd} \left( 1 - e^{-t/(RC)} \right).
\]  

(2.5)

Due to the voltage averaging feedback, the DC value of \( V_{\text{osc}1,2} \) needs to be equal to \( V_{\text{ref}} \) in half of an oscillation period (\( T \)):
As shown by Figure 2.8, the reference voltage $V_{\text{ref}}$ is made by a resistive divider from $V_{dd}$ with a division factor $\alpha = V_{\text{ref}}/V_{dd}$. Therefore, (2.6) results in [2.54]:

$$\frac{1}{T} \int_0^T V_{\text{osc1,2}}(t) \, dt = V_{\text{ref}}.$$  \hspace{1cm} (2.6)

Which means that the oscillation period is ideally only defined by $R$, $C$ and $\alpha$. Therefore, variations in comparator delay will have no effect on the oscillation period, because the voltage averaging feedback loop controls $V_C$ to keep the frequency constant. Furthermore, (2.7) shows that the dependence of oscillation period on supply voltage is cancelled. Finally, the low-pass nature of the voltage averaging network (active integrator in the feedback) means that the low frequency (flicker) noise referred to the input of the relaxation oscillator will be high-pass filtered, which results in a reduction of the output jitter [2.54].
The oscillator presented in [2.54] has been implemented in a 0.18μm standard CMOS process, and dissipates 25μA from a 1.8V supply. The reported accuracy of the oscillator’s 14MHz output frequency is ±0.19% (result of a single device) from -40°C to 125°C, while its cycle-to-cycle jitter is 30ps (rms).

2.6 Ring Oscillators

Ring oscillators are widely used as voltage-controlled oscillators in jitter sensitive applications such as phase-locked loops and clock recovery circuits. This is due to the high frequencies that they can achieve (high speed digital inverters provide small propagation delays) and their relatively simple integration [2.63]. Ring oscillators are widely realized in CMOS process as a ring of cascaded inverter stages [2.55]. The number of inverters needs to be odd and the output of the last stage has to be fed back to the input of the first stage (see Figure 2.10). For an odd number of stages, the output of the last stage is the inverse of the input of the first stage. Due to the propagation delay caused by the stages in the loop, the output of the last stage is ready with a time delay after the input to the first stage is asserted, which causes the input to the first stage to toggle and thus the oscillation to propagate in the ring. A half period of oscillation will be equal to the number of inverter stages times the delay of each stage.

The inverter stages could also be made by means of analog delay stages such as the ones published in [2.56][2.57] and shown in Figure 2.11. This fully differential delay stage is made of a differential pair and a symmetrical load. The time delay introduced by this stage is approximated by [2.58]:

\[
\frac{1}{f_{osc}} = 2t_{delay}
\]
Where $C_0$ is the total capacitance at the output of the stage, $I_{\text{ref}}$ is the bias current of the circuit and $V_H - V_L$ is the output voltage swing, determined by $V_{\text{ref}}$ and $V_{\text{CTRL}}$ [2.56]. The ring oscillator proposed in [2.56] is made of a cascade of three delay stages (see Figure 2.11). To vary the time delay $t_d$, and thus the output frequency, the control voltage $V_{\text{CTRL}}$ can be modified.

In a ring oscillator, the delays of the stages vary as a function of PVT. For instance the supply voltage variations affect the voltage domain parameters in (2.8), while the temperature dependence of MOS transistors and passive components affects the reference currents and voltages. In order to reduce these effects, two main approaches can be found in literature. The first approach takes free running and open-loop ring oscillators and compensates the effect of temperature and process variations on the various voltage and current references used in the oscillator. The second approach embeds a voltage/current controlled ring oscillator in a feedback loop. In this approach, feedback locks the output frequency of the ring oscillator to the time constant produced by a temperature compensated resistor and capacitor network. When combined with supply regulation, the closed-loop oscillator will be PVT compensated.

### 2.6.1 Open-Loop Compensation

The work presented in [2.56] describes how process, temperature and supply compensation techniques can be applied to a free running and open-loop ring oscillator, which is based on the fully differential delay cells described earlier. An earlier oscillator, which was presented in [2.57], had a nominal frequency of 680kHz and was implemented in a 0.6μm CMOS.
process with inaccuracy of ±6.8% from 35°C to 115°C. Later, an improved implementation in a 0.25μm CMOS process was presented in [2.56] with an output frequency of 7MHz. The improved oscillator had an untrimmed inaccuracy of ±2.6% over process, supply and a temperature range of -40°C to 125°C. The reported accuracy is based on the data collected from 94 samples from two different batches. A block diagram of the complete system, including the process and temperature compensation as well as the supply regulation around the core oscillator, is shown in Figure 2.12.

A band-gap voltage reference regulates the variable supply (2.4V to 3V) to a supply and temperature stable 2.2V reference voltage $V_{ref}$. This voltage is then used by other blocks in the system. The reference frequency is produced by the differential three stage ring oscillator at the core of the system, whose frequency is stabilized by a reference current $I_{ref}$ (see Figure 2.11). This current is derived from the control voltage $V_{CTRL}$, which is generated by the temperature and process compensation circuitry. The analog output of the ring oscillator is translated by a rail-to-rail swing comparator to digital voltage levels.

The control voltage $V_{CTRL}$ is varied to correct for temperature and process variations. The critical temperature dependent parameters are the mobility, $\mu_{p,n}$, and the threshold voltage, $V_{THP,N}$, of the MOS transistors [2.59]. The mobility has an approximate $T^{-1.5} \sim T^{-2.2}$ temperature dependence, where $T$ is the absolute temperature. The threshold voltage however has a negative temperature coefficient. Furthermore, the junction capacitances of a MOS device as well as the oxide capacitance have temperature dependences [2.56][2.59]. Process variations affect gate oxide thickness and doping concentrations, leading to threshold voltage and mobility variations. In [2.56] a bipolar transistor’s base-emitter voltage $V_{BE}$,
which has a negative temperature coefficient [2.60], was used to correct for the overall negative temperature coefficient of the ring oscillator. Furthermore, a threshold voltage detection circuit detects the process corner and modifies the reference voltage of the oscillator accordingly.

### 2.6.2 Closed-loop Compensation

A ring oscillator with temperature compensation feedback loop is described in [2.61]. The oscillator has an output frequency of 10MHz, dissipates 80μW, and has a temperature dependence of 67 ppm/°C. This supply regulated oscillator, has been implemented in a 0.18μm CMOS process. Its frequency stability is ±0.4% from -20°C to 120°C (data reported for a single device). There is no data available on the jitter performance of this oscillator.

A block diagram of the closed loop oscillator of [2.61] is shown in Figure 2.13. The core ring oscillator has four differential stages and its supply, \( V_{CTRL} \), is regulated by a feedback loop. This locks the output frequency of the ring oscillator to a PVT insensitive voltage \( V_{ref} \). To close the feedback loop, a frequency-to-voltage converter (shown in Figure 2.13) is used, which also realizes a linear temperature compensation scheme. To further investigate the operation of the loop, the timing diagram shown in Figure 2.14 needs to be considered together with the block diagram of Figure 2.13.

A voltage regulator based on a band gap reference produces a 1V voltage \( V_{REG} \) from the variable \( V_{DD} \) (1.2V ~ 3V). When the reset signal RST is high, the charge on capacitor \( C_0 \) is set such that \( V_{cap}=V_{REG} \). After the reset phase, the frequency conversion phase begins with signal \( Q = 0 \), which causes \( C_0 \) to be discharged by current \( I_{ref} \). The signal \( Q \) is produced through a frequency divider by dividing the oscillator output frequency by a factor of
two (see Figure 2.13). The discharge of \( C_0 \) continues until signal \( Q \) changes state again. This always happens at the end of the oscillation period, which is because \( Q \) is extracted directly from the oscillator output. At the rising edge of \( Q \), and for any given value of \( I_{\text{ref}} \) and \( C_0 \), the voltage across \( C_0 \), \( V_{\text{cap}} \), will be a function of the oscillation period. During the time \( SW = 1 \) (both \( SW \) and \( \text{RST} \) are generated by a digital control block that is not shown in the figure), \( V_{\text{cap}} \) is compared to a reference voltage \( V_{\text{ref}} \) through a switched capacitor loop filter. This works based on charge transfer from \( C_0 \) to \( C_1 \), which leads to a change in \( V_{\text{CTRL}} \). Due to feedback around the integrator, the voltage \( V_{\text{cap}} \) will be forced to be equal to \( V_{\text{ref}} \). Since \( V_{\text{cap}} \) is a representative of the oscillation period, for a constant \( V_{\text{ref}} \), having \( V_{\text{cap}} = V_{\text{ref}} \), is equivalent to having a constant output frequency. At steady-state, the output frequency, \( f_{\text{CLK}} \), can be derived from [2.61]:

\[
 f_{\text{CLK}} = \frac{I_{\text{ref}}}{2C_0(V_{\text{REG}} - V_{\text{ref}})} .
\]  

(2.9)

To ensure a stable output frequency, the values of \( V_{\text{REG}} \), \( V_{\text{ref}} \), and \( I_{\text{ref}} \) need to be insensitive to PVT. The first two are made by means of a band-gap voltage reference and a sub-threshold voltage divider, respectively [2.61].

![Figure 2.13. Block diagram of a ring oscillator with a frequency to voltage converter and a feedback loop.](image)
Another ring oscillator embedded in a control feedback loop is presented in [2.62]. This is an implementation in a 0.35μm CMOS with a tunable output frequency from 2 to 100MHz. The oscillator dissipates 180μW at 30MHz and has a process sensitivity of 2.7% and a temperature coefficient of 90ppm/°C. A simplified block diagram of this oscillator is shown in Figure 2.15. The circuit includes a bias current generator circuit, a current comparator, a ring oscillator based VCO and a frequency-to-current converter arranged in a frequency-locked loop. The current comparator
block produces the output voltage $V_{OUT}$ driving the VCO based on the difference between $I_{BLAS}$ and $I_{OUT}$. Feedback forces these two currents to be equal.

The complete circuit diagram of the oscillator is shown in Figure 2.16. It consists of a bias current generator that produces a bias current $I_{BLAS}$ from the series combination of positive and negative temperature coefficient resistors. This is done by copying the bias voltage $V_{BLAS}$ through a feedback amplifier to the resistors. Furthermore, the circuit includes a current comparator made of a simple common-source stage comparing $I_{BLAS}$ and $I_{OUT}$ (the output current of the frequency-to-current converter). The output of this stage is the control voltage $V_{OUT}$. The core ring oscillator is made of seven current-starved inverter stages. Its oscillation frequency, $f_{OUT}$, is determined by the applied current $I_b$ to the inverters [2.62]:

$$f_{OUT} \propto \frac{I_b}{2mC_L V_{DD}}.$$  \hspace{1cm} (2.10)

Where $m$ is the number of inverters and $C_L$ is each inverter’s load capacitance. The variations in control voltage $V_{OUT}$ determine the current $I_b$ and thus the oscillation frequency.

The frequency to current converter is made of a switched capacitor resistance made of capacitor $C_S$ and two switches $sw1,2$ that are driven by the output of the oscillator. This means that the switched capacitor resistance is proportional to the oscillation frequency, and therefore, by copying the $V_{BLAS}$ voltage onto this resistor, a frequency dependent output current $I_{OUT}$ will be produced [2.62]:

$$I_{OUT} = f_{OUT} \cdot C_S \cdot V_{BLAS}. \hspace{1cm} (2.11)$$

A current mirror copies this current to the current comparator. At the steady state of the frequency-locked loop, the oscillation frequency will be given by:

$$f_{OUT} = \frac{1}{(R_P + R_N) \cdot C_S}. \hspace{1cm} (2.12)$$

Where $R_P$ and $R_N$ are the positive and negative temperature coefficient resistors used to produce the $I_{BLAS}$ current from $V_{BLAS}$. To first order, the residual temperature coefficient of the composite resistor as well as that of the capacitor $C_S$ determines the temperature coefficient of the oscillator.
For the closed-loop ring oscillators discussed so far, the oscillator’s frequency is locked to a time constant defined by an RC circuit. These circuits provide a continuous correction of the frequency in response to supply voltage and temperature variations. Their achieved level of PVT variation is determined by that of the RC circuit.

2.7 Mobility-Based Frequency References

Recently, a class of low-power temperature-compensated frequency references based on the mobility of MOS transistors has been introduced [2.64][2.65][2.66]. Such references dissipate micro watts of power and achieve inaccuracies in the order of a few percent. The implementation described in [2.65] has been targeted for wireless sensor networks. It has an output frequency of 150kHz, dissipates 42.6μA from a 1.2V supply, and is fabricated in a 65nm standard CMOS process. For a temperature range of -55°C to 125°C, the reference achieves an output frequency stability of ±0.5% when trimmed at two temperature points. With a single trim its inaccuracy is ±2.7%. Another mobility based oscillator reported in [2.66] has been implemented in a 0.35μm CMOS, has an output frequency of 3.3 kHz, and consumes 11nW from a 1V supply.

The temperature dependence of mobility is in the order of $T^{-1.6}$ [2.65], which means that temperature compensation needs to be applied to a mobility-based frequency reference. The core of the reference proposed in [2.65] is a current-controlled relaxation oscillator, which is controlled by a current that is proportional to the electron mobility. The temperature compensation of the oscillator is performed digitally (see Figure 2.17). A band-gap temperature sensor [2.67] measures the temperature of the die. Through a non-linear digital mapping, the sensor’s digital output is...
translated into a temperature-dependent division factor $N_{\text{div}}$, which is then applied to a divider. This divides the oscillator’s output frequency by $N_{\text{div}}$ in order to produce a stable output frequency $f_{\text{osc}}$.

A simplified circuit schematic of the mobility-based oscillator as well as its timing diagram is shown in Figure 2.18. The voltage difference between the gates of $M_1$ and $M_3$ is kept equal to $V_R$ by the combination of the current source $I_0$, $R_0$ and OA1 [2.65]. Using the square-law MOS model, the drain current of $M_1$ is determined by:

$$I_1 = \frac{\mu_n C_{\text{ox}} W_1}{2 L_1} \frac{V_R^2}{\left(\sqrt{\frac{n}{m}} - 1\right)^2}. \tag{2.13}$$

where $m = (W/L)_1/(W/L)_1$ and $n = (W/L)_2/(W/L)_2$, $\mu_n$ is the electron mobility, $C_{\text{ox}}$ is the oxide capacitance of the MOS transistor per unit area. The current source $I_0$ is implemented by mirroring the current flowing in a resistor matched to $R_0$ whose voltage drop is equal to the reference voltage $V_R$ (not shown in the schematic).

The drain current of $M_1$ is mirrored by $M_A$ and $M_B$ with a gain of four and used to alternatively discharge $C_A$ and $C_B$ after they have been pre-charged to $V_{r1}$. A comparator changes the state of charge and discharge of capacitors when the voltage on the discharging capacitor drops below $V_{r2}$. The oscillation frequency of this oscillator can be derived from [2.65]:

$$f_{\text{osc}} = \frac{\mu_n C_{\text{ox}}}{4C} \frac{W_1^2}{L_1} \frac{V_R^2}{V_{r1} - V_{r2}}. \tag{2.14}$$

where $C = C_A = C_B \propto C_{\text{ox}}$.

A band-gap temperature sensor based on a bipolar core including NPN transistors and a first-order delta-sigma ADC produces a digital representation of the die temperature [2.67]. The temperature sensor’s accuracy should not limit the compensated oscillator’s output frequency stability. For a frequency error of about 0.3%, the temperature sensor’s accuracy needs to be better than 0.5°C [2.65]. A division factor $N_{\text{div}}$ with 13-bits resolution has been chosen. A seventh order polynomial with fixed coefficients is used to translate the output of the temperature sensor to the division factor $N_{\text{div}}$.
Figure 2.17. Simplified block diagram of the temperature compensated mobility based frequency reference.

Figure 2.18. Circuit and timing diagrams of the mobility-based frequency reference.
Another relaxation oscillator locked to the mobility of MOS transistors has been implemented in a 0.35μm CMOS process and is reported in [2.66]. This oscillator has an output frequency of 3.3kHz and consumes 11nW from a 1V supply. Its reported temperature drift from -20°C to 80°C is 500ppm/°C, which accounts for a total temperature variation of about 5%. The key features in this topology are the generation of an electron mobility based reference current and the production of an oscillator reference voltage with the same temperature dependence as the electron mobility, to temperature compensate the output frequency. Further power reduction has been achieved by using a relaxation oscillator based on a single comparator and reducing the power consumption of the digital circuitry by means of a reduced supply voltage operation through a voltage regulator. The reported process spread of this oscillator, measured at a single temperature point, amounts to about ±15% [2.66].

2.8 Comparison

So far, this chapter has provided an overview of the various types of silicon-based frequency references. These frequency references included MEMS-resonator-based oscillators, LC oscillators, RC harmonic oscillators, RC relaxation oscillators, ring oscillators and finally electron-mobility-based oscillators. Each approach has its own specific advantages and disadvantages. In order to make a comparison of their characteristics, it is helpful to summarize the performance characteristics for each type of frequency reference.

One of the difficulties in providing a complete and fair comparison between published frequency references is that often insufficient data on their performance over process and temperature has been provided. There are references in which the performance of a single device has been reported as a measure of stability, which does not allow a fair comparison with references for which more samples have been characterized. From the previously described types of silicon-based frequency references, a performance summary of those with the most complete results is presented in Table 2.1.

MEMS-resonator-based oscillators and LC oscillators have been commercialized, and thus their reported performance characteristics are at production level. The characteristics of other topologies are obtained mainly from publications. It can be seen that MEMS-based oscillators achieve the best accuracy over the widest temperature range. Their form factor has also been shrunk and they are physically smaller than crystal oscillators. However, their major disadvantage is their need for special MEMS processing. This requires a two-die solution, in which the MEMS resonator
Table 2.1. Comparison of some state-of-the-art all-silicon frequency references.

<table>
<thead>
<tr>
<th>Reference Number</th>
<th>Reference’s principle of operation</th>
<th>Frequency range (°C)</th>
<th>Temperature range (°C)</th>
<th>Supply voltage (V)</th>
<th>Power consumption (μW)</th>
<th>Process</th>
<th>Accuracy (ppm)</th>
<th>Temperature coefficient (ppm/°C)</th>
<th>Period jitter (rms)</th>
<th>Number of samples reported</th>
</tr>
</thead>
<tbody>
<tr>
<td>[2.23]</td>
<td>MEMS</td>
<td>1MHz - 800MHz</td>
<td>-40 to 125</td>
<td>1.8</td>
<td>&lt;4mW</td>
<td>MEMS + CMOS</td>
<td>&lt;1 ± 100</td>
<td>±50 ~ ±300</td>
<td>Not available</td>
<td>Commercial</td>
</tr>
<tr>
<td>[2.24]</td>
<td>LC</td>
<td>24MHz - 6MHz</td>
<td>0 to 70</td>
<td>1.8</td>
<td>66μW</td>
<td>65nm</td>
<td>±9000</td>
<td>±14 ± 8.6</td>
<td>&lt;5ps</td>
<td>Commercial</td>
</tr>
<tr>
<td>[2.25]</td>
<td>Mobility</td>
<td>7.03MHz</td>
<td>-40 to 125</td>
<td>1.2</td>
<td>1.5mW</td>
<td>51μm</td>
<td>±5000 (two point trim) and ±2700 (single trim)</td>
<td>Not available</td>
<td>Commercial</td>
<td></td>
</tr>
<tr>
<td>[2.26]</td>
<td>Ring</td>
<td>1MHz</td>
<td>0 to 120</td>
<td>0.8</td>
<td>&lt;4μm</td>
<td>65nm</td>
<td>±18400</td>
<td>±86</td>
<td>≤ 5ps</td>
<td>Not available</td>
</tr>
<tr>
<td>[2.27]</td>
<td>Mobility</td>
<td>7.03MHz</td>
<td>-40 to 125</td>
<td>1.2</td>
<td>1.5mW</td>
<td>51μm</td>
<td>±5000 (two point trim) and ±2700 (single trim)</td>
<td>Not available</td>
<td>Commercial</td>
<td></td>
</tr>
<tr>
<td>[2.28]</td>
<td>Relaxation feedback</td>
<td>1MHz</td>
<td>-40 to 125</td>
<td>0.8</td>
<td>&lt;4μm</td>
<td>65nm</td>
<td>±18400</td>
<td>±86</td>
<td>≤ 5ps</td>
<td>Not available</td>
</tr>
</tbody>
</table>

Comparison of some state-of-the-art all-silicon frequency references.
is wire bonded to another CMOS chip. The power consumption of MEMS oscillators is comparable to LC oscillators and is larger than the other types.

Apart from the MEMS-based oscillators, all the other frequency references in Table 2.1 are standard CMOS compatible, which is a great advantage as far as manufacturing and packaging costs and complexity are considered. Among these, LC oscillators achieve the best accuracy over process and temperature, as well as the best jitter performance. However, their power consumption is higher than the rest and their temperature range is the narrowest. MEMS-based and LC-based oscillators are the only solutions that can achieve accuracies better than 0.1% at a reasonable jitter level.

For less accurate applications with stability requirements above 1% and with stringent power consumption requirements, RC, ring, mobility-based, and relaxation oscillators can be used. These oscillators have very low chip area and can operate at the micro-Watt range. They are well suited for battery powered applications such as wireless sensor networks or biomedical implants.

### 2.9 Conclusions

Most electronic devices require a frequency reference. The stability of this reference, i.e. its deviation as a function of PVT, is crucial for many applications. For decades, crystal oscillators have been the dominant frequency control components. So far, they have achieved the best stability and noise/jitter performance; however, they have a few drawbacks. Their integration in the IC technology is nearly impossible. Furthermore, they are sensitive to shock and vibration, which can cause reliability problems.

In order to replace the crystal oscillators, there has been a tremendous R&D effort over the past few years. The goal is to produce integrated frequency references that can achieve the stability of crystal oscillators. This is justified by the large market for frequency generation and control components. Furthermore, an integrated, or in other words all-silicon, frequency reference brings added-value in terms of reliability and reduced area and cost.

One of the successfully commercialized all-silicon frequency references is the MEMS resonator based oscillator. This requires a two-die solution that combines a MEMS resonator with a CMOS chip. MEMS oscillators already achieve levels of stability below 1ppm, which is comparable to that of crystal oscillators. Their stability is not altered by shock and vibration and their form factor allows for their placement in the same footprint as the crystal oscillators.
It will be still more advantageous if an all-silicon frequency reference could be made that is standard CMOS compatible. This would allow for cheap and simple production and packaging, as well as integration in systems-on-chip. So far, such references have been based on time constants produced by means of on-chip passive elements such as resistors, capacitors and inductors.

Among such CMOS compatible oscillators, the LC type has so far become commercial with stabilities in the order of a few tens of ppm’s. This is achieved by means of trimming and temperature compensation. The RC type oscillators have stabilities in the order of 1%; however, their power consumption is much lower than that of LC oscillators, allowing for their use in battery powered applications. Furthermore, temperature compensated oscillators locked to the electron mobility of MOS transistors have been recently introduced achieving stabilities in the order of 1%.

The all-silicon oscillators reviewed so far in this chapter are based on signals which are produced, transferred and processed in the mechanical, electrical and magnetic energy domains. This is mainly done through the use of electromechanical structures or electrical passive components in combination with electronic circuitry. The main focus of this thesis is on investigating the possibility of producing and transferring signals in another physical energy domain: the thermal domain. The ultimate goal is to make an accurate CMOS-compatible frequency reference. In the following chapters, the design of an electrothermal frequency reference based on the thermal properties of IC grade silicon will be investigated.
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3 Frequency References Based on the Thermal Properties of Silicon

This chapter provides an overview of on-chip frequency generation based on the thermal properties of silicon. It introduces the thermal-diffusivity of silicon, $D$, which quantifies the rate at which heat diffuses through a silicon substrate. A description will be provided of how an electrothermal filter (ETF) harnesses this physical property in order to make accurate on-chip delays. The design of a practical ETF will be described, showing how it can be made into a standard CMOS compatible element.

The behavior of an ETF, which resembles that of a low-pass filter, will be studied, and it will be shown that its phase shift is a combined function of its geometry and $D$, and so is quite well-defined. Furthermore, a method of frequency generation based on a frequency-locked loop (FLL) will be introduced. The loop locks the output frequency of a variable oscillator to the phase shift of an ETF. An overview of earlier CMOS FLL implementations will be provided, describing how the output frequency of an oscillator can be locked to $D$ with an acceptable jitter level.

The accuracy of the output frequency of an electrothermal FLL is a function of the accuracy of the phase shift of the ETF. It will be shown that this is mainly determined by the geometry of the ETF, whose accuracy is in
turn determined by lithography. As predicted by Moore's law, the minimum feature size of IC technologies shrink, which implies that their lithographic accuracy improves. This means that the accuracy of an electrothermal FLL should benefit from process scaling, and so, should be a good basis for a thermal-diffusivity based (TD) frequency reference. Furthermore, this chapter discusses the dynamics of an FLL, as well as the effect of the ETF's thermal noise on the output jitter of the loop.

### 3.1 Introduction

The previous chapter provided an overview of on-chip frequency references. This literature review shows that thermal frequency references have hardly been investigated. Some applications of electrothermal [3.1][3.2][3.3] systems have been investigated previously. For instance, studies have been conducted on the realization of very low cut-off frequency filters [3.4], high-Q band-pass filters [3.5], and last but not least, thermal oscillators [3.6][3.7][3.8].

The heat generated at a given point in a silicon chip diffuses through its substrate and can be sensed some distance $s$ away. The time it takes for heat to travel between the heater and temperature sensing points is determined by the thermal-diffusivity of silicon. Early studies on silicon substrates show that the thermal-diffusivity, $D$, of IC-grade silicon is a well-defined parameter [3.9][3.10]. The stability of $D$, when combined with accurate geometries, makes it possible to realize accurate thermal delays.

![Figure 3.1. The conceptual inclusion of a thermal-delay line in an electrothermal system, i.e. a thermal oscillator.](image)
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The ability to realize an accurate on-chip delay means that an accurate period of oscillation, and hence an accurate frequency, can be defined. The application of this concept is illustrated by the thermal feedback oscillator shown in Figure 3.1. Here, the digital output of a comparator drives a heating element in a silicon substrate. The heat waves diffuse through the silicon and cause temperature fluctuations at a distance $s$ from the heat source (see Figure 3.1), where a temperature sensor converts them back into an electrical signal. The delay between this signal and the power dissipation is the thermal delay. The oscillator's period of oscillation will be proportional to the thermal delay, and thus determined by $s$ and $D$.

The thermal delay line described above can be regarded as an electrothermal filter (ETF). Due to the thermal inertia of the substrate, ETFs behave like low pass filters. As will be shown later in this chapter, an ETF can be implemented as a standard CMOS element. This will be the heart of the thermal-diffusivity-based (TD) frequency references described in the rest of the thesis. After a brief review of the thermal properties of silicon, the modeling and design of ETFs will be discussed. This will then be followed by a description of the use of ETFs in the generation of accurate frequencies.

### 3.2 Thermal Properties of Silicon

To provide a general understanding of the electrothermal systems discussed throughout this thesis, it is useful to review the thermal properties of materials with a special focus on the properties of silicon. This is especially important when modeling the characteristics of an ETF.

The phenomenon of interest is the transfer of heat, which is physically possible through three major mechanisms. These are conduction, in which heat diffuses through a material, convection, in which the flow of a gas or a fluid transfers heat, and radiation, in which energy is transferred through the emission of electromagnetic waves. Since microelectronic structures are solid bodies of material with relatively small geometries, the conduction of heat is the most dominant mechanism of heat transfer [3.11].

There is an analogy between thermal and electrical systems. In a thermal system, an amount of heat denoted by $Q$ (Joules) flows to produce a heat flow $P$ (Watts), such that $P = Q/t$, where $t$ is the time. This resembles the electric charge $Q$ (Coulombs) flowing through a conductor and leading to a current $I$ (Amperes). A heat flux $q$ (a heat flow $Q$ per area $A$) is physically induced by a temperature gradient $\nabla T$ (Kelvin) such that [3.11]:

$$q = -k \nabla T.$$  

(3.1)
This is Fourier’s law, in which the factor \( k \) is the thermal conductivity of the material in W/mK. This implies that temperature is analogous to electrical voltage, because an electrical voltage applied to a conductance (resistance) induces a current flow in the material. The negative sign in (3.1) implies that heat flows from hot to cold areas. Based on this equation, a thermal resistance \( R_{TH} \) can be defined. The thermal resistance of a material is the temperature difference \( \Delta T \) across it, divided by the heat flow \( Q \), such that:

\[
R_{TH} = \frac{\Delta T}{Q}. \tag{3.2}
\]

Using the same methodology, a thermal capacitance can also be defined as an analogous parameter to the electrical capacitance. An amount of heat (in Joules) applied to a thermal capacitance \( C \) (Joule/Kelvin) leads to a temperature increase that is proportional to \( C \). Table 3.1 summarizes the analogies of the thermal and electrical parameters.

The concept of thermal resistance \( R_{TH} \) can be extended to the concept of thermal impedance \( Z_{TH} \) in the case when AC heat flow and AC temperature fluctuations are considered. This will be the case in an electrothermal filter (ETF). The reason for this is that the heat \( Q(\omega) \) produced by the heater is an AC parameter, which is caused by the electrical signal applied to the heater. This AC power dissipation leads to temperature fluctuations \( \Delta T(\omega) \). A frequency dependent thermal impedance \( Z_{TH}(\omega) \) can then be expressed as:

\[
Z_{TH}(\omega) = \frac{\Delta T(\omega)}{Q(\omega)}. \tag{3.3}
\]

To obtain intuition by means of a simplified model [3.3][3.12], an ETF can be reduced to the combination of a point-heater and a point-temperature sensor. These are located at a distance \( r \) apart from each other on the surface of a silicon substrate (see Figure 3.2). Once this structure can be modeled, the results can be extended to the more complex geometries of actual electrothermal filters. Figure 3.2 also shows the passivation oxide layer that

<table>
<thead>
<tr>
<th>Thermal Quantity</th>
<th>Electrical Quantity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperature ( T ) (Kelvin)</td>
<td>Voltage (V)</td>
</tr>
<tr>
<td>Heat Flow ( P ) (Watt)</td>
<td>Current ( I ) (A)</td>
</tr>
<tr>
<td>Heat ( Q ) (Joule)</td>
<td>Charge ( Q ) (C)</td>
</tr>
<tr>
<td>Thermal Resistance ( R_{TH} ) (Kelvin/Watt)</td>
<td>Resistance ( R ) (V/A)</td>
</tr>
<tr>
<td>Thermal Conductance ( k ) (Watt/milli-Kelvin)</td>
<td>Conductance ( A/V )</td>
</tr>
<tr>
<td>Heat Capacitance ( C ) (Joule/Kelvin)</td>
<td>Capacitance ( C ) (Q/V)</td>
</tr>
</tbody>
</table>

Table 3.1. Analogy between the thermal and electrical domain quantities.
Figure 3.2. A simplified ETF made of a point-heater and point-temperature sensor located at the surface of a silicon chip, and an electrical domain equivalent to that made with an RC network.

covers the silicon substrate; however, this may be initially regarded as being an ideal heat insulator. This is because the thermal conductivity of silicon oxide is nearly two orders of magnitude less than that of bulk silicon [3.11].

The lower half of Figure 3.2 shows an analogy between the thermal structure and an electrical domain circuit. The electrical circuit consists of a network of RC electrical elements. The current source at the left represents the AC power dissipation $P_{\text{heat}}$ in the heater. The temperature fluctuations, denoted by $T_S$ at the temperature sensor side, can be modeled by a voltage across a load impedance. Such an electrical model of an ETF is useful especially when its time-domain behavior, is to be modeled. This will be introduced further through the chapter. To study the behavior of ETFs in the frequency-domain, an analytical thermal model is more convenient. This will be discussed next.

To investigate the behavior of the point-heater point-sensor structure shown in Figure 3.2, its thermal impedance can be calculated in the
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Frequency domain. This is defined as the transfer function that relates the AC temperature rise \( T(\omega) \) at the temperature sensor side of the thermal delay line to the power \( P(\omega) \) dissipated in the heater (see Figure 3.2). In order to derive this characteristic the linearized heat diffusion equation should be solved in the frequency domain [3.12]:

\[
\nabla^2 T(\omega, r) - \frac{j \omega}{D} T(\omega, r) = 0 .
\]

(3.4)

where \( j \) is the complex operator and \( \omega \) is the angular frequency. The parameter \( D \) (in \( \text{cm}^2\text{s}^{-1} \)) is the thermal diffusivity of the heat conducting medium, which, in the structure of Figure 3.2, is the thermal diffusivity of silicon. This parameter is defined as:

\[
D = \frac{k}{\rho c_p} .
\]

(3.5)

with \( k \) being the thermal conductivity of silicon, \( \rho \) being its density and \( c_p \) being its specific heat. The latter relates the temperature rise of a unit volume of silicon to the amount of absorbed heat. It should also be noted that \( D \) has a temperature-dependent behavior, with a room-temperature value of 0.88 \( \text{cm}^2\text{s}^{-1} \) reported in the literature [1.22]. Its temperature dependence over the industrial temperature range can be approximated with a power law [3.10][3.13]:

\[
D \propto \frac{1}{T^n} .
\]

(3.6)

Based on the recommended values of \( D \) for high-purity silicon over a temperature range of 250K and 400K, the power \( n \) is approximately 1.8 [3.10]. Furthermore, the thermal diffusivity is not affected by the doping levels normally used in the mono-crystalline IC-grade silicon substrates. This is because its deviation from the values measured for the pure silicon is noticeable only for doping levels > 10\(^{17} \text{cm}^{-3} \) [3.9].

The thermal impedance \( Z_{TH}(\omega) \) can then be calculated by solving (3.4), considering a boundary condition at \( \omega = 0 \), as defined by (3.1) [3.12]:

\[
\frac{Q}{A(r)} = -k \frac{\partial T(\omega, r)}{\partial r} \bigg|_{\omega=0} .
\]

(3.7)

where \( A \) is the area. The effect of the oxide can be considered as a perfect insulator that reflects the heat flux downwards [3.12]. Therefore, the system
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is symmetrical in a sphere around the heater and thus the temperature around it will be a function of distance \( r \). In this manner (3.4) can be solved, and then the thermal impedance of the structure can be calculated as [3.13]:

\[
Z_{TH}(\omega, r) = \frac{T(\omega, r)}{P(\omega)} = \frac{1}{2\pi kr} \exp(-r\sqrt{\frac{\omega}{2D}}) \cdot \exp(-jr\sqrt{\frac{\omega}{2D}}) .
\] (3.8)

This thermal impedance has a magnitude and a phase response of:

\[
\text{Magnitude: } |Z_{TH}| = \frac{1}{2\pi kr} \exp(-r\sqrt{\frac{\omega}{2D}}) .
\] (3.9)

\[
\text{Phase: } \arg(Z_{TH}) = \phi_{TH} = -r\sqrt{\frac{\omega}{2D}}.
\]

It can be seen that the phase shift \( \phi_{TH} \) of the thermal impedance is a function of \( r \) and \( \omega \) and has a low-pass characteristic. Figure 3.3 shows the magnitude and phase of the thermal impedance as a function of frequency for two different structures with \( r = 10\mu m \) and \( 20\mu m \). It shows that the longer the thermal delay line, the greater is the phase shift and the attenuation it introduces to the temperature fluctuations at the sensor. The magnitude of the thermal impedance gives an estimate of the expected thermal signal amplitude for certain levels of heater power dissipation. For instance when \( r = 20\mu m \), 1mW of power dissipation in the heater results in less than 20 mK temperature variations at the temperature sensor. This low signal level reflects that silicon is a good conductor of heat and also that a lot of the dissipated heat will be lost to the substrate.

If the purity of the silicon substrate is such that the value of \( D \) is stable over process, the accuracy of \( \phi_{TH} \) will be determined by the accuracy of the distance \( r \). In a CMOS process this is defined by the accuracy of the lithography. In the case of the point-heater point-sensor model of Figure 3.2, lithographic inaccuracy induces an error in \( r \), which leads to an error in the phase shift of the structure. When an oscillator is locked to an ETF’s thermal phase shift (like in Figure 3.1), any variations in this phase causes frequency errors. Since \( D \) is temperature-dependent, if equations (3.6) and (3.9) are combined, the effect of the spread in \( r \) on the spread of the structure’s phase response \( \phi_{TH} \) can be calculated as:

\[
\frac{d\phi_{TH}}{\phi_{TH}} = \frac{dr}{r} = \frac{2}{n} \cdot \frac{dT}{T} .
\] (3.10)
this shows that for larger values of \( r \), the effect of lithographic spread on \( \phi_{TH} \) is smaller. Furthermore, this shows that the lithographic-induced phase error increases linearly with temperature.

The thermal impedance phase relation can be further used to study the phase-frequency sensitivity of an ETF for a given temperature. For a fixed \( r \) and \( T \) (thus fixed \( D \)), differentiating (3.9) with regard to frequency results in:

\[
\frac{d \phi_{TH}}{\phi_{TH}} = \frac{1}{2} \frac{d \omega}{\omega} = \frac{1}{2} \frac{df}{f}
\]

which shows how relative variations in ETF phase, e.g. due to lithographic errors, can be expressed in terms of variations in its drive frequency.

### 3.3 Electrothermal Filters in CMOS

An ETF can be realized by integrating a heater in close proximity to a relative temperature sensor. In CMOS technology, any kind of diffusion resistor can be used as a heater, i.e. any resistor located in the substrate. In this case, silicon will be the major heat conducting medium. Transistors can also be used as heaters.
The relative temperature sensor can be implemented by various devices: resistors, transistors, or thermopiles. The drawback of using integrated resistors as temperature sensors is their rather low temperature coefficients (in the order of a few thousand ppm/K). Furthermore, they require biasing, which can lead to extra power dissipation and self-heating. Other possible temperature sensors are bipolar transistors. They have a relatively strong temperature dependence (about 2mV/K), but they also need biasing.

A better and simpler solution is to use thermopiles as relative temperature sensors. Thermopiles are made of series-connected thermocouples. A thermocouple consists of the ohmic connection of two different conducting materials (see Figure 3.4). When a temperature gradient is applied across the structure a voltage \( V_{TC} \) is induced between the other terminals: the Seebeck effect [3.14]. This voltage is proportional to the temperature difference \( (T_1 - T_2) \) due to the gradient and to the combined Seebeck coefficient of the two materials. As shown by Figure 3.4, the series connection of thermocouples adds up their Seebeck voltages like a battery, forming a thermopile. It should be noted that a thermopile has two junctions. When used in an ETF, the junction closest to the heater (the \( T_1 \) side in Figure 3.4) is called the hot junction and the one furthest away from the heater (the \( T_2 \) side in Figure 3.4) is called the cold junction.

Thermocouples can be realized simply in any standard CMOS process, by exploiting the contact between a p\(^+\) or n\(^+\) diffusion and the Aluminum or Copper interconnect. This results in a sensitivity of about 0.5mV/K [3.13]. Compared to other types of relative temperature sensors, thermopiles do not require biasing, and are free of offset. Furthermore, it should be noted that a thermopile can be realized in an n-well. This helps shielding it from the substrate noise. In this case, the thermopile can be realized only with p\(^+\) diffusion material.

Figure 3.4. A thermocouple and the series connection of thermocouples.
Another advantage of thermopiles is that the temperature sensing occurs at the junction between the two different materials, which can be made very small. In the case of a p⁺/Aluminum thermocouple, the junction is formed by a contact hole between the Aluminum and the diffusion, which can have near-minimum dimensions. This can be compared conceptually to the area of a minimum-size bipolar transistor in a CMOS process shown in Figure 3.5. The contact hole forming the thermocouple's hot or cold junctions is almost the same size as the transistor's emitter contact, while the temperature sensing base-emitter junction is much larger. This large area introduces uncertainty in the exact distance between the heater and the temperature sensing point [3.8], which will degrade the accuracy of the resulting ETF.

Based on the previous discussions, it can be concluded that thermopiles are the best temperature sensors for ETFs due to their simplicity and precise geometry, the lack of biasing, and the possibility of increasing their output signal by stacking thermocouples. Since thermopiles are the selected temperature sensor structures for ETFs, we need to revisit the simplified point-heater point-sensor model shown in Figure 3.2. Since thermopiles measure temperature differences, the thermal impedance seen by a thermopile will now be affected by the location of its cold junction. This can be seen in the new model shown in Figure 3.6. Because the AC thermal impedances are frequency domain phasors, the thermal impedance of a thermocouple is the difference between the thermal impedance of the hot junction and the thermal impedance seen at the cold junction:

\[ Z_{THP}(\omega) = Z_{TH}(\omega, r_{\text{hot}}) - Z_{TH}(\omega, r_{\text{cold}}). \] (3.12)

To increase the efficiency of an ETF, a differential structure can be used (see Figure 3.7). This also helps reduce the effect of variations in the position of the heater relative to the position of the thermocouple junctions. If the heater is shifted away from one thermocouple by \( \Delta r \) (see Figure 3.7) it will be closer to the opposite thermocouple by the same distance \( \Delta r \). If \( \Delta r \) is small compared to \( r \), it can be assumed that the phase shift of the thermal impedance between the heater and a hot junction is a linear function of \( r \), and so the overall phase response of the differential structure should not be altered by this error.

The top view of a conceptual differential ETF is shown in Figure 3.8. As shown here, multiple thermocouples could surround the heater at both sides. These could be arranged with their hot and cold junctions located on equi-center circles. A differential voltage \( V_{TP} \) is then available at the outputs of this ETF.
Figure 3.5. Conceptual comparison of the area of a substrate PNP transistor (a), with contact holes forming the junctions of a thermocouple (b).

Figure 3.6. Side-view of a point-heater and thermocouple structure.

Figure 3.7. Side-view of a differential point-heater and thermocouple structure.
Figure 3.8. *Top-view of a conceptual differential ETF structure with a differential thermopile that is symmetrically located around its point heater.*

### 3.4 ETF Design

The design of a practical ETF involves the choice of the appropriate geometry for its heater and thermopile. This will be discussed in the following subsections, which will then be followed by two design examples of ETFs in a 0.7µm CMOS process.

#### 3.4.1 General Heater Considerations

A practical ETF does not have a point heater, since a practical heater will have a certain width and length. Therefore, in order to design a real ETF we need to be able to derive its thermal impedance considering the heater geometry as well, which makes the analysis rather complex.

To simplify matters, the heater may be sub-divided into several unit cubes [3.12][3.16]. Since the width of each cube is much smaller than the distance to the thermocouple junctions, each cube can be modeled as a point-heat source. This way, the equivalent thermal impedance of each cube to all the hot and cold junctions of the thermopile can be calculated. As a result, the thermal impedance of the whole ETF can be calculated by adding up the vector sum of all the calculated thermal impedances.

For a total number of $M$ divided cubes, and the number of *hot* and *cold* thermopile junctions equal to $P_{\text{hot}}$ and $P_{\text{cold}}$, the total thermal impedance of a practical structure can be calculated analytically from:
This implies that further calculations on ETF characteristics require numerical vector-based calculations that can best be done by mathematical calculation softwares such as Matlab.

### 3.4.2 General Thermopile Considerations

Design of a thermopile involves choices regarding the total number of thermocouple arms and their lengths. These will be discussed in the following paragraphs.

The more thermocouples in series, the larger the output signal of the ETF, but one should consider that each extra thermocouple arm contributes extra thermal noise (caused by extra resistance of each arm). The signal-to-noise-ratio (SNR) at the output of the thermopile determines the resolution with which the ETF’s thermal phase shift can be measured. Considering \( n \) thermocouples each with a resistance \( R_{tc} \), the SNR can be calculated within a bandwidth of \( BW = 1 \text{ Hz} \):

\[
SNR = \frac{P_{\text{signal}}}{P_{\text{noise}}} = \frac{n \cdot S_{sp} \cdot \Delta T}{n \cdot 4kT_{Tc}} = n \cdot \frac{\left[ S_{sp} \cdot \Delta T \right]^2}{4kT_{Tc}}. \tag{3.14}
\]

where \( S_{sp} \) is the Seebeck coefficient of the Aluminum and \( p^+ \) contact, \( \Delta T \) is the temperature difference between the hot and cold junction, \( T \) is the ambient temperature, and \( k \) is Boltzmann constant. Since for a given heater geometry, the thermopile area will be fixed, and so, increasing \( n \) increases the resistance of thermopile, and hence the SNR remains constant. However, increasing \( n \) results in a larger output signal and thus the number of thermocouples should be maximized as much as possible. However, each \( p^+ \) arm of the thermopile exhibits a parasitic junction capacitance, and thus the ETF also exhibits electrical filtering. Therefore, a thermopile behaves like a distributed RC filter, which introduces electrical phase shift. Increasing \( n \) will increase this parasitic electrical phase shift. Consequently, the optimal value of \( n \) involves a trade-off between the signal level and electrical phase shift.

For a fixed number of thermocouples, increasing the length of a thermocouple means placing the cold junctions further away from the hot junctions. This means that, on the one hand, the increase in the resistance of the thermopile due to the increase in its length increases its thermal noise, while on the other hand, setting the cold junctions further away increases the
temperature difference between the two junctions. This is because the thermal impedance due to the cold junction drops, and therefore the total thermal impedance increases (see (3.9) and (3.13)). This increase in the temperature difference will again increase the signal at the output of the thermocouple, implying that an optimum value of the thermocouple length for achieving a maximum SNR should exist. This value can be found numerically through an optimization algorithm.

This algorithm can be shown for the point-source system (see Figure 3.6), by considering the hot and cold junction distances \( r_h \) and \( r_c \) from the heater, respectively. For a p+ diffusion sheet resistance \( R_{\Omega} \), and thermocouple width \( W \), the thermocouple noise power in a bandwidth of \( BW = 1 \) Hz will be:

\[
P_{\text{noise}} = 4kT \frac{L}{W} R_{\Omega}. \tag{3.15}
\]

where \( L = r_c - r_h \), is the thermocouple length. The signal power at the output of one thermocouple is:

\[
P_{\text{signal}} = \left[ S_{tp} \cdot \Delta T \right]^2. \tag{3.16}
\]

where \( \Delta T \) is the temperature difference between the cold and the hot junction, which is a function of the thermal impedance of the point-source structure \( Z_{THP} \), and the heater power dissipation \( P_{\text{heater}} \). The AC temperature variation \( \Delta T \) can be calculated from (3.12) and (3.8) by:

\[
\Delta T(\omega) = P_{\text{heater}}(\omega) \cdot Z_{THP}(\omega)
= P_{\text{heater}}(\omega) \cdot [Z_{TH}(\omega, r_h) - Z_{TH}(\omega, r_c)]. \tag{3.17}
\]

which can be written as:

\[
\Delta T(\omega) = P_{\text{heater}}(\omega) \cdot [Z_{TH}(\omega, L - r_c) - Z_{TH}(\omega, r_c)]. \tag{3.18}
\]

As an example we consider a fixed \( r_h = 25 \mu m \), \( \omega = 120kHz \), \( K_{\text{seebeck}} = 0.5mV/K \), \( P_{\text{heater}} = 10mW \), \( R_{\Omega} = 200\Omega/\text{square} \), \( W = 1\mu m \), and solving (3.15) - (3.18) numerically at room temperature and the bandwidth \( BW = 1Hz \) for \( 5\mu m \leq L \leq 100\mu m \), the SNR of the structure can be calculated in dB (see Figure 3.9). This figure shows that for this specific example, the optimum thermocouple length is 25\( \mu m \), for which the structure’s SNR is maximized. Further increasing \( L \) increases the signal by reducing the cold junction’s thermal impedance, but it also increases the thermal noise, which causes a loss of SNR.
Figure 3.9. A point-source structure’s SNR as a function of thermocouple length \( L \).

Figure 3.10. Equi-phase shift contours from a point heat source.

In an ETF, the heat generated by a point-heat source diffuses uniformly in all directions. Therefore, all points located at the same distance from the heater will have equal thermal impedances and thus equal phase shifts (see Figure 3.10). This translates into circles with a common center point at the heater. Therefore, locating all the hot junctions of a thermopile on a circle with radius \( r_h \), and all the cold junctions on another circle with radius \( r_c \), will ideally translate into thermocouple signals that have the same phase. Their signals, when added together, cause the maximum output signal. These circles are called equi-phase contours. In practice, when the layout of an ETF is drawn within the design rule constraints of a CMOS process, it is difficult to draw the \( p^+ \) arms arranged on the spikes originating from the center of the circles (like shown in Figure 3.8). Therefore, to simplify the layout, horizontal orientation of the thermocouple arms can be kept. The hot junctions can be fixed on the circle, and the location of the cold junctions can be calculated numerically for maximum SNR [3.16].
3.4.3 Design of a Bar ETF

One of the earlier ETFs designed in a 0.7µm CMOS process had a bar-shaped heater and rectangular thermopile [3.13]. The simplified layout as well as a photomicrograph of the bar ETF are shown in Figure 3.11. The distance between the heater and the thermopile, denoted by $s$ was 20µm in this design. For layout simplicity the thermocouple arms all have the same length and the hot and the cold junctions of the thermopile are all arranged in parallel and on vertical lines, such that the thermocouples could be placed horizontally (the layout of the thermocouple $p^+$ arms is thus much simpler.

![Simplified layout and photomicrograph of a bar ETF](image)

Figure 3.11. (a) Simplified layout, and (b) photomicrograph of an earlier ETF with a bar heater (bar ETF).

![Amplitude and phase response of the thermal impedance associated with the bar ETF](image)

Figure 3.12. Amplitude and phase response of the thermal impedance associated with the bar ETF at room temperature.
than the conceptual layout shown in Figure 3.8). Numerical simulations on
the thermal impedance of the bar ETF have been performed using (3.13) and
the results are shown in Figure 3.12.

3.4.4 Design of an Optimized ETF

With the thermopile optimization considerations in mind, another ETF
was designed [3.15], which is optimized compared to the bar ETF shown in
Figure 3.11. A simplified layout and a photomicrograph of the optimized
ETF are illustrated in Figure 3.13. Here, the layout has been optimized to
maximize the SNR at the output of the thermopile, while maintaining the
same phase-shift of the previous ETF (about 90 degrees) at about 100 kHz.
The amplitude and phase response of the thermal impedance associated with
this structure have been numerically modeled in MATLAB and the results
are illustrated in Figure 3.14.

For the same power dissipation, reducing the heater area leads to a
greater concentration of heat [3.16], and, thus, to larger temperature
variations in the substrate. For this reason, the optimized ETF’s heater has a
smaller area compared to the bar ETF. To achieve the same order of heater
resistance (in the order of 1.2 kΩ), the resistor was folded compared to the
rectangular heater of the previous ETF [3.16]. In addition, the thermopile’s
hot junctions are located on a roughly circular, equi-phase contour, which
maximizes the thermopile’s output amplitude. Finally, the length of each
arm, and hence its thermal noise contribution, was chosen to maximize the
SNR at the thermopile’s output. Compared to the earlier ETF [3.13], the
number of thermocouples was increased from 20 to 24. In addition, the
thermopile resistance was reduced from 36 kΩ to 20 kΩ, leading to a thermal
noise reduction from 24 nV/√Hz to 18 nV/√Hz. For the same heater power
dissipation, these changes lead to a 50% increase in the output SNR.

![Figure 3.13. (a) Simplified layout, and (b) photomicrograph of the optimized ETF.](image-url)
The thermopile of the optimized ETF has a total resistance of 20kΩ and a total capacitance of 600fF. Simulations show that at an excitation frequency of 85kHz, the resulting electrical phase shift due to the electrical filter formed by these values is only 0.14 degrees, which is much smaller than the thermal phase shift of the ETF. However, the electrical phase shift will spread by tens of percent over process corners due to spread in the absolute doping levels of the p’ arms and the n-well. This spread forms another bound on the absolute accuracy of the phase response of the ETF.

3.5 Modeling for Time-Domain Analysis

With the knowledge built so far, a prediction of the frequency response of a given ETF structure can be derived from its thermal impedance. However, a model based on a network of RC elements such as the one shown in Figure 3.2 is more useful for time-domain simulations of the structure. An equivalent Foster form [3.17] of the ETF thermal impedance can be made such that its output temperature variation $\Delta T$ is a function of the power $P$ dissipated in the heater [3.17]. This network is shown in Figure 3.15, including 20 RC sections whose element values are summarized in Table 3.2. Using this network, the frequency response of an ETF predicted by the thermal impedance model [3.11] (magnitude and phase response) as well as the structure’s step response could be reproduced with a reasonable accuracy (see Figure 3.16). The above-mentioned RC network has been used in the time-domain simulations presented throughout this thesis. More details about this method of time-domain modeling are described in Appendix A.
Figure 3.15.  **Electrical-domain equivalent model of an ETF’s thermal impedance used for time-domain simulations.**

Figure 3.16.  **Comparison of the thermal impedance model and the Foster RC network model prediction for an ETF:** (a) step response, (b) magnitude, and (c) phase response.
Table 3.2. The approximate RC section values of the Foster network.

<table>
<thead>
<tr>
<th>Res. Value</th>
<th>Resistance</th>
<th>C</th>
<th>Capacitance</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1</td>
<td>0.59</td>
<td>C1</td>
<td>9.6E-8</td>
<td></td>
</tr>
<tr>
<td>R2</td>
<td>3.35</td>
<td>C2</td>
<td>4.4E-8</td>
<td></td>
</tr>
<tr>
<td>R3</td>
<td>1.25</td>
<td>C3</td>
<td>1.7E-7</td>
<td></td>
</tr>
<tr>
<td>R4</td>
<td>0.65</td>
<td>C4</td>
<td>1.5E-6</td>
<td></td>
</tr>
<tr>
<td>R5</td>
<td>4.81</td>
<td>C5</td>
<td>3.3E-7</td>
<td></td>
</tr>
<tr>
<td>R6</td>
<td>10.57</td>
<td>C6</td>
<td>2.3E-7</td>
<td></td>
</tr>
<tr>
<td>R7</td>
<td>12.59</td>
<td>C7</td>
<td>3.1E-7</td>
<td></td>
</tr>
<tr>
<td>R8</td>
<td>12.59</td>
<td>C8</td>
<td>6.9E-7</td>
<td></td>
</tr>
<tr>
<td>R9</td>
<td>9.59</td>
<td>C9</td>
<td>1.7E-6</td>
<td></td>
</tr>
<tr>
<td>R10</td>
<td>5.86</td>
<td>C10</td>
<td>2.9E-6</td>
<td></td>
</tr>
<tr>
<td>R11</td>
<td>4.99</td>
<td>C11</td>
<td>5.2E-6</td>
<td></td>
</tr>
<tr>
<td>R12</td>
<td>3.35</td>
<td>C12</td>
<td>1.3E-5</td>
<td></td>
</tr>
<tr>
<td>R13</td>
<td>2.09</td>
<td>C13</td>
<td>3.2E-5</td>
<td></td>
</tr>
<tr>
<td>R14</td>
<td>1.06</td>
<td>C14</td>
<td>1.1E-4</td>
<td></td>
</tr>
<tr>
<td>R15</td>
<td>0.78</td>
<td>C15</td>
<td>2.2E-4</td>
<td></td>
</tr>
<tr>
<td>R16</td>
<td>0.41</td>
<td>C16</td>
<td>7.1E-4</td>
<td></td>
</tr>
<tr>
<td>R17</td>
<td>0.41</td>
<td>C17</td>
<td>18E-4</td>
<td></td>
</tr>
<tr>
<td>R18</td>
<td>1.97</td>
<td>C18</td>
<td>4.6E-8</td>
<td></td>
</tr>
<tr>
<td>R19</td>
<td>8.61</td>
<td>C19</td>
<td>4.1E-8</td>
<td></td>
</tr>
<tr>
<td>R20</td>
<td>2.95</td>
<td>C20</td>
<td>1.8E-7</td>
<td></td>
</tr>
</tbody>
</table>

3.6 Thermal Oscillators

The feasibility of on-chip frequency generation based on the thermal properties of silicon was initially shown by the thermal oscillators described in [3.6][3.7]. These were relaxation oscillators whose frequencies were determined by a thermal delay. The target application of the oscillators in [3.6][3.7] was to monitor the temperature of microelectronic structures.

A block diagram of the first thermal relaxation oscillator is shown in Figure 3.17. The output of the thermal delay line is fed back to its heater via an amplifier. A gain-control block maintains unity loop-gain and an offset-control block regulates the common-mode level of the oscillating wave referred to ground. The gain-control block and the amplifier monitor the signal from the temperature sensor. As mentioned earlier in this chapter, silicon is a good conductor of heat and therefore the thermal delay line is rather inefficient. This means that even with large levels of power dissipation in the heater (10 to 20mW) the thermal delay line's output would only have been in the order of a few milli-volts. This small signal is accompanied by the wide-band thermal noise generated by the temperature sensor. The result is excessive jitter at the output frequency. For the thermal oscillator in [3.7], the jitter amounted to tens of percent of an oscillation period. The output frequency varied from 91kHz to 74kHz as the temperature varied from 20°C to 70°C, respectively.

A thermal-feedback oscillator incorporating thermocouples was proposed by Bosch in [3.8]. This oscillator used on-chip thermocouples realized by "p" or "n" type semiconductor materials in contact with Aluminum. Bosch located a heater ~ 200μm apart from the thermocouple (see Figure 3.18). An amplifier was then feeding back the output of the thermocouple to heat-dissipating transistors \( T_1 \) and \( T_2 \) (bipolar devices used as heaters), forming the complete thermal feedback oscillator. Bosch reported a nominal oscillation frequency of 200 kHz. One of the main motivations of this work described in [3.8] was to fill up the lower frequency range below 300kHz, which was not covered by RC oscillators at that time.
Figure 3.17. *A block diagram of the first relaxation thermal feedback oscillator.*

Figure 3.18. *Thermal feedback oscillator of Bosch incorporating an on-chip thermocouple.*

Another thermal feedback oscillator implemented in a 2-poly 0.35μm CMOS process is reported in [3.18]. This is a phase-shift oscillator that uses an inverting amplifier and an ETF in its feedback path. The ETF was built by
means of polysilicon heaters and MOS transistors operated in the sub-threshold region as temperature sensors (see Figure 3.19). The silicon oxide between the heater and the MOS transistor forms the main thermal path.

In [3.18] a phase shifting amplifier was made by combining an electrothermal filter and a differential amplifier (see Figure 3.19 and Figure 3.20). A heater driving circuit drives the heater and the phase shifted signal picked up by the electrothermal filter’s MOS transistors is amplified. At the oscillation frequency, the output of the phase shifting amplifier $V_{\text{out}}$ will have a phase shift of $60^\circ$. By cascading three of these amplifiers in a loop and feeding back the output of the third amplifier to the first one, a total loop phase of $180^\circ$ was made. The structure is able to oscillate at a frequency of

![Figure 3.19.](image1)

*Figure 3.19. The electrothermal filter made by the 2-poly process with a poly heater and a MOS as the temperature sensor.*

![Figure 3.20.](image2)

*Figure 3.20. Heat conducting amplifier made of a heater drive and a differential amplifier combined with an electrothermal filter (left and center), and a triple-phase oscillator incorporating three of the heat-conducting amplifiers.*
1.25MHz. The total current through the three heaters of its electrothermal filters amounts to 60mA, which assuming a 3.3V supply of the 0.35μm process, translates to about 60mW. No jitter or noise measurement results are reported in [3.18].

3.7 Electrothermal Frequency-Locked Loops

The work published in [3.6][3.7], showing the feasibility of a thermal oscillator, was followed by an improved architecture based on an electrothermal frequency-locked loop (FLL) [3.19]. The loop incorporates a thermal filter, made of two heaters and a thermopile, together with a VCO (Figure 3.21). The heaters of the ETF are driven in anti-phase by the VCO, creating an AC temperature variation polarity across the thermopile. The feedback loop ensures that the VCO operates at a frequency that corresponds to a fixed phase shift in the thermal filter. Compared to the other thermal oscillators [3.6][3.18], the key element introduced in [3.19] was the use of a synchronous demodulator as a phase detector and narrow-band tracking filter. This narrow-band filtering limits the loop’s noise bandwidth to a few Hertz, resulting in low VCO jitter at reasonable heater power dissipation.

In the system shown in Figure 3.21 the VCO drives the thermal filter with a square-wave signal. The resulting low-pass filtered output signal is amplified and applied to a chopper, which periodically reverses the polarity of the signal. Since the chopper is driven with the same signal that excites the thermal filter’s heater, it operates as a synchronous demodulator. This means that its average output will be a function of the thermal filter’s phase shift. The presence of an integrator in the forward path of the loop forces the VCO to oscillate at a frequency where the average output of the chopper is zero. This corresponds to a thermal phase shift of 90° (Figure 3.22) and hence the frequency corresponding to this phase shift is called $f_{90}$.

The synchronous detection and integration gives the implementation of [3.19] an important advantage over [3.6][3.7][3.18]. This advantage is mainly the insensitivity of its output frequency to the thermal filter’s output signal amplitude, which can vary due to process spread. Also, the narrow band filtering provided by the synchronous detector behaves like a narrow-band tracking filter centered around the $f_{VCO}$, reducing the effect of the thermal filter’s thermal noise on the output jitter.

In [3.19], the thermal filter’s readout amplifier had a gain of 100 and a bandwidth of 2.5MHz. A heater power dissipation of 6.5 mW resulted in a thermal filter output signal of 500 μVp-p (reported distance from heater to
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heater is 100μm and the heater distance to each side of the temperature sensor is less than 10μm). In a loop bandwidth of 1Hz and at room temperature, an $f_{VCO}$ of 50kHz and a jitter of 0.1% (20ns) were reported. The device-to-device frequency spread (8 devices) measured from -50°C to 125°C was ±1% and showed a temperature dependence of $T^{-1.3}$, where $T$ is the absolute temperature.

Followed by the work of [3.19], an improved temperature-to-frequency converter based on an electrothermal FLL was proposed in [3.13]. Compared to prior art, this work used a readout amplifier with a larger bandwidth and lower offset. These resulted in less device-to-device spread of the output frequency, which led to more accurate temperature sensing. Furthermore, the temperature dependence of the loop was locked more accurately to the thermal-diffusivity of silicon. The ETF used in [3.13] is the bar ETF shown in Figure 3.11.
A block diagram of the FLL in [3.13] is shown in Figure 3.23. A preamplifier amplifies the output signal of the thermopile before it is processed by a transconductor $g_m$. The transconductor’s output current is then multiplied by a chopper demodulator with the square-wave signal produced by the VCO, which also drives the ETF’s heater. An off-chip capacitor $C_{\text{int}} = 1\mu F$ then integrates the output from the chopper demodulator. The loop locks when the average demodulator output becomes zero, producing a frequency corresponding to the $f_{90}$ of the ETF.

At the $f_{90}$ of the ETF, the preamplifier phase shift, which spreads over process and temperature, has to be negligible compared to the ETF phase shift of 90°. Therefore, compared to [3.19], where the readout amplifier had a bandwidth of 2.5MHz, the preamplifier in [3.13] consisted of an open-loop four-stage amplifier with each stage made of a PMOS transconductor and PMOS diode loads. This configuration allowed for a bandwidth of more than 32MHz. However, to prevent the output-referred offset of the preamplifier from saturating the synchronous demodulator, a DC servo loop consisting of a transconductance $g_{m2}$, a capacitor $C_{dc}$ and a transconductor $g_{m3}$ (Figure 3.24), was built around it. This reduces the output-referred offset to the level of the offset of $g_{m3}$, but also gives the preamplifier a high-pass frequency response. To avoid introducing significant phase shift at around $f_{90}$, a high-pass corner frequency of a few Hz was chosen. This translates into a value of $C_{dc} = 100\ \text{nF}$, requiring that this capacitor also be implemented off-chip.

As shown in Figure 3.23 an extra pair of choppers is used after the synchronous demodulator [3.20]. These choppers are operated at a lower frequency of $f_{VCO}/128$, and their function is to chop the residual offset caused by the mismatched charge injection of the synchronous demodulator. As a consequence of adding these choppers, and in order to maintain the polarity of the loop, a low-frequency chopper should also be added at the input of the

---

Figure 3.23. Block-diagram of an electrothermal FLL with low-frequency chopping.
readout circuitry. This could have been placed at the output of the ETF, however, in order not to disturb the small signal at the thermopile output; this chopper was shifted through the ETF to the heater drive. The chopping of heat signal was done by periodically inversing the phase of the heater drive signal in phase with the low-frequency chopper after the demodulator.

The low-frequency chopping is a key contributor to the accuracy of this FLL, since any extra DC error added to the DC output of the synchronous demodulator, introduces an error to the phase detected by it, causing a frequency error. The low-frequency operation of the second pair of choppers prevents them from generating excessive residual offset. The low-frequency ripple produced by this action will then be filtered out by the large 1μF off-chip capacitor. Insufficient filtering of this ripple will cause excessive jitter in the VCO's output frequency.

The electrothermal FLL of [3.13] achieved a device-to-device output frequency spread of ±0.25% (3σ) from -40°C to 105°C. The output

Figure 3.24.  Block-diagram of the thermopile preamplifier.

Figure 3.25.  Block-diagram of the electrothermal FLL with on-chip active integrator and off-chip sample-and-hold.
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frequency showed a $1/T^{-1.7}$, with $T$ the absolute temperature. This translated to a temperature sensing inaccuracy of ±0.5 °C (3σ). It can be seen from this FLL architecture that besides the large off-chip capacitor $C_{dc}$ associated with the preamplifier, the large value of $C_{int}$ is of extreme importance. On the one hand, it determines the 0.5Hz noise bandwidth of the system, while on the other hand it filters out the low frequency chopping ripple caused by the chopped residual offset current of the synchronous demodulator.

A next iteration towards improving an electrothermal FLL was the implementation reported in [3.21]. In this work, the off-chip integrating capacitor was replaced by an on-chip active integrator around an op-amp (Figure 3.25) and the effective transconductance of the readout was reduced by eliminating the preamplifier in [3.13]. This resulted in a noise bandwidth of 30Hz with a transconductance of 100μS and integrating capacitance of $C_{int} = 25pF$. The elimination of the preamplifier allowed for a larger bandwidth; however, it increased the effect of the charge injection induced residual offset associated with the high frequency chopping demodulator.

The combination of low-frequency chopping and large residual offset in the FLL topologies of [3.13] and [3.21] leads to low frequency ripple. This ripple cause two major issues: firstly, it causes a large low-frequency term in the output frequency jitter, and secondly, and more importantly, it modulates the output frequency of the VCO. As a result, the low-frequency chopping clock will not have a 50% duty cycle. This causes residual offset, which significantly increases the inaccuracy of the output frequency.

To mitigate the problem of low-frequency ripple, an off-chip sample-and-hold was added before the VCO in [3.21]. However, its hold capacitors had values of 10 μF each and therefore, were implemented off-chip. Furthermore, addition of a sample-and-hold adds another low frequency pole to the loop due to the zero order hold function. If this pole is too close to the dominant pole of the loop the loop can become unstable. The electrothermal FLL of [3.21] achieved an output frequency error of ±0.45% (3σ) from -40 °C to 100 °C at an ETF power dissipation of 5mW. This corresponds to a temperature sensing inaccuracy of ±0.7 °C (3σ).

3.8 Electrothermal FLL as Foundation for Frequency References

As discussed in the previous sections, electrothermal FLLs can be used to realize accurate temperature-to-frequency converters. Untrimmed device-to-device inaccuracies in the order of 0.25% (3σ) [3.13] show that the output frequency of the FLL is mainly determined by ETF characteristics. These are a function of its geometry and the thermal-diffusivity of silicon, which are...
both well-defined. Unlike the early thermal oscillators, where excess jitter and high power consumption of heater were major drawbacks, the narrow noise bandwidth provided by an FLL introduces significant improvement in both regards.

A frequency reference, in contrast to a temperature-to-frequency converter, requires the output frequency to be stable over temperature. Since the electrothermal FLL accurately locks the output frequency of the VCO to $D$, the output frequency will follow the same $T^{-1.8}$ characteristic of $D$ (see Figure 3.26). This corresponds to a temperature dependence of thousands of ppm/°C, which is not acceptable for a frequency reference. One solution to this is by measuring the temperature of the die, i.e. the temperature of the silicon substrate in which the ETF is implemented, and applying the temperature information to the FLL in order to temperature compensate it. This could be done by an absolute temperature sensor implemented next to the FLL (see Figure 3.27).

The temperature information extracted by the absolute temperature sensor is mapped into a compensation signal and injected into the loop in order to keep the output frequency constant. It should be noted that the temperature sensing inaccuracy of the temperature sensor could then deteriorate the inherent accuracy of the FLL. However, state-of-the-art temperature sensors with inaccuracies in the range of 0.1°C have been reported [3.25]. This is still better than the 0.5 °C temperature sensitivity of the electrothermal FLLs [3.13] and thus should provide the possibility of

![Figure 3.26. Temperature dependent output frequency of an electrothermal FLL vs. the desired constant output frequency of a reference.](image)
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Dynamics of an Electrothermal FLL

In order to properly design and implement electrothermal FLLs, it is useful to analyze their dynamics and stability. Since an FLL locks the output frequency of a variable oscillator to the phase shift of an ETF, the main variables processed by the loop are phase and frequency, and so a brief review of these concepts will be first provided.

Figure 3.28(a) shows a sinusoidal signal $A(t) = A_\text{m}\sin(\omega_0 t)$ in the time domain, while Figure 3.28(b) shows its phase, i.e. $\omega_0 t$, which is the total argument of the signal as a function of time. This is linearly changing with time with a slope of $\omega_0$. The time-domain value of signal $A(t)$, therefore, crosses zero whenever its phase becomes an integer multiple of $\pi$. It can be seen that the larger the slope of the time-domain value of the phase, the faster $A(t)$ zero-crossings will occur, i.e. the larger the frequency. Therefore, it can be concluded that the faster the phase of a signal changes, the higher its frequency will be. This means that the frequency term $\omega$ can be defined as the derivative of phase $\phi$ with respect to time [3.23]:

Figure 3.27. Concept of temperature compensation applied to an electrothermal FLL for generation of a stable frequency over temperature.
In order to simplify the study of ETF phase-frequency behavior, we will assume that the ETF consists of a point-heater source and a point-temperature sensor, where the heater is driven by a normalized sinusoidal signal. This could be justified by the fact that the square-wave heater drive signal will be low-passed filtered by the ETF. Figure 3.29 shows a simplified diagram of this ETF, where a time-domain input signal at a frequency of $\omega$ and an initial phase of $\phi_i$ is applied to the ETF. The output signal then includes an excess phase shift of $\Delta\phi_{ETF}$ caused by the thermal delay. Its amplitude, $A$, is a function of the thermal impedance of the structure [see (3.9)], the power dissipated in the heater, and the sensitivity of the relative temperature sensor. The excess phase shift in the output signal of an ETF equals:

$$\Delta\phi_{ETF} \propto s \cdot \sqrt{f} \cdot T^{1.8}.$$  

(3.20)

where $s$ is the distance between the point-heater and the point-temperature sensor, $T$ is the absolute temperature, and $f$ is $\omega/2\pi$. Therefore, the ETF phase shift can be written as a function of temperature and frequency:

$$\Delta\phi_{ETF} = R(T)\sqrt{f}.$$  

(3.21)

where $R(T)$ is a temperature-dependent value determined by the thermal diffusivity of silicon, $D$, and the ETF geometry.

Figure 3.28.  Phase of a sinusoid signal as a function of time
With this simplified ETF phase-domain model, its input-output phase relationship can be written as:

\[ \phi_{out} = \phi_{in} + \Delta \phi_{ETF} \]  \hspace{1cm} (3.22)

by inserting (3.21) into (3.22) we get:

\[ \phi_{out} = \phi_{in} + R(T)\sqrt{f} \]  \hspace{1cm} (3.23)

which considering (3.19) can be expanded to:

\[ \phi_{out} = \phi_{in} + R(T) \frac{d \phi_{in}}{dt} \]  \hspace{1cm} (3.24)

As shown by (3.24), to the first order, an ETF can be approximated as a two-port block that receives a frequency at the input and provides an excess phase shift at the output for a given temperature point.

As a further step towards simplification of the system, we assume its behavior to be small signal around its steady state point on an ETF’s phase-frequency characteristic (see Figure 3.14). This assumption is correct to the first order because in a locked electrothermal FLL, the loop steady-state normally changes only due to thermal noise and the ambient temperature change and these can be considered to be small. This allows for further simplification of (3.24), through the use of Taylor expansion of a square-root function, and assuming small values for \( d\phi_{in}/dt \). Hence, (3.24) can be simplified to:

\[ \phi_{out} = \phi_{in} + R(T) \left( \frac{1}{2} + \frac{1}{2} \frac{d \phi_{in}}{dt} \right) \]  \hspace{1cm} (3.25)

This shows that as far as small signal behavior is concerned, besides adding a temperature-dependent phase shift, an ETF also behaves like a differentiator in the phase domain.
To gain further insight into the system-level behavior of an FLL we consider the simplified block-diagram of Figure 3.30, where a synchronous demodulator plays the role of phase detector in the loop. The single tone excitation model of an ETF (Figure 3.29) can be combined with a synchronous demodulator at its output, which multiplies the ETF output with the same signal that drives its heater (Figure 3.31a). It can be shown, through trigonometric analysis that the output of the synchronous demodulator will be:

\[ A \cdot \sin(\omega t + \phi_{in} + \Delta \phi_{ETF}) \times \sin(\omega t + \phi_{in}) = 0.5 \cdot A \cdot [\cos(\Delta \phi_{ETF}) - \cos(2\omega t + 2\phi_{in} + \Delta \phi_{ETF})]. \]  \hspace{1cm} (3.26)

From (3.26) it can be seen that this includes a DC term that is proportional to the cosine function of \(\Delta \phi_{ETF}\), and some high frequency content, which will be removed by the loop filter (integrator) of the FLL. Therefore, the combination of an ETF and a synchronous demodulator in the amplitude domain can be modeled in the phase domain as an ETF and a phase detector whose output passes through a cosine function.

The cosine function can be seen as a non-linearity gain around 90° phase, introduced to the system [Figure 3.31(b)]. Therefore, we add this non-linear gain \(K_d\) to the loop [see (3.26)]. For a point-heater point-temperature sensor and at a given steady-state excitation frequency \(\omega\) and a certain temperature, the parameter \(K_d\) is determined by the heater power dissipation, \(P_{heater}\), the ETF’s temperature sensor sensitivity, \(k_{tp}\), and the thermal impedance of the structure (defined by the distance \(s\)). This parameter should be determined numerically:

\[ K_d \approx 0.5 \cdot \frac{1}{2\pi s} \cdot P_{heater} \cdot k_{tp} \cdot \exp\left(-s \sqrt{\frac{\omega}{2D}}\right) \cdot \cos\left(-s \sqrt{\frac{\omega}{2D}}\right). \] \hspace{1cm} (3.27)

With slight reconfiguration of the block-diagram in Figure 3.31(b) it can be further simplified to that in Figure 3.31(c) showing an ETF driven at a given frequency \(\omega\), and followed by a phase detector that can ideally extract its phase shift \(\Delta \phi_{ETF}\). The cosine function shown in Figure 3.31(b) can now be replaced by a summation node in phase-domain. This is followed by a gain \(K_q\) that produces an amplitude-domain signal (in DC) from the comparison of \(\Delta \phi_{ETF}\) with a fixed phase reference of 90° in phase-domain.
Figure 3.30. A simplified block diagram of an electrothermal FLL.

Figure 3.31. The amplitude-domain simplified model of (a) an ETF with a synchronous demodulator, and (b) the phase-domain equivalent of that, and (c) a simplified phase summation node equivalent of the system.
Considering the abovementioned simplifications in the phase-domain, the block-diagram of an FLL (Figure 3.30) can be approximated with a phase-domain feedback system including the model of Figure 3.31(c) and including a summation node and a phase reference of 90° (Figure 3.32). A VCO translates its input to frequency by means of integration. This means that the VCO is an integrator in the loop and therefore introduces a pole at DC. As shown by (3.25), considering the small signal behavior of the loop around its steady-state point, the ETF can be assumed as a block that receives frequency and produces phase at the output, which means a differentiator function. A differentiator introduces a zero at DC, and thus cancels the effect of the VCO’s pole. This means that the order of the loop is determined by the loop filter, and is thus first order. It can be concluded that the dynamics of an electrothermal FLL approximately resembles that of a type I PLL, and therefore is very stable.

Besides providing insight to the dynamics of the loop, this simplified model of an electrothermal FLL allows for estimation of its noise-bandwidth. As shown further in this chapter, this is especially important for studying the jitter behavior of the loop. To further simplify the model, the combination of the ETF and phase detector shown in Figure 3.32 can be replaced with a frequency-to-phase conversion gain $K_{\phi}$ [°/Hz]. This is like a sensitivity function and can be calculated numerically for the small-signal analysis of the loop around its steady-state. This can be done by considering a fixed temperature and a steady VCO frequency of $\omega_0$ that correspond to an ETF thermal phase of 90°. The ETF then translates variations in its input frequency to variations in phase around this point. For the practical ETF structures, the sensitivity function, $K_{\phi}$, should be determined via the thermal impedance model numerically. For the simple case of a point-heater point-temperature source structure, the steady state operation of the loop requires:
where $D$ is the thermal diffusivity of silicon and $s$ is the distance between the heater and the temperature sensor. For this model $K_{\phi}$ is simply calculated through the derivative of (3.28). The resulting final model, after addition of $K_{\phi}$, is shown in Figure 3.33.

3.10 FLL Behavioral Simulations

In order to confirm the validity of the simplified phase-domain model derived above, it is useful to investigate the dynamic behavior of the loop via its step response. To do this, a time-domain Matlab behavioral model of the Figure 3.30 FLL was made. The ETF was modeled by the Foster network shown in Figure 3.15 and with values provided in Table 3.2.

As shown in Figure 3.34, the FLL is excited by a step pulse applied to the VCO input signal. The step will immediately cause the VCO output frequency to deviate from its steady-state value, but due to feedback the integrator will be driven such that $f_{VCO}$ returns to the value corresponding to the 90° ETF phase shift.

To perform this simulation, an integrator with a unity gain frequency of $\omega_u = 300$ kHz, a VCO with a sensitivity of $K_{VCO} = 100$kHz/V, and the RC network representing the ETF characteristic are considered. The ETF model has $f_{90} = 108$kHz, which will be the steady state locking frequency of the loop. Using 24 thermocouple arms for the thermopile with the sensitivity of each thermocouple being 0.5mV/K, two different levels of heater power were simulated at 3mW and 10mW. This way the effect of the heater power on the predicted $K_d$ parameter of the loop (see Figure 3.32) can be verified. The simulated ETF output is shown in Figure 3.35, which illustrates that the
ETF outputs a larger signal for larger heater power dissipation (2.2mV in contrast to less than 1mV).

The time-domain simulation results of the FLL step-response are summarized in Figure 3.36. The startup of the loop from the initial zero condition can be seen at the beginning of the simulation (for proper scaling the data near the start point has been omitted). It is clear that at higher heater power the FLL starts up faster. A step voltage with an absolute amplitude level of 200mV has been applied to the input of VCO [see Figure 3.36(a)]. As a result of that, the frequency of the VCO changes instantaneously, which changes the ETF phase shift and hence the DC term at the output of the synchronous demodulator [see (3.26)]. This will be integrated by the integrator by controlling the VCO input voltage such that the frequency returns to the $f_{\phi_0}$ of the ETF. The loop has to react again the same way when the step is removed.

The settling behavior of the loop as a response to the step [see the integrator output in Figure 3.36(c)] shows pure first order behavior with a time constant which is a function of the heater power. The step response shows that the loop settles faster for the case of 10mW heater power.

![Figure 3.34. Block-diagram of the FLL model for step-response modeling.](image)

![Figure 3.35. Time-domain simulated ETF output signal at two heater power.](image)
Figure 3.36. Simulated FLL's step-response for two different heater powers: (a) the absolute value of the applied step to the loop, (b) the VCO's output frequency, (c) the integrator's output voltage, (d) the VCO's input voltage.

dissipation compared to 3mW. This implies a larger parameter $K_d$, which means a larger loop-gain and thus wider bandwidth. From these step response simulations the closed-loop bandwidth can be calculated to be 240 Hz and 80 Hz for the 10mW and 3mW simulations, respectively.
A further confirmation of the modeled behavior was sought in practice by applying the same experiment step signal to an electrothermal FLL and monitoring the integrator output settling to a new value with a first order response. The resulting measured step response from this experiment can be seen in Figure 3.37, which shows an approximate loop bandwidth of 1Hz. This number is in line with those predicted by the simulations. The loop bandwidth in the simulations is more than 100 times larger because the unity-gain bandwidth of the integrator assumed for the simulations is 300 kHz, which is more than 100 times larger than that implemented in the practical loop. This choice of simulation conditions was made on purpose in order to limit the required simulation time and memory.

3.11 The Effect of Noise on an FLL’s Jitter

3.11.1 ETF Noise

Section 3.2 mentioned that the major problem of the first generation thermal relaxation oscillators published in [3.6][3.7] was the wide-band thermal noise associated with the temperature sensor of the ETF. This wide-band noise appears directly at the input of the oscillator's comparator and causes excessive jitter by introducing uncertainty at the moment the comparator decides. In later realizations [3.13], by incorporating an ETF in a feedback loop and using a synchronous demodulator as a narrow-band tracking filter, the effect of the ETF's thermal noise was significantly reduced.
An ETF generates thermal noise due to the resistance of its p+ diffusion thermocouple arms in the thermopile. For the ETF shown in Figure 3.13, the total value of this resistance is in the order of 20kΩ, which translates into a thermal noise density of about 18nV/√Hz. This can be modeled as a noise source added to the output of the ETF, and therefore it can be included in the simplified block-diagram of an electrothermal FLL, as shown in Figure 3.38(a).

If the rest of the loop is ideally noise-free, the effect of the ETF's thermal noise, \( V_{n,ETF} \), on the VCO output frequency can be further studied. Since the multiplier is a chopper demodulator, to the first order, its contribution to the noise transfer can be assumed negligible. Therefore, by applying the wide-band output noise of the ETF to (3.26) we can re-write the multiplier output as:

\[ A \cdot \sin(\omega t + \phi_{in} + \Delta \phi_{ETF}) + V_{n,ETF} \times \sin(\omega t + \phi_{in}) \times \sin(\omega t + \phi_{in}). \]  \hspace{1cm} (3.29)

With the assumption that an ETF's noise is mainly thermal noise (this is to first order valid since this noise is mainly generated by the resistance of the thermopile p+ arms), the ETF noise can be shifted directly through the chopper demodulator (Figure 3.38b), which means that it is added to the DC term at the output of the demodulator as:

\[ 0.5 \cdot A \cdot \cos(\Delta \phi_{ETF}) + V_{n,ETF}. \]  \hspace{1cm} (3.30)

This noise is added directly to the FLL’s error signal, which is the input of the integrator. The phase-domain model of an FLL shown in Figure 3.33 can be adopted again for the noise-transfer analysis. This is done by adding a noise source \( V_{n,ETF} \), originated by the ETF and shifted through the phase detector, at the input of the integrator (see Figure 3.39).

We are interested in the transfer function relating the noise source \( V_{n,ETF} \) to the output parameter \( \omega \) of the loop. As can be seen from Figure 3.39, this transfer needs to be calculated in a closed-loop system, where at the forward path the integrator is assumed to have a transfer function \( H(s) \) and the VCO is assumed to have a voltage-to-frequency gain \( K_{VCO} \). The feedback factor is determined by the ETF. The noise transfer of the FLL is defined by the small signal characteristics of the loop. Therefore, the combined ETF and phase detector small signal transfer \( K_\phi \ [\sqrt{\text{Hz}}] \) should be determined numerically.

From the system block diagram of Figure 3.39, the following noise transfer can be extracted:
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\[ T_{n,ETF}(s) = \frac{\alpha_{n,ETF}(s)}{V_{n,ETF}(s)} = \frac{K_{VCO} \cdot H(s)}{1 + K_d \cdot K_\phi \cdot K_{VCO} \cdot H(s)}. \]  

(3.31)

It should be noted that the loop parameters \( K_d \) and \( K_\phi \) are dependent on the thermal impedance of the ETF, and thus need to be calculated numerically for a given steady-state point. From (3.31), the total noise at the VCO output frequency can be calculated as:

\[ \omega^2_{n,ETF} = \int_0^\infty \left| T_{n,ETF}(s) \right|^2 \cdot V^2_{n,ETF} \cdot ds. \]  

(3.32)

Figure 3.38. Inclusion of the ETF thermal noise in the electrothermal FLL.

Figure 3.39. Addition of ETF thermal noise to the simplified phase-domain model of the FLL.
Since the integrator transfer function $H(s)$ is a low-pass function, and that the gains $K_d$ and $K_\phi$ can be assumed to be approximately constant for fixed heater power, temperature, and $s$, the ETF thermal noise is low-pass filtered by the loop. This means that the total noise (jitter at the output frequency $\omega_{no,ETF}$) will be limited by the noise bandwidth of the system. This can be better seen from the bode-diagram showing the open as well as the closed-loop transfer $T_{n,ETF}(s)$. The loop bandwidth $\omega_{loop}$ is determined by the ETF in the feedback path and by the unity-gain bandwidth of the loop $\omega_u$, which is determined by the integrator.

### 3.11.2 Implications for FLL Design

The total noise at the VCO output, i.e. the jitter of the output frequency, is determined by (3.32), and thus it is worth to consider the effect of FLL design parameters on the resultant output noise. This includes the ETF design as well as the loop design. In the first place, the total noise generated by the ETF thermopile can be reduced. This can be achieved by reducing its resistance. The other effect that an ETF has on the loop jitter is its influence on the noise transfer, $T_{n,ETF}(s)$ [see (3.31)]. For large values of $H(s)$ (within the loop bandwidth), this is mainly determined by the effect of the ETF on the feedback factor of the loop via $K_\phi$ and $K_d$:

$$H(s) \to \infty \Rightarrow T_{n,ETF}(s) \approx \frac{1}{K_d \cdot K_\phi}.$$  \hspace{1cm} (3.33)
Qualitatively, $K_d$ is the more dominant parameter, since for small-signal behavior and in the steady-state condition, $K_\phi$ can be assumed to be constant. Therefore, the larger the ETF heater power dissipation, or the smaller the value of $s$ [see (3.9) and (3.27)] the larger the value of $K_d$ and thus, the smaller the noise transfer function. This means that as far as the effect of the ETF on the FLL jitter is concerned, either its heater power dissipation should be increased and/or its dimension (heater thermopile distance $s$) has to be decreased, and/or a thermopile should be adopted with a larger sensitivity (all leading to a larger signal at the ETF output).

Besides the effect of the ETF on the initial thermal noise level and the noise transfer, the other design parameter influencing the FLL jitter is the integrator unity gain frequency $\omega_u$. Since the system has a first order transfer, the loop bandwidth determines its noise bandwidth [3.24]:

$$
NBW = \frac{\pi}{2} \omega_{loop} 
$$

(3.34)

where $\omega_{loop}$ can be determined considering Figure 3.40, (3.31) and (3.33):

$$
K_{VCO} \cdot \omega_u = \omega_{loop} \cdot \frac{1}{K_d \cdot K_\phi} \Rightarrow \omega_{loop} = K_d \cdot K_\phi \cdot K_{VCO} \cdot \omega_u .
$$

(3.35)

Therefore (3.32) can be simplified to:

$$
\omega_{n,ETF}^2 = V_{n,ETF}^2 \cdot \left( \frac{1}{K_d K_\phi} \right)^2 \cdot NBW
$$

$$
= V_{n,ETF}^2 \cdot \left( \frac{1}{K_d K_\phi} \right)^2 \cdot \frac{\pi}{2} \cdot K_d \cdot K_\phi \cdot K_{VCO} \cdot \omega_u .
$$

(3.36)

Example: consider a point-heater point-temperature sensor ETF structure with $s = 10\mu m$, a heater power dissipation $P_{diss}=10mW$, a thermocouple temperature sensor with a sensitivity of 0.5mV/K, and a thermal noise of 20nV$/\sqrt{Hz}$ at a loop steady-state frequency of $\omega_0=285kHz$ (see Figure 3.3) associated with a phase shift of 90° for this structure. The loop incorporates a VCO with a sensitivity of $K_{VCO}=250 kHz/V$, producing a single-tone sinusoid signal and an integrator with a unity gain frequency of 500Hz.
The parameter $K_\phi$ of the loop can be calculated numerically around the steady-state point of the loop, by considering the phase characteristic of the thermal impedance of the structure (Figure 3.3). This can be done once the thermal impedance of the structure has been calculated using (3.9) and numerically taking the derivative of this response. For the specifications mentioned, the calculated $K_\phi$ is approximately 0.16 [$^\circ$/kHz].

Furthermore, the parameter $K_d$ can be calculated from (3.9) and (3.26). The thermal impedance of the structure [equation (3.9)] predicts a temperature variation of about 0.4 $^\circ$K as a function of a 10mW power dissipation at the heater. For the thermocouple sensitivity mentioned, this leads to an output signal amplitude of about 0.2mV. With (3.26) and the DC value resulting from the phase detector, the value of $K_d$ will be 0.1 [mV/$^\circ$]. This leads to a $K_d \cdot K_\phi$ in the order of 0.016 [mV/kHz]. The loop noise bandwidth therefore can be calculated from (3.34) and (3.35) to be about 3Hz. Through (3.36) for a $V_{n,ETF} = 20$ nV/$\sqrt{\text{Hz}}$ the expected rms jitter at the output frequency of FLL will be < 100 ps. Compared to the steady-state locking frequency of $\omega_0=285$kHz, this jitter accounts for 0.003% of the oscillation period, which can be acceptable.

### 3.11.3 VCO Noise

The other noise source in the system is the inherent noise of the VCO. The VCO is a block that translates a control voltage into an output frequency with a certain gain, $K_{VCO}$. Like any other electronic circuit block, a VCO can be assumed to be a noise-less element and its total circuit noise can be derived from its input as a noise source $V_{n,VCO}$ (see Figure 3.41). This results in a different noise transfer for the VCO noise contribution to the FLL output frequency:

$$T_{n,VCO}(s) = \frac{\omega_{n,VCO}(s)}{V_{n,VCO}(s)} = \frac{K_{VCO}}{1 + K_d \cdot K_\phi \cdot K_{VCO} \cdot H(s)}.$$  \hspace{1cm} (3.37)

This transfer function suggests that for a low-pass characteristic associated with $H(s)$, the VCO noise is high-pass filtered. This means that to minimize the VCO noise contribution to the FLL jitter, the loop bandwidth should be as large as possible. This can be seen intuitively from (3.37), where the larger $H(s)$, the smaller the $\omega_n$ due to the $V_{n,VCO}$. Therefore, the larger the loop gain at higher frequencies, the more suppression of the VCO noise will be achieved. This is however, in contradiction with the conclusion we drew from the analysis of the ETF thermal noise effect on the FLL’s output jitter. That analysis required a smaller loop bandwidth for less output noise.
Considering that the ETF noise and the VCO noise are the only major noise sources in the system, we can write:

\[
\omega_{no} = \left[ \omega_{no,ETF}^2 + \omega_{no,VCO}^2 \right]^{0.5}.
\] (3.38)

Therefore, when the ETF is the dominant source of noise, the loop bandwidth should be minimized, however if an ETF is designed with a low output thermal noise, to reduce the VCO’s noise effect, the loop bandwidth can be increased.

It should also be noted that our definition of noise at the output frequency of the VCO is analogous to the cycle-to-cycle jitter’s definition. This is simply defined as the fluctuations in a VCO’s output signal period of oscillation referred to a fixed single edge of the signal as a reference.

### 3.12 Challenges Associated with the Previous FLL’s

From the previous review of the work done on electrothermal FLLs it can be concluded that the key to achieving reasonable jitter performance at acceptable levels of heater power dissipation is the use of a synchronous demodulator in combination with an integrator in a feedback loop. In contrast to the earlier thermal oscillators, this approach provides a narrowband solution that limits the effect of ETF thermal noise on the frequency jitter. Therefore, when making an on-chip frequency reference based on a thermal delay, an electrothermal FLL is the most promising choice.

Before we progress further, it is important to mention the major challenges associated with the FLL architectures introduced due to their use of analog signal processing. The major challenge when implementing such FLLs is the required narrow noise bandwidth of the loop, which is associated
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with the required jitter performance. This translates into large time constants for the loop integrator, which in turn translates into large capacitance values for the circuitry implementing this block. Therefore the prior architectures are less amenable to CMOS integration, such as the large 1μF off-chip capacitor in [3.13] and the 10μF off-chip sample-and-hold capacitors in [3.21]. This calls for the need to adopt a different topology for an electrothermal FLL, which is the topic of the next chapter.

3.13 Conclusions

Integrated frequency references have utilized the electrical, mechanical and magnetic properties of on-chip components. However, the thermal properties of silicon have hardly been explored. Heat generated in a silicon substrate causes temperature variations. The generated heat diffuses at a defined rate through the substrate, which means that the resulting temperature fluctuations can be sensed at a further distance after a defined delay. This is the basis of implementing on-chip thermal delays. These are defined by the thermal diffusivity of silicon and the distance between the heat source and heat sensing points on the substrate. Due to the accuracy of lithography and the purity of IC grade silicon, these delays are well defined.

The thermal diffusivity of silicon can be harnessed by a CMOS compatible element called an electrothermal filter (ETF). An ETF made of a heater and a relative temperature sensor, located at a distance $s$ apart, behaves like a low pass filter. This filter has a well-defined phase response, which is determined by the thermal diffusivity constant of silicon and the ETF geometry. The major challenge in interfacing ETFs is their small output signals, which results in low signal-to-noise ratios.

Thermal delays were used in early thermal feedback oscillators, which measured the silicon die temperature with a temperature-dependent frequency. The temperature dependence of the thermal delay is due to that of the thermal diffusivity $D$ of silicon. These oscillators had a rather poor jitter performance, accounting for tens of percent of the output period even at large levels of heater power dissipation. This was because of the thermal noise associated with their thermal delay line.

The jitter problem of the early thermal oscillators was solved by embedding an ETF in an electrothermal frequency-locked loop. In this type of loop, feedback locks the output frequency of a VCO to the phase shift of an ETF. The loop incorporates a synchronous demodulator and an integrator that together form a narrow-band tracking filter. This helps filter the wide-band thermal noise associated with the relative temperature sensor of the ETF, allowing reasonable jitter to be achieved at relatively low heater power.
dissipations. This makes an electrothermal FLL the architecture of choice for building a thermal diffusivity-based frequency reference.

The ultimate jitter performance of an FLL is determined by the ETF level of thermal noise, as well as the loop noise bandwidth. In order to achieve narrow noise bandwidths, early FLLs utilized large time constants. This required large capacitors that make the CMOS integration of an FLL difficult. This calls for a new architecture to solve this problem.

### 3.14 References


Frequency References Based on the Thermal Properties of Silicon
This chapter describes an electrothermal frequency-locked loop (FLL) that is suitable for CMOS integration. An electrothermal FLL requires a narrow noise-bandwidth to limit the jitter caused by the thermal noise of its ETF. This is rather challenging to implement in the analog domain, since the narrow bandwidth requires the realization of a large time constant. This translates into large capacitor values in the order of micro-Farads (sub-Hz bandwidth), which were previously implemented off-chip.

This chapter proposes a digitally-assisted FLL (DAFLL) architecture that mitigates the integration difficulties of previous FLLs. In the DAFLL, the narrow-band loop filter is realized in the digital domain. As such, it does not require off-chip analog components. To begin with, the proposed system level architecture will be introduced. Afterwards, the design, implementation and characterization of the major building blocks will be covered. These include a phase digitizer realized by means of a phase-domain ΔΣ modulator (PDΔΣM), and a digitally-controlled oscillator (DCO).
4.1 Introduction

The previous chapter concluded that to implement a thermal-diffusivity based (TD) frequency reference, a temperature-compensated electrothermal FLL is the most suitable architecture. However, previous implementations required the realization of large time constants, which either require a very small transconductance and/or a very large capacitor (see chapter 3). The former solution leads to excess noise and a small signal both leading to extra jitter. The latter solution is not efficient due to the large amount of chip area.

A solution to the problem described above is to use a digital integrator. The implementation of the required time constant then translates into a choice of the digital integrator’s sampling rate and the total number of bits it accumulates. The digital hardware required to implement this, occupies much less area than the realization of large capacitors [4.1][4.2].

The simplified block diagrams shown in Figure 4.1 compare an analog FLL [4.3] with the proposed digitally-assisted FLL (DAFLL) [4.4]. Figure 4.1(a) shows the analog loop including a VCO, an ETF, a synchronous demodulator and an analog integrator. The ETF’s heater is driven by the VCO’s output signal, $V_{heater}$, which results in an AC output signal $V_{ETF}$ [Figure 4.1(c)]. The analog FLL is locked when the demodulator’s DC output is zero, corresponding to a VCO frequency $f_{VCO} = f_{90}$. At this frequency, the phase shift of the ETF is about 90°.

Figure 4.1(b) shows the digitally-assisted loop. Here, the ETF’s phase shift, $\phi_{ETF}$, is digitized by a digital phase detector. This is compared to a digital phase reference, $\phi_{ref}$, at a phase summation node. The result of this comparison is an error signal, which is integrated by a digital integrator. The integrator drives a digitally-controlled oscillator (DCO) that, in turn, drives the ETF at frequency $f_{DCO}$. Once more, feedback forces the DCO to oscillate at a frequency, $f_{DCO}$, where $\phi_{ETF} = \phi_{ref}$ [Figure 4.1(d)].
4.2 Proposing a Digitally-Assisted FLL

4.2.1 Operating Principle

A system-level block diagram of the proposed digitally-assisted FLL (DAFLL) is shown in Figure 4.2. Due to the utilization of a digital filter in the loop, analog-to-digital and digital-to-analog conversion needs to be considered in the system. Here, the analog signal is the ETF phase, $\phi_{ETF}$, which needs to be digitized. The digital output of the digital filter should then be translated to an output frequency by the DCO.

For a given ETF structure, $\phi_{ETF}$ is a function of the temperature and the drive frequency. Furthermore, $\phi_{ETF}$ is contained in the sub-millivolt output signal of the thermopile (see chapter 3), and this needs to be digitized in the presence of wide-band thermal noise due to the thermopile resistance. Since for a given driving frequency, this phase shift varies only as a function of temperature, its variation has a bandwidth in the order of a few tenths of Hz.
Digitizing such a low-frequency signal with high resolution (typically >12-bits) matches the characteristics of delta-sigma (ΔΣ) ADCs [4.5][4.11]. Such ADCs exchange resolution in amplitude with resolution in time, by means of oversampling and noise shaping [4.5].

To digitize $\phi_{ETF}$, a phase-domain delta sigma (ΔΣ) modulator (PDΔΣM) has been adopted to be embedded in the DAFLL. A PDΔΣM is similar to a conventional amplitude-domain ΔΣ modulator [4.5], with the difference that the input and the reference values are not in the amplitude-domain, but in the phase-domain. The PDΔΣM produces a bitstream output which represents $\phi_{ETF}$ in digital domain. Within the DAFLL, this bitstream is then digitally compared with a phase reference of 90° (see Figure 4.2), and the resulting error signal is integrated by the digital filter.

The multi-bit output of the digital filter drives a digital-to-analog converter (DAC), whose output then drives a VCO. The combination of the DAC and the VCO forms a DCO. The PDΔΣM, the digital filter, and the DAC are all sampled at the same frequency $f_s$, which is a sub-multiple of $f_{DCO}$. The result is a self-referenced system, whose noise-bandwidth is determined by the digital filter, which can be almost arbitrarily low.

### 4.2.2 DAFLL System-Level Specifications

In order to derive a set of system-level specifications for the proposed DAFLL, the more detailed block-diagram shown in Figure 4.3 needs to be considered. Here, the main building blocks of the loop, including the ETF, the PDΔΣM and the DCO can be recognized. The square-wave output of the DCO, $f_{DCO}$, enters a frequency divider. This produces the sampling clock, $f_s$, and the ETF drive signal, $f_{drive}$, which are both sub-multiples of $f_{DCO}$. The ETF output is then applied to the PDΔΣM, which digitizes the ETF phase shift with reference to two phase references, $f_{drive}(\phi_0)$ or $f_{drive}(\phi_1)$, produced by the divider. These are also square-wave signals, which are ±45° phase-shifted regarding to $f_{drive}$ [4.6][4.7]. The bitstream output of the modulator is then a digital representation of the ETF’s phase shift.
In order to implement ±45° phase references with a 50% duty cycle, \( f_{DCO} = 16 \cdot f_{drive} \). The 90° phase reference of the FLL is a square-wave with a frequency of \( f_s/2 \) (corresponding to consecutive ones and zeros at rate \( f_s \)). This phase reference is subtracted from the PD\(\Delta\Sigma\)M bitstream output, and the resulting 3-level signal is integrated by an up/down counter. The counter acts like a digital integrator, and thus forms the loop's digital filter. When the 3-level signal is zero, the XOR gate disables the counter; otherwise, the counter's state is appropriately incremented or decremented. The counter's output is then fed to the DCO.

Since the inaccuracy of a previous FLL [4.3] was 0.25%, the same level of inaccuracy was expected from the DAFLL. This sets the error contribution specifications of the loop's building blocks. A potential error source in a DAFLL is the electrical domain phase error introduced by the PD\(\Delta\Sigma\)M and the ETF. The ETF is designed to have an \( f_{90} \) of about 100kHz at room temperature and a lithography-limited thermal phase spread of 0.12° (3\(\sigma\)) in a 0.7\(\mu\)m process [4.6]. Therefore, the PD\(\Delta\Sigma\)M's phase error should be designed to be much (10 times) lower than this. For this specification, a phase error of 0.01° will lead to an output frequency error of less than 0.04%, which is more than 5x smaller than the expected accuracy.

It was shown in chapter 3 that due to the temperature dependence of \( D \), the ETF's phase shift will be a function of temperature. Therefore, the DCO needs to have enough tuning range over the temperature. It should be noted that the DAFLL proposed in this chapter will not be temperature-compensated. This is mainly to confirm from the experimental results that the output frequency of the loop is indeed locked to the thermal diffusivity of...
silicon, $D$, i.e. follows the same $T^{-1.8}$ temperature dependence as was shown by the analog FLLs. This sets the specifications regarding the DCO range.

With the room temperature $f_{90}$ of about 100kHz and to produce the required phase references of the PD$\Delta$ΣM, $f_{DCO} = 16f_{drive} = 1.6MHz$ (at room temperature). This means that the variations of the FLL’s frequency over the military range (with $\phi_{ref} = 90^\circ$) will require a DCO tuning range from 800kHz to 3.2MHz. In line with the expected accuracy of 0.25%, a frequency resolution of 0.05% was chosen. With the required DCO range over temperature and the extra ±40% additional spread, due to process and temperature variations, a 12-bit DCO with a step size of 800 Hz was devised.

The noise bandwidth of the system is determined by the length of the counter and the value of $f_s$. For a 12-bit counter and $f_s = f_{drive}/64$, the DAFLL’s expected noise bandwidth is 0.4 Hz (at room temperature and $f_{drive} = 100kHz$), which is close to the previous FLL reported in [4.3]. This ensures sufficient suppression of the wide-band noise of the ETF and the quantization noise of the PD$\Delta$ΣM.

The expected resolution of the PD$\Delta$ΣM, within the full-scale phase range of ETF over temperature, should be chosen in line with the expected 0.25% inaccuracy level of the DAFLL. Therefore, for a frequency resolution of 0.05% a phase resolution of better than 20 milli-degrees should be sufficient (see equation (3.11) showing the phase-frequency sensitivity of an ETF). For an ETF full-scale phase range of about 50 degrees over the military temperature range, and at a constant drive frequency of about 100 kHz, this translates to a phase resolution of about 11.5 bits. Considering that within the narrow noise-bandwidth of the DAFLL, the oversampling ratio of the PD$\Delta$ΣM can be made quite large, a first-order $\Delta$Σ modulator should be sufficient to achieve a thermal noise limited resolution better than 12 bits.

### 4.2.3 DAFLL Realization Phases

As mentioned earlier, in order to minimize risks, the design of the DAFLL was split into two steps, each involving a separate test chip. The first chip only includes two ETFs and the PD$\Delta$ΣM, while the second chip realizes the complete DAFLL. This strategy was adopted to minimize risks. The circuit and system design, as well as the experimental results of these two chips will be provided in two separate sub-sections in this chapter.

The first chip was to investigate the accuracy with which the phase shift of an ETF could be digitized. Also, a choice had to be made between the bar ETF used in [4.3] (shown in Figure 3.11) and the optimized ETF (shown in Figure 3.13). As described in chapter 3, a greater accuracy was expected from the optimized ETF, which needed to be verified by experimental results.
The first chip, besides providing a development ground for the DAFLL, can also be used as a temperature-to-digital converter (TDC) [4.12][4.7]. This is because the digitized $\phi_{ETF}$ is a function of temperature when the ETF is driven at a constant frequency, i.e. by a crystal oscillator. This was considered during the system and circuit design of this chip, which will be described in the following sub-sections. Furthermore, to add more experimental data to available performance of the thermal-diffusivity-based temperature sensors at the time [4.7], performance of the first chip was also evaluated as a TDC.

The second chip, builds on the results obtained from the first chip. The selected ETF in combination with the PD$\Delta$ΣM were integrated next to a 12-bit DCO, which was designed for the required range and resolution requirements described in the previous sub-section. The system and circuit design of the second chip, forming the complete DAFLL, as well as experimental results on characteristic and accuracy of its output frequency over temperature will be provided in a separate sub-section.

4.3 First Test Chip

The following sub-section will provide discussions on the system and circuit design of the first test chip. At the end, the experimental results from this chip and the conclusions based on those will be provided.

4.3.1 PD$\Delta$ΣM System-Level Architecture

As described earlier, the first test chip implements ETFs and a PD$\Delta$ΣM [4.6]. Besides providing a development ground for the DAFLL, the first chip can also be used as a temperature-to-digital converter (TDC) [4.12][4.7]. This is because the digitized $\phi_{ETF}$ is a function of temperature when the ETF is driven at a constant frequency, i.e. by a crystal oscillator. For this reason, the following paragraphs also consider the system-level aspects of the combination of an ETF and a PD$\Delta$ΣM as a TDC. This means that the error contribution of the various building blocks in the first chip’s system will also be translated into temperature sensing inaccuracies. The main reason to consider temperature sensing is to facilitate a comparison between the performance of the optimized ETF (see chapter 3) and the performance of the bar ETF, since the latter had previously been used in a similar TDC [4.7].

A simplified block-diagram of the first test chip is shown in Figure 4.4. The ETF is driven by a square-wave, at a constant frequency $f_{drive}$, which is derived by a frequency divider from a crystal oscillator oscillating at $f_{XTAL}$. The ETF’s output, with a temperature-dependent phase-shift $\phi_{ETF}$, is applied to a front-end. The output of the front-end is fed to a PD$\Delta$ΣM, which
consists of a multiplier, an integrator, a quantizer and a single-bit phase DAC. Depending on the output of the quantizer, the output of the front-end will be multiplied by one of the two digitally phase-shifted versions of $f_{\text{drive}}$, $f_{\text{drive}}(\phi_0)$ and $f_{\text{drive}}(\phi_1)$, generated by the phase DAC. The multiplier acts as the $\Delta\Sigma$ modulator’s summing node [4.5], and outputs a current whose DC component is proportional to the cosine of the phase difference between the output of the front-end, $\phi_{\text{ETF}}$, and that of the phase DAC, $\phi_{\text{FB}}$. The average of the modulator’s bit-stream is a weighted average of the two reference phase shifts $\phi_0$ and $\phi_1$ that approximate $\phi_{\text{ETF}}$.

![Simplified block-diagram of the first test chip.](image1)

![Complete block-diagram of the first test chip.](image2)
A complete block diagram of the first test chip is shown in Figure 4.5. The ETF is driven at \( f_{drive} = 85\text{kHz} \). Its sub-millivolt AC output signal is converted into a current by a transconductor \( g_m \). The modulator’s multiplier (Figure 4.4) is implemented as a chopper demodulator, embedded in the transconductor and its integrator is implemented by capacitor \( C_{int} \). This capacitor also filters out the harmonics of \( f_{drive} \) present at the output of the demodulator. The voltage across \( C_{int} \) is then boosted by a differential-to-single-ended amplifier, and applied to a digital latch (in an FPGA). The latch acts as the modulator’s quantizer. The FPGA also generates the two phase reference signals, \( f_{drive}(\phi_0) \) and \( f_{drive}(\phi_1) \) from the crystal-oscillator output.

For \( f_{drive} = 85\text{kHz} \), Figure 4.6 illustrates the simulated phase shift of the optimized ETF over the military temperature range (left axis). This is a simulation based on the thermal impedance model that was introduced in chapter 3. The derivative of this function’s inverse is also shown. When the chip is used as a temperature sensor, the maximum value of this derivative defines a worst-case sensitivity factor \( S_{\phi_{ETF}}^T \) that links ETF phase errors to temperature sensing errors:

\[
S_{\phi_{ETF}}^T = \frac{\partial T}{\partial \phi_{ETF}} = 4.5 \left[ \frac{\text{oC}}{\text{degrees}} \right]. \tag{4.1}
\]

\[
\Delta T = 4.5 \Delta \phi_{ETF}. \tag{4.2}
\]

Figure 4.6. Simulated phase shift of the ETF (left axis) and the resulting sensitivity-function relating temperature variations to phase variations (right axis).
Therefore, ETF phase spread $\Delta \phi_{ETF}$, caused by lithographic inaccuracy (see chapter 3), will give rise to temperature measurement errors. Errors contributed by other sources, such as the electrical phase spread added by the transconductor $g_m$ and the residual offset added by the synchronous demodulator, should be made much smaller than this.

An idealized block-diagram of the first test chip front-end, based on the single tone excitation model introduced in chapter 3, is shown in Figure 4.7. This diagram shows the effect of error sources such as residual offset and excess electrical phase error. The harmonics present at the output of the synchronous demodulator are filtered out by the integrator of the phase-domain $\Delta \Sigma$ modulator. To first-order, therefore, the operation of the front-end and the effect of error sources on it can be analyzed by modeling both the ETF drive signal, $V_{\text{drive}}$, and the feedback signal of the phase-domain $\Delta \Sigma$ modulator, $V_{\text{FB}}$, as sinusoidal functions:

$$V_{\text{drive}}(t) = \cos(2\pi f_{\text{drive}} t). \quad (4.3)$$

![Block-diagrams](image)

Figure 4.7. Simplified block-diagram of (a) the interface electronics for an ETF (b), with residual offset, and (c) with phase error.
where $\phi_{FB}$ toggles between $\phi_0$ and $\phi_1$ depending on the polarity of the modulator’s bit-stream. The ETF’s output signal, $V_{ETF}$, will then be a phase-shifted version of $V_{drive}$:

$$V_{ETF}(t) = A \cdot \cos(2\pi f_{drive} t + \phi_{ETF}) .$$

(4.5)

where $A$ is the amplitude and $\phi_{ETF}$ is ETF’s temperature-dependent phase shift. The amplitude $A$ is a function of the ETF’s geometry, the power dissipated in the heater, and the sensitivity of the thermopile. The transconductor $g_m$ converts $V_{ETF}$ into a current $i_{gm}$, which is then multiplied by the feedback signal, $V_{FB}$, leading to a demodulated signal $i_{sig}$:

$$i_{gm}(t) = g_m \cdot A \cdot \cos(2\pi f_{drive} t + \phi_{ETF}) .$$

(4.6)

$$i_{sig}(t) = i_{gm} \cdot V_{FB} =
\begin{align*}
g_m \cdot A \cdot \cos(2\pi f_{drive} t + \phi_{ETF}) \cdot \cos(2\pi f_{drive} t + \phi_{FB}) .
\end{align*}

(4.7)

The current defined by (4.7) has AC terms that will be filtered out by $C_{int}$, as well as a DC term that carries the phase information:

$$i_{sig,DC}(t) = \frac{1}{2} \cdot g_m \cdot A \cdot \cos(\phi_{ETF} - \phi_{FB}) .$$

(4.8)

The feedback in the phase-domain $\Sigma\Delta$ modulator (Figure 4.4) acts to balance the average charge accumulated by the integrator:

$$\mu \cdot \frac{1}{2} \cdot g_m \cdot A \cdot \cos(\phi_{ETF} - \phi_0) +$$

$$(1 - \mu) \cdot \frac{1}{2} \cdot g_m \cdot A \cdot \cos(\phi_{ETF} - \phi_1) = 0 .$$

(4.9)

where $\mu$ is a number between 0 and 1, which represents $\phi_{ETF}$ as a weighted average of the two phase references, $\phi_0$, and $\phi_1$:

$$\mu = \frac{\cos(\phi_{ETF} - \phi_1)}{\cos(\phi_{ETF} - \phi_1) - \cos(\phi_{ETF} - \phi_0)} .$$

(4.10)

If $(\phi_{ETF} - \phi_1)$ and $(\phi_{ETF} - \phi_0)$ are close to 90 degrees, the cosine function can be linearized, leading to a linear relation between $\mu$ and $\phi_{ETF}$:
\[ \mu = \frac{\phi_{ETF} - (90 + \phi_1)}{\phi_0 - \phi_1} \]. (4.11)

Non-idealities such as the residual offset [Figure 4.7(b)] added to the DC signal of (4.8), or the electrical phase error [Figure 4.7(c)] added by the transconductor to the AC signal of (4.6), lead to errors in the digitized value of \( \phi_{ETF} \). Apart from causing frequency error in DAFL, via (4.2) these errors cause temperature sensing errors if the chip is used as a temperature sensor.

In the case of a residual offset current, \( I_{OS} \), added to the demodulated DC signal [Figure 4.7(b)], the modulator’s feedback will still ensure that the average charge accumulated by the integrator is approximately zero. However, a different steady state value \( \mu' \) results:

\[
\mu' \cdot \frac{1}{2} \cdot A \cdot \cos(\phi_{ETF} - \phi_0) + (1 - \mu') \cdot \frac{1}{2} \cdot A \cdot \cos(\phi_{ETF} - \phi_1) + I_{OS} = 0 \quad .
\] (4.12)

The deviation of \( \mu' \) from the value expected from (4.9) leads to an error in the digitized \( \phi_{ETF} \). Figure 4.8 (left axis) illustrates the simulated phase error as a function of residual offset. The resulting temperature sensing error, calculated from (4.2), is also shown (right axis). A residual offset current of 15 pA, results in a phase error of approximately 0.01 degrees and a temperature sensing error of 0.05°C. This simulation has been performed for the optimized ETF at room temperature, \( f_{drive} = 85\text{kHz} \), a heater power of 1 mW, and a transconductance of 300\( \mu \text{S} \).

Any residual DC offset current can be eliminated by chopping (see Figure 4.5) the ETF and the entire front-end at a frequency \( f_{ch} \) (20 Hz), which is much lower than \( f_{drive} \) (85 kHz). The bit-stream output of the first chip was then decimated by a \( \sin^1 \) filter, with a length of \( N/f_{ch} \), where \( N \) is an integer, so that its notches perfectly eliminate the ripple caused by the low-frequency chopping. This filter also limits the system noise bandwidth, thus suppressing most of the wide-band thermal noise of the ETF.

The other source of non-ideality is the electrical phase shift added to the transconductor’s output current \( i_{gm} \). The source of this phase shift is the finite bandwidth of all the circuitry between the ETF’s output and the synchronous demodulator’s input [Figure 4.7(c)]. This phase error \( \phi_{error} \) is indistinguishable from \( \phi_{ETF} \). In case the first test chip is used as a temperature sensor, this directly translates to a temperature sensing error, and when used in a DAFL, this phase error will translate to frequency error.
Figure 4.8. Simulated phase error and the corresponding temperature measurement error as a function of residual offset current.

Adding $\phi_{error}$ to $\phi_{ETF}$ in (4.9), leads to a different steady-state value $\mu''$:

$$
\mu'' \cdot \frac{1}{2} \cdot A \cdot \cos(\phi_{ETF} + \phi_{error} - \phi_0) + \\
(1 - \mu'') \cdot \frac{1}{2} \cdot A \cdot \cos(\phi_{ETF} + \phi_{error} - \phi_1) \approx 0
$$

(4.13)

From (4.13), it can be shown that for temperature sensing applications, a phase error of only 0.01 degrees leads to an error of 0.05 °C. Assuming that the ETF is driven at 85 kHz, and that the transconductor behaves like a first order filter, this translates into a -3dB bandwidth of more than 100MHz.

### 4.3.2 PD$\Delta$ΣM Circuit Design

As shown in Figure 4.5, the PD$\Delta$ΣM circuitry involves a transconductor with embedded chopper demodulator, which together with an integrating capacitor forms the modulator's passive integrator. Furthermore, it includes a differential-to-single ended amplifier and a bias circuitry. The design of these blocks will be described next.
4.3.2.1 Transconductor Design

As discussed in the system-level design section, the phase readout accuracy requires the transconductor of the PDΔΣM to be designed with a wide bandwidth. The thermal noise contribution of the transconductor should be less than that of the ETF. Finally, the residual offset current produced by the synchronous demodulator should be minimized. To satisfy these requirements, the transconductor was implemented as a gain-boosted folded-cascode amplifier, with PMOS input pair, and an embedded chopper demodulator (Figure 4.9). In order to compare the performance of the bar ETF [4.3][4.7] with the optimized ETF (chapter 3), the transconductor employs two PMOS input pairs (M_{1-4}) connected in parallel. By multiplexing the tail current (60\,\mu\text{A}) provided by the cascoded current source (M_{5-6}), any one of the two ETFs can be selected for use in the chip. Transistors M_{7-8} cascode the current sources M_{1-12} (each carrying 40\,\mu\text{A}), while M_{13-14} (each carrying 10\,\mu\text{A}) are cascoded by means of M_{9,10}. The offset current of the PMOS current sources (M_{13-14}) is chopped by means of the upper chopper.

The common-mode feedback (CMFB) circuit of the transconductor is formed by the two differential pairs made by M_{15,16} and M_{17,18} biased with current sources M_{19} and M_{20} together with the diode connected transistors M_{21} and M_{22} [4.15]. The gates of M_{16} and M_{17} are connected to the common-mode reference voltage, $V_{\text{CM\_ref}}$, which sets common-mode level of the output terminals. The gate terminals of M_{15} and M_{18} sense negative and positive output terminals respectively. The sum of the output currents of M_{16} and M_{17} controls the output common-mode level through the diode connected transistor M_{21} and the bottom current sources M_{11} and M_{12}. With the voltage of the positive and negative output terminals, the gates of M_{15} and M_{18} change at the opposite directions:

$$V_{G_{18}} - V_{G_{17}} = V_{G_{16}} - V_{G_{15}} \quad .$$  \hspace{1cm} (4.14)

$$\frac{V_{G_{18}} + V_{G_{15}}}{2} = \frac{V_{G_{16}} + V_{G_{17}}}{2} = V_{\text{CM\_ref}} \quad .$$  \hspace{1cm} (4.15)

In order to increase the linear range of operation for M_{15-18} to achieve a larger output swing, these devices are degenerated by resistors R_{1-4} (each 5 kΩ). Capacitors C_{C1,2} (each 120fF) provide frequency compensation for the CMFB loop in order to guarantee a minimum of 60° phase margin over the process corners and temperature.

Any electrical phase shift introduced between the input pair and the input of the synchronous demodulator gives rise to a phase error [see (4.13)]. The thermopile behaves like a distributed RC filter with a phase-shift of 0.14
degrees at 85kHz. To avoid increasing this phase-shift significantly, the transconductor’s input capacitance (Figure 4.10), $C_{\text{par, gm}}$, was designed to be small (50fF) compared to the thermopile’s total capacitance (600fF), by making the input devices relatively small (36μm/0.7μm). The voltage across the input devices gives rise to a differential AC current $i_{\text{sig, AC}}$, which is

---

**Figure 4.9.** Gain-boosted transconductor amplifier.

**Figure 4.10.** Electrical filtering due to thermopile’s parasitic capacitance, and due to the input pair’s parasitic capacitance.
then phase detected by the embedded chopper demodulator. Over temperature and process corners, simulations show that the minimum unity-gain BW of the corresponding transconductance is greater than 115 MHz. At $f_{\text{drive}} = 85$ kHz, this translates into a nominal phase shift of 0.01 degrees in the AC current entering the synchronous demodulator, which is much smaller than the 0.14 degrees of electrical phase shift introduced by the ETF itself. It should however be noted that the phase spread within a batch will be an order of magnitude smaller. Compared to the use of a preamp in [4.3][4.7], the use of a single transconductor provides a significantly wider bandwidth for the AC current entering the demodulator – 115 MHz versus 25 MHz.

In a $\Sigma\Delta$ modulator based on a passive ($g_{m}$-C) integrator, the integrator leakage $p$, is determined by the DC output impedance of the transconductor $R_{\text{out}}$, the integrating capacitor $C_{\text{int}}$, and the sampling frequency $f_{S}$:

$$p = e^{-A/f_{S}R_{\text{out}}C_{\text{int}}}.$$  \hfill (4.16)

The width of the widest dead band $\Delta x$, in the modulator’s DC characteristic normalized to its reference is given by [4.5][4.13]:

$$\Delta x = \frac{1 - p}{1 + p}. \hfill (4.17)$$

The amplifier’s simulated DC gain is greater than 140 dB, which corresponds to a DC output impedance of more than 33 GΩ. With $C_{\text{int}} = 70$ pF, and a 2.67 kHz sampling frequency, this means that the dead bands associated with integrator leakage will be no wider than 0.004 degrees in terms of $\phi_{\text{ETF}}$. Via (4.2), this translates into a temperature measurement inaccuracy of less than 0.02 °C if the chip is to be used as a TDC.

Simulations show that the transconductor has an input-referred thermal noise floor of 12.7 nV/√Hz (the ETF’s noise level is at 18 nV/√Hz) and a $1/f$ noise corner of 50kHz. Operating the chopper demodulator at 85kHz ensures that most of the $1/f$ noise is modulated away from DC.

### 4.3.2.2 Residual Offset

Any offset current added to the current integrated by $C_{\text{int}}$ will give rise to a phase measurement error [see (4.12)]. The chopper demodulator itself is a major contributor of such offset. This issue can be analyzed by considering the main branch of a classical PMOS-input folded-cascode amplifier shown in Figure 4.11 (input pair not shown). Current sources $I_1$ and $I_2$, carrying a current $I_b$, represent the upper PMOS current sources, and the chopper
The demodulator is located at the sources of the cascode transistors M_{1-2} [4.16][4.17]. In the presence of an offset V_{OS} between the NMOS cascode transistors, a net DC voltage V_S is established at the sources of the cascode transistors and across the chopper. The transient waveforms of the signals in the circuit of Figure 4.11 are shown in Figure 4.12. Due to the action of the chopper, a square-wave voltage V_d appears across the folding nodes of the

Figure 4.11. *Main branch of a folded-cascode amplifier with chopper demodulator.*

Figure 4.12. *Transient waveforms of the circuit in Figure 4.11.*
amplifier. On the one hand, $V_d$ charges and discharges the parasitic capacitors $C_{par}$, leading to an AC current $I_{p1}-I_{p2}$ [4.18], while on the other hand, it modulates the output currents of the bottom NMOS current sources, $M_{3-4}$ (with finite output impedances $R_{out3-4}$), leading to another AC current $I_{d3}-I_{d4}$. The sum of these two currents is an AC current, $I_{CH1}-I_{CH2}$, which is rectified by the chopper itself into an output current $I_{S1}-I_{S2}$. At a chopping frequency $f_{ch}$, the DC value of this current $I_{OS}$ is [4.18]:

$$I_{OS} = 4 \cdot f_{ch} \cdot C_{par} \cdot |V_d| + \frac{2 \cdot |V_d|}{R_{out3-4}}. \tag{4.18}$$

4.3.2.3 Gain-boosting and Residual Offset Reduction

To minimize $I_{OS}$, the parasitic capacitances at the high-impedance input nodes of the chopper demodulator should be shielded from the DC voltage across its outputs. As shown in Figure 4.13, a suitable location for the chopper is between the source terminals of the cascode transistors and the input terminals of the booster amplifiers. This way, the booster amplifiers [4.19][4.20] will establish a virtual ground at the high-impedance, high-capacitance, folding nodes of the main amplifier. Therefore, the amplitude of the square-wave voltage $V_d$ is reduced by the gain of the booster amplifier, and the amplitude of the offset current $I_{OS}$, as well. The output of the boosters must then also be chopped in order to maintain the correct feedback polarity. This technique has two advantages. Firstly, fixing

![Diagram](image)

Figure 4.13. Modified circuit turning the capacitive folding nodes to virtual grounds.
the chopper’s input nodes at virtual ground reduces the magnitude of $I_{OS}$ by three orders of magnitude (from simulations), compared to the situation of non gain-boosted transconductor of Figure 4.11. Secondly, chopping the booster’s output means that the contribution of its offset (and 1/f noise) to the amplifier’s output current is also chopped. Simulations show that, for a 10mV worst-case offset between the cascode transistors and a 10% mismatch between the chopper switches, $I_{OS}$ is about 150pA. This is cancelled (Figure 4.5) by chopping the entire front-end (and the ETF) at a lower frequency $f_{ch}$ [4.21]. This should reduce the effect of residual offset to less than 0.01 degrees in terms of ETF phase.

The requirements on the DC output impedance of the transconductor (to limit the dead bands) mean that the booster amplifiers have to have a DC gain in excess of 60 dB. To obtain this, as well as the highest possible common mode rejection ratio, they were implemented as fully differential folded-cascode amplifiers. Figure 4.14 illustrates the booster amplifier of the NMOS cascode devices of the main amplifier (Figure 4.9). A similar topology is used for the booster amplifier of the PMOS cascode devices. Input common-mode regulation is used for the booster amplifier of the PMOS cascode devices. Input common-mode regulation is used to set the common-mode level of the booster’s input terminals [4.15]. The input pair ($M_1$ and $M_2$) is provided with two extra transistors ($M_3$ and $M_4$) in a common-source configuration, whose gates are connected to the input common mode reference, $V_{cm_{in}}$. Due to the feedback between the input and output of the booster amplifier via the main cascode transistors, the output common-mode voltage is regulated in such a way that the input common-mode voltage is equal to $V_{cm_{in}}$ [4.15]. The booster amplifiers each consume 30μA from the 5V supply.

Figure 4.14. The booster amplifier for the NMOS cascode transistors with input common-mode regulation.
It should be noted that the gain-boosting loop around the cascode transistors includes chopper switches at the source of the cascodes as well as the output of the booster amplifier (see Figure 4.9 and Figure 4.13). The switching action occurring in the loop requires that the loop has enough phase-margin to guarantee its stability during the switching transients. This can be better understood if the simplified half-circuit shown in Figure 4.15 is considered. Ignoring the parasitics due to the chopper switches and without

![Gain-boosting loop around a cascode transistor including choppers and parasitic capacitances (single-ended half circuit).](image)

**Figure 4.15.** Gain-boosting loop around a cascode transistor including choppers and parasitic capacitances (single-ended half circuit).

![Open-loop gain of the gain boosted cascode circuit in Figure 4.15.](image)

**Figure 4.16.** Open-loop gain of the gain boosted cascode circuit in Figure 4.15.
the compensation capacitor $C_{cb}$ the loop has two poles (see the dotted line open loop gain in Figure 4.16). This is due to the parasitic capacitance $C_p$ at the drain of $M_1$ and the output capacitance of the booster $C_{pb}$. This characteristic will lead to instability since the unity-gain frequency is higher than the non-dominant pole. By adding a compensation capacitor $C_{cb}$ to the output of the booster the characteristic will be compensated to the solid line in Figure 4.16. Thus the stability condition of the loop requires that:

$$\frac{g_{m2}}{C_p} \gg \frac{g_{mb}}{C_{cb}}.$$  \hspace{1cm} (4.19)

To guarantee the stability of the gain-boosting loops in the circuit of Figure 4.9, load capacitances of 900fF are added between the output terminals of the boosters and ground.

### 4.3.2.4 Differential-to-Single-Ended Amplifier

Since the signal swing across $C_{int}$ is too small to drive an off-chip latch, it is buffered by a differential-to-single-ended amplifier with a DC gain of 40 dB and a rail-to-rail output (Figure 4.17). The amplifier consists of a degenerated ($R_1 = R_2 = 10k\Omega$) differential input pair and three current mirrors. The NMOS current mirrors have a gain of 2, while the PMOS ones have a gain of 1. The amplifier has one dominant pole (due to the parasitic capacitance of the pad it drives), which is located at its output terminal.

![Figure 4.17. Differential-to-single-ended rail-to-rail OTA.](image)
4.3.2.5 Bias Circuit

A constant-\(g_m\) bias circuit [4.23] produces the biasing current for the transconductor as well as the differential-to-single-ended amplifier (see Figure 4.18). This circuit produces a bias current for the input pair of the transconductor, such that its transconductance is to first order only determined by the resistor \(R\). The current produced in transistor \(M_6\) is mirrored to \(M_7\) and \(M_8\) and eventually to the drains of \(M_9\) and \(M_{10}\) from which the various circuit blocks are biased. Considering that the PMOS input pair of the transconductor is biased at strong inversion, the overdrive voltage, \(V_{od}\), of each device carrying a drain current of \(I_d\) is given by:

\[
|V_{od}| = |V_{gs} - V_{TH,P}| = \sqrt{\frac{2}{\mu P C_{OX} W}} I_d . \tag{4.20}
\]

where \(V_{TH,P}\) is the threshold voltage and \(\mu_P\) is the mobility of the PMOS device, while \(C_{OX}\) is the gate oxide unit capacitance. Considering the voltage across resistor \(R\) to be \(V_R\) and the gate-source voltages of transistors \(M_1\) and \(M_2\) denoted by \(V_{gs1}\) and \(V_{gs2}\):

\[
V_R = |V_{gs2}| - |V_{gs1}| = \sqrt{\frac{2}{\mu_P C_{OX} W_2}} I_{d2} - V_{TH2} - \sqrt{\frac{2}{\mu_P C_{OX} W_1}} I_{d1} + V_{TH1} . \tag{4.21}
\]

On the other hand, \(I_{d1}\) and \(I_{d2}\) are equal. This is because \(V_{gs4} = V_{gs5}\) and \(V_A = V_B\) (minimizing the short channel effects in \(M_4\) and \(M_5\)). The latter is due to the feedback provided by the current mirror including \(M_4-6\) and transistor \(M_3\) ensuring that \(V_{gs3} = V_{gs2}\) and as a result \(V_A = V_B\). Assuming equal threshold voltages for \(M_1\) and \(M_2\), (4.21) can be simplified to:

\[
V_R \approx \left( \frac{L_2}{W_2} - \frac{L_1}{W_1} \right) \sqrt{\frac{2}{\mu_P C_{OX}}} I_d . \tag{4.22}
\]

where \(I_d = I_{d1} = I_{d2}\). Substituting \(V_R = R \cdot I_d\) and considering that \(L_1 = L_2\) and \(W_1 = k \cdot W_2\):

\[
I_d = \frac{1}{R^2} \frac{2}{\mu_P C_{OX} W_1} L_1 \left( 1 - \frac{1}{\sqrt{k}} \right)^2 . \tag{4.23}
\]

this current is mirrored and used to bias the PMOS devices in the input pair of the transconductor. If their current densities, and hence their region of
operation is kept the same as that of M₂, their transconductance will be to first order only determined by resistor R and therefore not a function of temperature:

$$G_m = \sqrt{2\mu_p C_{ox} \frac{W}{L} I_d} = \frac{2}{R} \left(1 - \frac{1}{\sqrt{k}}\right).$$  \hspace{1cm} (4.24)

Furthermore, transistor M₁₁ is a very long device ($W/L = 1/300$) that produces a startup current path from $V_{DD}$ to M₆ allowing for the gate voltage of the NMOS devices to be raised, which then turns on the PMOS devices as well.

### 4.3.3 First Chip Experimental Results

As described in section 4.2.3, besides the phase domain ΔΣ modulator, the first test chip included two ETFs. These were the bar ETF used previously in [4.3][4.7], and the optimized ETF. This chip is realized in a standard 0.7µm CMOS technology and has an area of 2.3mm² (Figure 4.19) and is packaged in a ceramic DIL package. The selected ETF and the ΔΣ modulator each consume 2.5mW from a 5 V supply. The timing signals were generated in an FPGA and derived from a 16MHz crystal oscillator. The sampling rate of the modulator was 2.67kHz, and the low frequency chopper was driven at 20Hz. The modulator’s output was decimated by a 14-bit counter, which acts as a 1ˢᵗ-order sinc filter and limits the system bandwidth to 0.16Hz. A sinc¹ filter was chosen over a more complex sinc² filter, because the former actually achieves slightly more resolution. This is because the modulator’s resolution is mainly limited by the ETF’s thermal noise, which, for the same filter length, is more effectively suppressed by the narrower noise bandwidth of a sinc¹ filter. Figure 4.20 shows the output spectrum of the phase domain ΔΣ modulator at room temperature before and
after decimation. The tone at 20 Hz is due to use of the low-frequency chopping, and is completely suppressed by the decimation filter. The variance of the measured noise in the decimated bit-stream was 0.006 degrees (rms) in terms of the ETF phase, which is better than 13 bits. This noise corresponds to a temperature-sensing resolution of 0.03 °C (rms).

To measure the accuracy of the devices, they were mounted in good thermal contact with a large aluminum block, and their temperature was then measured by a PT-100 temperature sensor. The implementation of an on-chip multiplexer, meant that TD temperature sensors based on both the bar ETF and the optimized ETF could be characterized. The averages of the measured phase-versus-temperature characteristics of 16 devices are shown in Figure 4.21, as well as the simulated characteristics. These characteristics were obtained by inverting (4.10) and then performing an 8th order least-squares polynomial fit on the measured data, i.e. the output of the PT-100 sensor and the decimated output of the chips. Due to their different geometries, the slope of their phase characteristics is significantly different. From these results, the maximum value of the sensitivity function $S_{\phi_{ETF}}^T$ of the bar ETF is 4.7 °C/degrees, while that of the optimized ETF is 4.1 °C/degrees. The latter is slightly smaller than the simulated value presented in (4.2).

The average characteristics were then used to translate the decimated output of each chip into an absolute temperature value. For the optimized ETF, the phase deviation from the average characteristic is shown in Figure 4.22 (16 devices). This shows a measured phase characteristic of 0.15° (3σ).
Figure 4.20.  *Measured output spectrum of the TDC at room temperature before and after decimation (8192-point FFT, Hanning window).*

Figure 4.21.  *Measured and simulated phase characteristics of TDCs based on both ETFs.*
Figure 4.22. \textit{Measured deviation of each TDC’s phase (using the optimized ETF) from the average phase-temperature characteristic (bold line: 3\textsigma error).}

Figure 4.23. \textit{Measured temperature deviation of each TDC’s output (bold line: 3\textsigma error for TDC’s based on the optimized ETF, dotted line: 3\textsigma error for TDC’s based on the bar ETF).}
The corresponding temperature deviation is shown in Figure 4.23. It can be seen that a TDC based on the optimized ETF achieves an untrimmed inaccuracy of about ±0.7 °C (3σ) over the military range (-55 °C to 125 °C), while a TDC based on the bar ETF only achieves an inaccuracy of ±0.8 °C (3σ).

### 4.3.4 Conclusions from the First Test Chip

These experimental results show that the optimized ETF achieves better phase accuracy compared to the bar ETF. They also conclude that an ETF’s phase shift can be digitized with a resolution better than 13 bits and accuracy better than 0.15 degrees, showing a feasible platform for the implementation of the DAFLL in the second test chip. As discussed earlier in this chapter, phase accuracy of about 0.15 degrees should allow for frequency accuracies better than 0.3%. Therefore, in the next phase a combination of the optimized ETF and the PDΔΣM were combined with a digitally-controlled oscillator (DCO) to build a DAFLL.

### 4.4 Second Test Chip

The second test chip builds a complete DAFLL based on the optimized ETF and the phase-domain delta sigma modulator (PDΔΣM), whose performances were demonstrated experimentally by the first test chip. The second test chip adds a digitally-controlled oscillator (DCO) to the circuitry developed in the first chip. The DCO's system-level specifications were described earlier in section 4.2.2.

Based on the required DCO specifications, a system-level design of the DCO will be provided. Then, a more complete system-level block diagram of the DAFLL (compared to the block-diagram shown in Figure 4.3) will be provided. This block-diagram involves the system-level diagrams of the PDΔΣM (described in previous sub-section) and the DCO. Results of time-domain behavioral simulations of this system will be provided, which demonstrate the step response and stability of the DAFLL system.

After these system-level discussions, the circuit design of the DCO (as the only new analog block in the second test chip) will be described. This will then be followed by experimental results from the second test chip.

### 4.4.1 DCO System-Level Architecture

In principle, a DCO can be based on any type of oscillator. At RF frequencies, DCOs based on LC oscillators with a digitally-controlled bank of capacitors have been proposed [4.14]. With the range of frequencies
produced by the DAFLLL and the capabilities of the 0.7μm CMOS technology used, the DCO was realized as a 12-bit current steering DAC whose output current tunes the output frequency of a relaxation oscillator (Figure 4.24). The 12-bit requirement of the DCO resolution has been discussed in section 4.2.2.

To guarantee the monotonic behavior required to ensure stability of the DAFLLL, the DAC has a segmented architecture. The 4 MSBs are fed via a binary-to-thermometer decoder to a unary DAC made of 15 equal elements, while the 8 LSBs drive a binary-weighted DAC. The matching requirements determining the monotonicity of the DAC are now relaxed to that of an 8-bit binary DAC, which can be achieved by proper sizing and careful layout. The sum of the output currents from both segments is fed to the oscillator.

4.4.2 Complete DAFLLL System-Level Simulations

A complete system-level block-diagram of the second test chip is shown in Figure 4.25. Based on the system shown in this diagram, time-domain and frequency-domain behavioral Matlab simulations were performed on the DAFLLL. This was mainly to study the response of the DAFLLL to a step applied to the DCO input, as well as to study the output spectra of the PDΔΣM and the digital integrator (up/down counter). The details on the time-domain simulation method can be found in Appendix A. For the time-domain simulation of the ETF output signal, the RC network described in chapter 3 has been adopted (see Figure 3.15).

In the behavioral Matlab simulations, the ETF is driven at a frequency 16x lower than that of the DCO. Its output signal is fed to a time domain model of the PDΔΣM with phase references that are ±45° phase shifted in reference to the ETF heater drive. The ETF heater dissipates 5mW of power and its thermopile has a sensitivity of 0.5mV/K. The PDΔΣM’s loop filter

Figure 4.24. The 12-bit DCO made of a segmented DAC and a relaxation oscillator.
Figure 4.25. The complete and detailed system-level block-diagram of the DAFLL (the second test chip).
(\(g_m\)-C combination) has a unity gain frequency of 300 kHz and the DAC incorporates 12 bits with a 4V reference voltage. The VCO has a sensitivity of 3.6MHz/V and the whole DAFLL is sampled at a sampling frequency which is 2x lower than the ETF’s heater drive frequency.

Figure 4.26. *Time-domain behaviorally simulated step response of the DAFLL.*

Figure 4.27. *Output spectra of the PD\( \Delta \Sigma \)M and the digital integrator of the DAFLL (24576 samples, Kaiser Window, N=20).*
After the loop stabilizes to a DCO frequency corresponding to a 90°
ETF phase shift, a step voltage of 100mV is applied to the VCO input. The
response of the loop can be monitored through the digital integrator’s output
(see Figure 4.26), which shows a first order settling. This is the same
behavior seen in the analog electrothermal FLL showing that the digitally-
assisted loop also remains first-order and therefore unconditionally stable.
This is because the sampling rate of the loop is much larger than the loop
bandwidth [4.2] (in these simulations, the sampling rate is > 50 kHz and the
loop bandwidth is about 1 Hz).

The time-domain simulation shows the limit cycle behavior of the
DAFLL, where at the steady state of the loop the digital integrator’s output
toggles between two LSB’s. The amplitude of the frequency variation at the
output caused by this idle tone will be determined by the DCO’s minimum
step size. Furthermore, the output spectrum of the PDΔΣM and the digital
integrator can be seen in Figure 4.27. The former has a 20dB/decade noise
shaping and the latter shows sufficient filtering of the PDΔΣM’s quantization
noise.

4.4.3 DCO Circuit Design

The DCO is the only new analog block added to the first test chip, and
so, the circuit design of the second chip, only involves the design of the
DCO. This includes a 12-bit DAC and a relaxation oscillator, which are
described in the following sub-sections.

4.4.3.1 Relaxation Oscillator

The oscillator [4.24][4.25], and its transient waveforms are shown in
Figure 4.28. Depending on the state of the latch, either capacitor C₁ or C₂ is
charged to \( V_{dd} \) by transistor M₁ or M₃ respectively, while the other capacitor
is gradually discharged by \( I_{ref} \) via M₂ or M₄. \( I_{ref} \) is provided by the cascode
current mirror consisting of M₅-₈. When the voltage across the capacitors
reaches \( V_{ref} \), comparators Comp₁,2 feed the latch with the appropriate set or
reset pulses, which then toggles after a delay, \( t_d \sim 100 \) ns. The period of
oscillation is:

\[
T_{OSC} = \frac{2 \cdot C \cdot (V_{dd} - V_{ref})}{I_{ref}} + t_d.
\]

(4.25)
in which \( C = C₁ = C₂ = 1 \) pF. For \( I_{ref} = 20 \) µA, \( V_{dd} = 5 \) V, and \( V_{ref} = 2.25 \) V,
the center frequency is 2.6MHz. To vary this frequency, the reference
current is varied by pushing or pulling a current \( I_{tune} \) into the current mirror
(drain of M₇). This current is provided by the DAC, and was chosen to be
between ±18 μA, which corresponds to a tuning range from 350 kHz to 4 MHz. This range is wide enough to accommodate the temperature dependent variation of the FLL’s frequency as well as the spread of the DCO itself. The cascode transistors M₅ and M₇ are gain-boosted by transistors M₉ and M₁₀. This ensures that the mirror ratio is well defined despite the voltage excursions on C₁,₂ and the variation of Iₜune.

The comparators Comp₁,₂ (Figure 4.29) consist of positive-feedback latches with 50mV of hysteresis, preceded by pre-amplifier made by M₆,₇ differential pair and load transistors M₈,₉ (total gain of ≈ 5) in order to minimize the effect of their “kickback.” Hysteresis, required to reject the noise on the ramp voltage produced on the oscillator’s capacitors, is produced in the latch by making the \( \beta_n = \mu_n C_{ox}(W_n/L_n) \) of M₁₀,₁₃ different from that of M₁₁,₁₂ (50%). In this oscillator, the main cause of jitter is the input-referred noise of the comparators [4.26][4.27] and the 1/f noise of reference current. With a supply current of 70μA, over process corners and temperature, the maximum input-referred noise of the comparator is 140 μV (rms), which translates to 50 ppm of period jitter at an oscillation frequency of 1.6 MHz [4.26].

![Circuit and timing diagram of the relaxation oscillator.](image)

Figure 4.28.  
*Circuit and timing diagram of the relaxation oscillator.*
4.4.3.2 12-bit Current-Steering DAC

The 4-bit MSB part of the segmented DAC (Figure 4.30) is implemented by means of 15 equal current sources, while the 8-bit LSB part is made by means of an R-2R ladder network [4.28][4.29]. The DAC’s reference current is 1.125μA, which is copied 15 times by current sources Ma,b1-15, which are degenerated by resistors 2R. The 15 switches STH1-15 are driven by a thermometer code representation of the 4 MSBs. An extra copy of the reference current is generated by Ma,b16 to provide a 1.125μA reference current for the R-2R network (R = 80 kΩ). This network divides the current into binary-weighted fractions, which are selected by the Ma,b1-15, which are degenerated by resistors 2R. The 15 switches STH1-15 are driven by a thermometer code representation of the 4 MSBs. An extra 8 switches SB1-8 driven by the 8 LSBs. The output currents of the unary and binary sections are added in a differential-to-single ended current buffer, CB1 (Figure 4.31), and thus form the oscillator’s tuning current $I_{tune}$. The output current of the resistor ladder enters the current buffer at the virtual ground points provided by the gain booster of the cascode transistors M5,6. The current mirror made of M1-4 then translates this current into a single-ended current.

For a monotonic characteristic, the matching between the reference current sources Ma,b16 and the unary sources should be better than 8-bits (0.4%). Therefore, the current sources were carefully laid out in a common-centroid manner. The input-referred offset of CB1 produces an offset current on the R-2R network, which should be less than the current corresponding to one LSB. This translates to a worst-case input referred offset of 2mV, which was achieved by proper sizing and careful layout.
4.4.4 Experimental Results with the Second Test Chip

For experiments with the second test chip, the critical components of the digitally-assisted electrothermal FLL (DA FLL) were realized in a standard 0.7 μm CMOS process [4.4]. The test chip (Figure 4.32) has a die area of 4...
The optimized ETF dissipates 2.5mW, while the PDΔΣM and the 12-bit DCO together dissipate 5mW from a 5V supply. For flexibility, the frequency divider and the up/down counter were realized in an FPGA.

The measured characteristic of the DCO versus input code is shown in Figure 4.34a. Its tuning range is sufficiently large, and its non-linear characteristic will be compensated for by the FLL. The measured DNL of the DAC is shown in Figure 4.34b. Although the DAC is not monotonic (DNL < -1 LSB), this did not cause problems in practice, because the loop is effectively dithered by the ETF’s thermal noise (about 2 LSBs p-p). The DAC’s LSB corresponds to a DCO step of 890 Hz. The sampling rate of the PDΔΣM and the DCO was set to $f_{\text{drive}}/32$, which corresponds to a noise-bandwidth of 0.4Hz (at room temperature). The jitter in $f_{\text{drive}} (= f_{\text{VCO}}/16)$ was about 500ps (rms), which corresponds to a temperature sensing resolution of 0.015 °C (rms). Measurements on 16 samples from one batch show the expected $1/T^{1.8}$ dependency of $f_{\text{drive}}$ (Figure 4.34). The spread in the FLL’s output frequency is about ±0.3% (3σ) [Figure 4.35(a)] from -55°C to 125°C. This corresponds to a temperature measurement inaccuracy of about 0.7 °C (3σ) [Figure 4.35(b)]. This level of accuracy is comparable to that of the analog electrothermal FLL’s reported in [4.3][4.22]. However, those required the use of large external capacitors.
Figure 4.33.  *DCO characteristic, (a), the DAC’s DNL, (b).*

Figure 4.34.  *Measured characteristic of the DAFLL over temperature.*
4.5 Measuring the Effective Thermal-Diffusivity of CMOS Chips Using a DAFLL

The proposed electrothermal DAFLL can be used in order to determine the effective value of the thermal diffusivity, $D_{\text{eff}}$, of a CMOS chip. $D_{\text{eff}}$ is a parameter that describes the rate at which heat diffuses through a chip, and hence its knowledge is essential for the thermal management of systems on chip and the design of thermal sensors. By embedding an electrothermal filter (ETF) in a frequency-locked-loop (FLL), its phase response, which is determined by its (fixed) geometry and $D_{\text{eff}}$, can be measured. $D_{\text{eff}}$ can then be accurately determined from the measured phase response [4.31].

4.5.1 The Essence of Measuring $D_{\text{eff}}$

The trend towards smaller and smaller devices in modern CMOS IC technology, has led to the realization of complex integrated systems on chip, e.g. advanced microprocessors. In such systems, however, the associated increase in the dissipated power density means that activity-dependent hot spots may be formed on the surface of the chip. The resulting peak junction
temperatures affect system reliability, and so require various forms of thermal management [4.32].

Successful thermal management relies on good models of the rate at which heat diffuses from the heat-dissipating devices into the rest of the chip. For a given CMOS process, this will be a complex function of the thickness and thermal properties of the field oxide, the epitaxial layer and the underlying substrate. However, for practical purposes, the rate of heat diffusion can be modeled by a single parameter: the effective thermal diffusivity of the die, $D_{eff}$ [4.33].

Given the thickness of the various layers of a chip, and their thermal properties, $D_{eff}$ can be determined by numerical modeling [4.33]. However, these properties are usually not precisely known. In fact, even the reported values of the thermal diffusivity of pure silicon vary considerably – from 0.758 cm$^2$/s to 0.960 cm$^2$/s at room temperature – probably due to differences in measurement methods [4.34]. In consequence, $D_{eff}$ can best be determined by measurements on electrothermal filters realized in processed chips. The phase shift of an ETF, $\phi_{ETF}$, is a function of its geometry (fixed by its layout) and $D_{eff}$ [4.3].

By using a CMOS ETF as the frequency-determining element of a frequency-locked loop (FLL) [4.3][4.22], the frequency corresponding to a given phase shift $\phi_{ETF}$ and, hence, the ETF’s phase response can be accurately determined. Since this response is only a function of the filter’s (fixed) geometry and $D_{eff}$, the latter can then be accurately determined by using it as a curve-fitting parameter to fit the measured phase response with that predicted by numerical modeling.

Since silicon is a good thermal conductor, an ETF has a sub-millivolt output signal when driven by a few milliwatts of heater power. Therefore, it is preferable to characterize the phase response of an ETF with an on-chip FLL. This approach avoids the extra phase shift that would otherwise be incurred due to the interaction between the thermopile’s resistance and the parasitic capacitance associated with the connections to an off-chip FLL. This approach is also a reasonably generic method of determining $D_{eff}$, since an ETF and an on-chip FLL can be implemented in any CMOS process.

### 4.5.2 Thermal Diffusivity Measurement Using CMOS ETFs

A semi-analytical model of the ETF needs to be used for the thermal diffusivity measurements. As described in section 3.2, a simplified point-heater and point-temperature model described by (3.8) describes the frequency domain transfer function relating the dissipated heat in the heater to the small temperature variations detected by the thermopile. As described
by (3.12) in section 3.4, this model can be expanded to a practical ETF structure, which is more complex than the point source model.

With the help of the semi-analytical model, \( \phi_{ETF} \) can be determined as a function of the filter’s excitation frequency, its geometry, and \( D_{eff} \). The model assumes that the substrate is homogenous and has a constant thermal diffusivity. The effective thermal diffusivity of the substrate can then be determined by using \( D_{eff} \) as a fitting parameter to match the phase response predicted by the model with the measured phase response of the ETF.

### 4.5.3 An Electrothermal FLL as a Test Vehicle in Measuring \( D_{eff} \)

In order to determine the value of \( D_{eff} \), the ETF’s phase response needs to be accurately characterized. This can be done by using the ETF as the frequency-determining element of a frequency-locked loop (FLL), whose phase set-point can be digitally adjusted.

A conceptual block-diagram of the proposed method including the FLL in a \( D_{eff} \) measurement is shown in Figure 4.36. The FLL is the same one implemented in the second test chip, with a slight modification in the logic circuitry in the FPGA. The digital output of the PD\( \Delta \Sigma \)M, representing ETF’s phase shift is compared with a digitally programmable phase set-point, \( \phi_{REF} \). The resulting error signal is integrated by the digital filter and fed back, via a DAC, to the VCO. The feedback forces the VCO to operate at \( f_{VCO} = f_{REF} \), where \( f_{REF} \) is the excitation frequency at which \( \phi_{ETF} = \phi_{REF} \). The PD\( \Delta \Sigma \)M, the digital filter, and the DAC are all sampled at the same frequency \( f_s \), which is a sub-multiple of \( f_{VCO} \). By varying \( \phi_{REF} \) digitally and measuring \( f_{REF} \), the ETF’s phase response can be extracted.

### 4.5.4 Experimental Results

Based on the concept proposed in the previous subsection, experiments were performed on the chips shown in Figure 4.32. The phase response of

![Figure 4.36. Concept of Using an electrothermal FLL for \( D_{eff} \) measurement.](image-url)
the ETF was measured for 4 devices at three temperatures: -55, 27 and 125 °C (Figure 4.37). This was done by sweeping the phase set-point $\phi_{REF}$ of the
electrothermal FLL digitally and measuring the corresponding $f_{REF}$, while the chip’s temperature was controlled in a temperature-controlled chamber.

By using $D_{eff}$ as a fitting parameter, the characteristic predicted by the analytical thermal model of the ETF (Figure 4.37, bold lines) was fitted to the measured data. The fit shows a very good agreement between the measurements and the model. The corresponding values of $D_{eff}$ that fitted the simulation to measurement were 1.405, 0.755, and 0.495 cm²/s at -55, 27, and 125 ºC, respectively. These values show the $T^{-1.8}$ dependency expected from literature (Figure 4.38). The room temperature value of $D_{eff}$ also agrees well with the results of a boundary-element-method analysis of the ETF and its substrate [4.33]. It should be noted that the room temperature value of $D_{eff}$ is considerably lower than that of bulk silicon. This is mainly due to the lower thermal conductivity of the heavily doped substrate [4.36].

4.6 Conclusions

An electrothermal frequency-locked loop (FLL) locks the output frequency of a VCO to the phase shift of an electrothermal filter (ETF). An ETF’s phase shift is a function of its geometry, determined by lithography, and the temperature-dependent thermal-diffusivity of silicon, $D$. The latter is process insensitive for the low doping levels of IC-grade silicon, and so the accuracy of an ETF is limited by lithography. This means that in an FLL, the VCO’s own process spread and temperature drift will no more affect its output frequency.

The main drawback of previous all-analog FLL’s was that they needed an off-chip capacitor to reduce the loop noise bandwidth and to filter the large low frequency ripple associated with chopping. This does not lend itself to a solution amenable for CMOS integration. Therefore, a digitally-assisted electrothermal FLL (DAFLL) is proposed in which the required narrow noise bandwidth was implemented by a digital filter. Such loop achieved an output frequency accurate to ±0.3% from -55 ºC to 125 ºC. The output frequency of the loop followed the same $T^{-1.8}$ trend associated with the temperature dependence of $D$, measured for the prior analog FLL’s.

Such a DAFLL can be used to measure the effective thermal diffusivity constant of a CMOS chip. The loop was used to measure an ETF’s phase frequency characteristic over temperature. By using the effective value of $D$ as a curve fitting parameter, the measured characteristic could be fitted to that given by an analytical model, and hence its effective value could be determined. These values are 1.405, 0.755, and 0.495 cm²/s at -55, 27, and 125 ºC, respectively. The room temperature value of $D_{eff}$ is considerably lower than that of bulk silicon reported in the literature, which is probably due to the lower thermal conductivity of the heavily doped substrate.
The digitally-assisted electrothermal FLL provides the basis for the generation of an accurate and stable on-chip frequency reference. It will be shown in the next chapter that this can be achieved by temperature-compensating the loop.
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This chapter describes the design and implementation of a thermal-diffusivity-based (TD) frequency reference in standard 0.7\(\mu\)m CMOS. The reference locks the output frequency of a variable oscillator via a frequency-locked loop to the process-insensitive phase shift of an electrothermal filter. This is in turn a function of the thermal-diffusivity of silicon, which is temperature dependent. Therefore, the loop needs to be temperature-compensated. To do this, the digital output of an on-chip band-gap temperature sensor is applied to the digitally-assisted frequency-locked loop (DAFLL) that was described in the previous chapter. The result is a frequency reference in a 0.7\(\mu\)m standard CMOS whose output frequency is stable to within ±0.1% over the military temperature range (-55°C to 125°C).

5.1 Introduction

Contrary to all-silicon frequency references described in chapter 2 [5.1]-[5.8], a thermal-diffusivity-based (TD) frequency reference embeds an electrothermal filter (ETF) into a frequency-locked loop (FLL). The design and implementation of a digitally-assisted FLL (DAFLL) was described in the previous chapter (Figure 5.1). Feedback in the loop reassures that a
digitally-controlled oscillator (DCO) oscillates at a frequency, $f_{DCO}$, where $\phi_{ETF} = \phi_{ref}$. As a result, $f_{DCO}$ is determined solely by the ETF properties and is not affected by the DCO tolerances and temperature drift. In the DAFLL the output frequency of the DCO follows the $T^{-1.8}$ temperature dependence of $D$ (chapter 4). This means that to realize an output frequency which is stable over both process variations and temperature, requires some sort of temperature compensation.

The most straightforward method of temperature compensation would involve injecting a temperature-dependent signal into the loop. This can be done, by using an integrated temperature sensor to measure the instantaneous temperature of the die. With the digital nature of the DAFLL, it will be ideal if the temperature sensor has a digital output, such that the temperature-compensating signal can be produced digitally. Such smart temperature sensors have been built based on the temperature dependence of bipolar transistors and called the band-gap temperature sensors. The inaccuracy of the temperature compensation scheme will add to the inherent inaccuracy of the reference, and so designing a sufficiently accurate temperature sensor will be yet another challenge in the realization of a TD frequency reference.

5.2 Temperature Compensation of Electrothermal Frequency-Locked Loops

As shown in chapter 4, an electrothermal DAFLL can produce frequencies with device-to-device spreads less than ±0.25% [5.9]-[5.13]. However, this accuracy is defined with respect to a master curve with a $T^{-1.8}$ temperature dependence. This can be seen from Figure 5.2, in which the measured output frequency of the non-compensated DAFLL [5.13] (with fixed $\phi_{ref} = 90^\circ$) is compared with a $T^{-1.8}$ fitted line. At room temperature this translates into a temperature coefficient of 0.3%/°C, which resembles the behavior of a temperature sensor more than that of a frequency reference.
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Figure 5.2. *Measured output frequency of the electrothermal FLL at a fixed $\phi_{ref} = 90^\circ$ to a $T^{-1.8}$ fit on a log-log scale.*

Considering a simplified point-heater point-sensor model of an ETF, which is excited at a frequency $f_{DCO}$ (see Figure 5.1) and a die temperature $T$ (in Kelvin), it was shown in section 3.2 that:

$$
\phi_{ETF} \propto \sqrt{f_{DCO}/D}.
$$

(5.1)

in which the thermal-diffusivity $D$ of bulk silicon has a well-defined temperature dependence [5.9][5.10]:

$$
D \propto 1/T^{1.8}.
$$

(5.2)

As a result, for a fixed $\phi_{ref}$ of the DAFLL, the output frequency will be:

$$
f_{DCO} \propto 1/T^{1.8}.
$$

(5.3)

This temperature dependency is illustrated in Figure 5.3(a), where the *measured* phase-frequency characteristics of an ETF ($s = 24\mu m$) are plotted at various temperatures. It can be seen that for a constant $\phi_{ref} = 90^\circ$ the DAFLL output frequency will be temperature-dependent. This is simply because the crossing point of the fixed horizontal $\phi_{ref}$ line with the characteristic of the ETF varies over the temperature. This intersecting point determines the locking frequency of the loop. It can be seen from Figure 5.3(a) that the loop will have a temperature-dependent locking point, and therefore a temperature-dependent output frequency.
A suitable control knob, that can be used to keep the locking frequency of the loop constant, is already present in the DAFLL, and that is the phase reference input $\phi_{\text{ref}}$. From the previous discussion it can be concluded that variations in the intersecting point of the loop’s $\phi_{\text{ref}}$ with the ETF’s characteristic influences the output frequency at any given temperature. This is because feedback in the loop will regulate the frequency such that $\phi_{\text{ETF}} = \phi_{\text{ref}}$.

The proposed temperature compensation method can be seen in Figure 5.3(b). Here, a constant value of $f_{\text{DCO}}$ over temperature is achieved by ensuring that $\phi_{\text{ref}} \propto T^{-0.9}$. This means that a temperature-dependent $\phi_{\text{ref}}$ keeps the intersection point at the same target frequency for all temperature values (in this case $f_{\text{DCO}} = 100\text{kHz}$). Since this is a digital control of the loop, the required $\phi_{\text{ref}}$ can be produced by means of digital circuitry, which translates the temperature information into a $\phi_{\text{ref}} \propto T^{-0.9}$ characteristic.
Figure 5.4. Temperature compensation of DAFLL by means of an on-chip temperature sensor with digital output.

To give $\phi_{\text{ref}}$ the desired temperature dependence, a measure of the die temperature is required. This could be provided by an on-chip temperature sensor (TS) with a digital output. The digital output of the TS (Figure 5.4) can then be translated digitally via a digital mapping scheme into a temperature-dependent $\phi_{\text{ref}}(T)$. The mapping function is unique for the whole batch and can be determined by batch-calibrating a number of devices.

The inaccuracy of the TS determines the accuracy of the temperature dependent $\phi_{\text{ref}}(T)$ and as a result contributes to the ultimate inaccuracy of the TD frequency reference. Figure 5.5 shows the frequency error resulting from a fixed temperature measurement error. These results were obtained from a system-level simulation of the DAFLL shown in Figure 4.3, using the thermal model [5.14] of the optimized ETF shown in Figure 3.13 with $f_{\text{drive}}=100$kHz and over the temperature. These show that an absolute temperature measurement error of 0.1°C results in a frequency error of about 0.08%.

Intuitively, one might think of using a thermal-diffusivity-based temperature sensor (TD temperature sensor) [5.15] as the compensating TS of a TD frequency reference. A TD temperature sensor measures the phase shift of an ETF driven at a constant frequency [see (5.1)]. However, it is exactly this constant frequency that must be generated! This issue resembles the so-called chicken-and-egg problem in the sense that to measure the temperature using a TD temperature sensor, we need to have a well-known and stable frequency. Also, to make a well-known and stable frequency through an FLL, we need to know the temperature. This problem can be solved if the temperature sensor does not share (5.1) with the FLL, i.e. has a different temperature dependence. As a result, a different temperature sensing principle is required.
In the integrated circuit technology, various temperature-dependent elements can be used as temperature sensors, such as resistors, MOS transistors [5.16][5.17][5.18] or, the most commonly used, bipolar transistors [3.25]. Normally, these types of temperature sensors have an analog output signal in the form of a voltage or current. A survey of the TS literature [5.19]-[5.22] shows that smart band-gap temperature sensors with digital outputs and operating based on the temperature dependence of bipolar transistors are suitable candidates for the temperature compensation of TD frequency references. On the one hand, their principle of operation is not fundamentally related to the FLL’s frequency of operation. On the other hand, they are the most accurate class of temperature sensors, achieving accuracies in the order of 0.1°C (3σ) over wide temperature ranges (-55°C to 125°C)[5.19][5.20]. Therefore, a temperature sensor (TS) architecture based on [5.12], which utilizes the temperature dependence of substrate PNP transistors, was adopted.

### 5.3 Realization of a TD Frequency Reference in a 0.7μm CMOS Process

The DAFLL of [5.13] was temperature-compensated with the help of a band-gap temperature sensor (TS). This was integrated in a test chip using standard 0.7μm CMOS technology [5.23]. The TS was based on the chip described in [5.12] with a slight architectural modification to reduce its area.
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and complexity. The resulting test chip had an output frequency of 1.6MHz with an inaccuracy of ±0.1% (= ±1000ppm) over the military temperature range, i.e. from -55°C to 125°C.

In this section, first the system-level considerations in the design of this TD frequency reference will be discussed. These concern the error contribution of the various building blocks to the ultimate inaccuracy of the reference. Furthermore, a detailed description of the TS design will be provided, which is followed by the experimental results from the test chip.

5.3.1 System-Level Design of the Reference

A simplified system-level diagram of the proposed TD frequency reference is shown in Figure 5.6. Its main components are a digitally-assisted electrothermal FLL (DAFLL) and a band-gap temperature sensor (TS). The DAFLL includes an ETF, a phase-domain ΔΣ modulator (PDΔΣM), a 12-bit DCO, an up/down counter and a second-order digital ΔΣ modulator (DΔΣM). The heater of the ETF is driven by a square wave at a frequency \( f_{\text{drive}} = f_{\text{DCO}}/16 \). The phase-shifted output of the ETF is then applied to the PDΔΣM, which digitizes \( \phi_{\text{ETF}} \) with respect to two phase shift references \( \phi_0 \) and \( \phi_1 \) [5.11]. The modulator bitstream output \( D_{\text{out}} \) is a digital representation of \( \phi_{\text{ETF}} \).

The temperature dependent phase reference of the loop, \( \phi_{\text{ref}}(T) \), is produced by the DΔΣM. Its bitstream output is subtracted from that of the PDΔΣM and the result is applied to a digital integrator, made of a 12-bit up/down counter. Subtraction of the two bitstreams is done through an XOR gate based on the method described in chapter 4. The counter then drives the 12-bit input of the DCO. The DCO consists of a 12-bit current-steering DAC that tunes a relaxation oscillator [5.23]. The DAFLL is sampled at a frequency \( f_s \) (the PDΔΣM, the up/down counter, and the DCO), which is a sub-multiple of \( f_{\text{drive}} \). The noise bandwidth of the system is thus determined by the length of the counter and the value of \( f_s \). For a 12-bit counter and \( f_s = f_{\text{drive}}/32 \) the noise bandwidth of the loop is about 0.5Hz.

The TS makes use of the temperature dependence of substrate PNP transistors. The temperature information extracted from a pair of PNPs is fed to a second-order ΔΣ ADC whose digital output is proportional to the die temperature. The temperature is then translated by means of a fifth-order polynomial into a 12-bit digital number that represents the \( \phi_{\text{ref}}(T) \), resulting in a constant frequency of 1.6 MHz. This number is then converted by
the DΔΣM into a noise-shaped single-bit bitstream. The quantization noise of both the PDΔΣM and DΔΣM are then suppressed by the digital integrator.

The ETF (described in chapter 3) has a phase shift $\phi_{ETF} = 90^\circ$ at $f_{drive} = 100$kHz and room temperature. Its phase spread is lithography limited to about $0.1^\circ$ in the target 0.7μm CMOS process [5.11]. In the TD frequency reference, this phase spread translates into an output frequency error of about ±0.25%. Therefore, the other blocks in the system must be designed to contribute significantly less error. The major sources of error are then the phase error introduced by the PDΔΣM [5.11] and the temperature sensing inaccuracy of the TS. The simulation results shown in Figure 5.5 imply that temperature sensing inaccuracy of 0.1°C is required.

The mechanisms leading to phase measurement error in the PDΔΣM are discussed extensively in chapter 4. To investigate their overall effect on the output frequency of the TD frequency reference, system-level simulations were performed on the block diagram of Figure 5.6 using a model for the optimized ETF shown in Figure 3.13 with $f_{drive} = 100$kHz and different levels of phase error introduced by the PDΔΣM at various temperatures. Figure 5.7 shows that for a worst-case frequency error of 0.05% at -55°C, a maximum phase error of 15 mili-degrees can be tolerated.
The system-level simulations studying the effects of the TS and the PDΔΣM on the output frequency inaccuracy lead to a set of specifications required from the various system blocks. The specifications required to achieve a target inaccuracy of 0.1% are summarized in Table 5.1. As discussed in chapter 4, the DAFLL has already been designed for the error budget described in the first and third rows of Table 5.1. Therefore, to build a complete TD frequency reference, the band-gap TS is the only remaining block that needs to be considered. The following sub-sections describe the design of the TS.

![Figure 5.7. The frequency error due to phase error introduced by the PDΔΣM.](image)

Table 5.1. The error contribution of various building blocks to the output frequency of the TD frequency reference.

<table>
<thead>
<tr>
<th>Building Block</th>
<th>Inaccuracy Contribution to Output Frequency</th>
<th>Tolerated Inaccuracy</th>
<th>Required range</th>
<th>Required resolution</th>
</tr>
</thead>
<tbody>
<tr>
<td>PDΔΣM</td>
<td>15 m$^\circ$ phase error $\rightarrow$ 500 ppm</td>
<td>10 m$^\circ$</td>
<td>ETF phase over the military temperature range (65$^\circ$ $\rightarrow$ 105$^\circ$)</td>
<td>&gt; 12-bits</td>
</tr>
<tr>
<td>TS</td>
<td>0.1 $^\circ$C $\rightarrow$ 800 ppm</td>
<td>0.1 $^\circ$C</td>
<td>from -55 $^\circ$C to 125 $^\circ$C</td>
<td>&lt; 50 m$^\circ$C</td>
</tr>
<tr>
<td>DCO</td>
<td>—</td>
<td>—</td>
<td>Enough to cover its $\pm$40% spread from nominal frequency of 1.6MHz over PVT</td>
<td>0.05% (800Hz)</td>
</tr>
</tbody>
</table>
5.3.2 The Band-gap Temperature Sensor Design

5.3.2.1 System-Level Design

The output of the TS is the ratio of a temperature-dependent parameter and a temperature-independent parameter. The former is a proportional-to-absolute temperature voltage (PTAT), while the latter is the well-known band-gap voltage [5.24]. This voltage can be made by combining a PTAT voltage with a complementary-to-absolute temperature voltage (CTAT). A band-gap reference, therefore, has both of the terms a temperature sensor requires: a temperature-independent voltage and a PTAT voltage. To produce these voltages, bipolar transistors are normally used. The base emitter voltage of a bipolar transistor $V_{BE}$ is a function of its collector current $I_C$ and its saturation current $I_S$ [5.19][5.25]:

$$V_{BE} = \frac{kT}{q} \ln\left(\frac{I_C}{I_S}\right).$$

(5.4)

where $k$ is Boltzmann’s constant, $T$ is the absolute temperature, and $q$ is the electron charge. The value of $V_{BE}$, which has a CTAT dependence with a sensitivity of about -2mV/°C, can be extrapolated to the silicon band-gap voltage of 1.2V at zero Kelvin. To produce a PTAT voltage, two identical bipolar transistors can be biased at different current densities such that their collector currents $I_{C1}$ and $I_{C2}$ are related as:

$$I_{C2} = p \cdot I_{C1}.$$  

(5.5)

Through (5.4) we can expand the difference between the base emitter voltages $V_{BE1}$ and $V_{BE2}$ of these transistors to:

$$V_{BE2} - V_{BE1} = \frac{kT}{q} \ln\left(\frac{p \cdot I_{C1}}{I_S}\right) - \frac{kT}{q} \ln\left(\frac{I_{C1}}{I_S}\right) = \frac{kT}{q} \ln(p).$$

(5.6)

which shows that the difference between the base emitter voltages of these transistors is proportional to the absolute temperature. This PTAT voltage is thus an accurate measure of the temperature, such that its accuracy is only determined by the accuracy of the current ratio of the bipolar transistors’ collector currents [5.19]. As can be seen both PTAT and CTAT temperature dependences can be made by means of bipolar transistors.

In this work, two diode-connected substrate PNP transistors are biased at a current ratio of 5:1 [see Figure 5.8(a)]. This causes the difference between their base emitter voltages $\Delta V_{BE}$ to be:
If an appropriately scaled PTAT voltage $\alpha \cdot \Delta V_{BE}$ is combined with a $V_{BE}$, a band-gap reference voltage, $V_{REF}$, can be made [see Figure 5.8(b)]. In this design, a gain factor $\alpha = 16$ is used. The PTAT voltage and the band-gap voltage are then both fed into a ΔΣ ADC (Figure 5.8a) consisting of a ΔΣ modulator and a decimation filter [5.26].

The ΔΣ modulator consists of a charge-balancing loop-filter and a clocked quantizer (Figure 5.9). At every clock cycle, the bitstream polarity determines whether $\alpha \cdot \Delta V_{BE}$ ($bs = 0$), or $-V_{BE}$ ($bs = 1$) should be input to the loop-filter (Figure 5.9). This transfer to the loop filter happens by means of charge packets (voltage-to-charge transfer and vice versa are not shown in the figure). Due to feedback, the average input to the loop filter should be zero and so the charge added by $\alpha \cdot \Delta V_{BE}$ will be balanced by that removed by $-V_{BE}$. If the bitstream average is denoted by $\mu$ this can be expressed as:

$$(1 - \mu) \cdot \alpha \cdot \Delta V_{BE} = \mu \cdot V_{BE}$$

Solving this equation gives:

$$\mu = \frac{\alpha \cdot \Delta V_{BE}}{\alpha \cdot \Delta V_{BE} + V_{BE}} = \frac{V_{PTAT}}{V_{REF}}$$

which is a digital representation of the die temperature. The value of $\mu$ ranges between about 0.4 and 0.7 over the military temperature range [5.19].

Figure 5.8. (a) System-level block diagram of the TS and (b) the PTAT and band-gap reference voltages over the temperature.
The level of inaccuracy required from the TS means that all its error sources have to be reduced such that their contribution to the total inaccuracy is well below 0.1°C. This includes the offset in the readout circuitry of $\Delta V_{BE}$, mismatch in the current ratio of 1:5, and error in the gain factor $\alpha$ [5.19]. If the contribution of these error sources is negligible, the only remaining source of inaccuracy in the TS will be the process spread of $V_{BE}$, which, as in [5.19], is corrected by a single PTAT trim. This is done by varying the bias current of the bipolar device that produces $V_{BE}$. This trimming procedure is discussed further in the next section.

The $\Delta\Sigma$ modulator of the TS incorporates a second-order loop filter (see Figure 5.10) based on the same feed-forward topology used in [5.12]. The loop filter includes two integrators with gains $a_1$ and $a_2$ and a feed-forward coefficient $b$. The feed-forward path helps reduce the signal swing at the first integrator output of the loop filter [5.27]. The integrator gains $a_1$ and $a_2$, as well as the feed-forward coefficient $b$, were chosen to be 1/4, 1/2, and 1/2, respectively [5.19].

The charge-balancing scheme shown in Figure 5.9 can be combined with the feed-forward 2nd order loop’s block-diagram shown in Figure 5.10. This will result in the block-diagrams shown in Figure 5.11, illustrating the $\Delta\Sigma$ modulator during the two charge balancing phases. When $bs = 0$, the value of $\Delta V_{BE}$ is applied to the modulator, and the gain factor $\alpha$ is implemented by the first integrator’s gain as well as the feed-forward coefficient, such that they become $\alpha \cdot a_1$ and $\alpha \cdot b$, respectively. During the $V_{BE}$ cycle when $bs = 1$, the coefficients are switched back to $a_1$ and $b$. 

Figure 5.9. Charge-balancing scheme in the $\Delta\Sigma$ modulator of the TS.
Figure 5.10. *The simplified block-diagram of the feed-forward second-order ΔΣ modulator.*

Figure 5.11. *The charge balancing phases in the system-level block diagram of the second-order feed-forward ΔΣ modulator.*

### 5.3.2.2 Circuit Design

The TS employs a bias circuit that provides a bipolar core with a PTAT bias current [3.25][5.12]. The bias circuit (Figure 5.12) has been directly adopted from [5.12] and so it will be briefly discussed here. The two PNP transistors $Q_{b1}$ and $Q_{b2}$ are biased at a $1:m$ ($m = 10$) current ratio and hence their $ΔV_{BE}$ is a PTAT voltage [see (5.7)]. The feedback loop enforces virtual ground at the inputs of the opamp. Considering the forward $β$ of the transistors to be $β_F$ and considering the effect of their base currents [5.19]:

---
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\[
I_{\text{bias}} = \frac{\beta_F + 1}{\beta_F} \frac{\Delta V_{BE}}{R_{bias}}. \tag{5.10}
\]

considering that the substrate PNPs in the bipolar core are biased through their emitters (see Figure 5.8), their \( V_{BE} \) will be a function of their base current and hence \( \beta_F \) dependent. The advantage of biasing such transistor with a bias current defined by (5.10) is that the \( \beta_F \) dependence cancels (assuming matching between the PNPs in the bias circuit and the transistors in the bipolar core) [5.19].

The bipolar core generates the voltages \( \Delta V_{BE} \) and \( V_{BE} \). A charge-balancing second-order switched-capacitor \( \Delta \Sigma \) modulator produces the ratiometric measurement value \( \mu \) derived in (5.9). The charge-balancing phases of this modulator are described below. Figure 5.13(a) illustrates a simplified circuit diagram of the bipolar core as well as the switched-capacitor second-order loop filter of the modulator, when \( b_s = 0 \). In this case, a set of 6 PMOS current sources provides copies of the current produced in the bias circuit, each with a nominal value of 1 µA. A set of switches is used to direct 5 of the 6 currents to one of the two bipolar transistors (\( Q_L \) or \( Q_R \)) while the remaining current goes to the other transistor, producing the 5:1 current ratio. Mismatch between the current sources leads to an error in this ratio, which is eliminated by means of dynamic element matching (DEM). i.e. by periodically alternating the current source that generates the unit current, so that the mismatch errors are averaged out during the course of a conversion [5.19].

![Simplified PTAT bias current generator of the TS.](image)

Figure 5.12.  *Simplified PTAT bias current generator of the TS.*
As in [5.19] the correlation between the cyclic behavior of the DEM
and the limit cycles of the ΔΣ modulator had to be broken. Otherwise, this
leads to the fold-back of quantization noise and loss of performance in the
modulator. To do so, the DEM scheme is only updated during the Δ\(V_{BE}\)
phase and its state is frozen when the modulator has to sample the \(V_{BE}\). The
timing of this bitstream-controlled DEM algorithm can be seen in Figure
5.14(a).

The multiplexer MUX feeds \(ΔV_{BE}\), as the voltage \(V_{ΔΣ}\), to the sampling
 capacitors \(C_S\) (each 5pF) of the loop filter’s first integrator [Figure 5.13(a)].
This voltage is sampled during phase \(φ_1\) and integrated during phase \(φ_2\)
[Figure 5.14(a)] on the integrating capacitors \(C_{int1}\) (each 20pF). In contrast to
the approach used in [5.12][5.19], the gain factor \(α = 16\) is implemented here
by sampling and then integrating \(ΔV_{BE}\) 16 times with a single sampling
 capacitor [see Figure 5.14(a)]. As a result, the total integrated charge in this
phase is given by:

\[
Q_{(bs=0)} = 16 \cdot C_s \cdot (ΔV_{BE,RL} + ΔV_{BE,L,R})
\]  

(5.11)

where \(ΔV_{BE,RL} = V_{BE,R} - V_{BE,L}\) and \(ΔV_{BE,L,R} = V_{BE,L} - V_{BE,R}\) [see Figure 5.13(a)].
Since the gain factor \(α\), also needs to be applied to the feed-forward
coefficient \(b\) during the \(ΔV_{BE}\) cycle, the feed-forward capacitor \(C_{FF}\) (each
1pF) is also switched 16 times with the same timing the sampling capacitors
are switched during the phases \(φ_1\) and \(φ_2\) [see Figure 5.13(a)]. At the end of
every \(ΔV_{BE}\) cycle, the integrated charge in the first integrator is transferred to
the capacitor \(C_f\) (each 2pF) forming the sampling capacitor of the second
integrator. This is then discharged to the second integrator’s integrating cap
\(C_{int2}\) (each 4pF). This way the modulator’s coefficients can be calculated as:

\[
a_1 = \frac{C_s}{C_{int1}} = \frac{5pF}{20pF} = \frac{1}{4}, a_2 = \frac{C_f}{C_{int2}} = \frac{2pF}{4pF} = \frac{1}{2}, b = \frac{C_{FF}}{C_f} = \frac{1pF}{2pF} = \frac{1}{2}
\]

(5.12)

Figure 5.13(b) illustrates a simplified circuit diagram of the bipolar core
and the loop filter, when \(bs = 1\). In this phase, a variable bias current \(I_{trim}\) is
applied to either of the bipolar transistors \(Q_L\) or \(Q_R\), producing a trimmable
\(V_{BE}\) voltage. Of the 6 PMOS current sources, 5 are controlled by a coarse-
trim word to form the coarse part of \(I_{trim}\), which can be set from 1μA to 5μA.
The sixth current source is switched on and off to fine-tune the current, using
the bitstream output of a digital ΔΣ modulator with a fine-trim word as the
input. The switching of the current source is controlled by a first order
digital ΔΣ modulator with a full scale between 0 and 255. Like [3.25] the
Figure 5.13. Switched capacitor loop-filter of the $\Delta \Sigma$ modulator and the bipolar core, sampling $\Delta V_{BE}$ when $bs = 0$ (a) and sampling $V_{BE}$ when $bs = 1$ (b).
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Figure 5.14. Corresponding timing diagrams during a ΔΣ cycle while sampling ΔV_{BE} when bs = 0 (a) and sampling V_{BE} when bs = 1 (b).

digital ΔΣ modulator is clocked only when the main second order ΔΣ modulator is in the V_{BE} mode and otherwise its accumulator is frozen during the ΔV_{BE} phase. This will prevent the tonal behavior of this modulator from interacting with the quantization noise of the main modulator and causing intermodulation products, which will result in the fold-back of quantization noise [5.28].

The multiplexer MUX then feeds either the V_{BE,L} or V_{BE,R} to the modulator’s sampling capacitors [see Figure 5.14(b)]. The total integrated charge in this phase is:

\[ Q_{(bs=1)} = C_s \cdot (V_{BE,R} + V_{BE,L}) \]

The charge balancing requires (5.11) to be equal to (5.13), which results in the equivalent of the charge-balancing equation (5.8):

\[ (1 - \mu) \cdot 16 \cdot C_s \cdot (\Delta V_{BE,RL} + \Delta V_{BE,LR}) = \mu \cdot C_s \cdot (V_{BE,R} + V_{BE,L}) \]

where \( \mu \) is the bitstream average. This shows that the effective value of the gain factor \( \alpha \) applied to ΔV_{BE} is 16, which is fixed by the number of times ΔV_{BE} is sampled. The structure of the first and second integrators’ opamps as
well as the quantizer of the \( \Delta \Sigma \) modulator remain exactly the same as \([3.25]\), and thus are not further discussed here.

### 5.3.2.3 Implications of Single Capacitor Sampling

As discussed in the earlier sections, the gain factor \( \alpha \) was implemented in \([5.19]\) by using multiple capacitors to sample \( \Delta V_{BE} \), while using only a single capacitor to sample \( V_{BE} \). As a result, capacitor mismatch limited the accuracy of \( \alpha \) and DEM was required. In this work, the gain factor \( \alpha \) was implemented by sampling \( \Delta V_{BE} \) multiple times on the same capacitor used to sample \( V_{BE} \), thus guaranteeing the accuracy of \( \alpha \). The associated reduction in the number of sampling capacitors, as well as the elimination of the digital circuitry needed for DEM, leads to both a reduction of 30% in the area of the TS compared to that of \([5.19]\), as well as a significant reduction in its complexity.

These improvements, however, come at the cost of increased charge-injection-related offsets, since compared to \([5.19]\), the number of switching actions per \( \Delta V_{BE} \) cycle of the \( \Delta \Sigma \) modulator is increased by a factor 8. However, this is eliminated by the system-level chopping scheme described in \([5.19]\). To ensure the complete elimination of the chopping tone, two full periods of the system-level chopping clock (see the chop signal in Figure 5.13) are applied during every conversion of the TS, such that it will be completely eliminated by the sinc\(^2\) decimation filter following the modulator \([5.19]\).

The input-referred noise of the single capacitor sampling scheme needs to be investigated. This is because it directly determines the resolution of the TS. It is also important to investigate the settling behavior of the single capacitor sampling approach, as this will impact the accuracy of the TS.

First we compare the \( kT/C \) noise performance of the approach in \([5.19]\) with the single capacitor solution proposed here. In the case of \([5.19][3.25]\), a gain factor \( \alpha \) of 16 was implemented by sampling the \( \Delta V_{BE} \) produced by the bipolar core two times on eight sampling capacitors each with a value of \( 8C_S \). The resultant charge corresponding to the sampled \( kT/C \) noise can be determined as:

\[
V_n = \sqrt{2 \cdot \frac{kT}{(8C_S)}} \Rightarrow q_n = (8C_S) \sqrt{2 \cdot \frac{kT}{(8C_S)}} = \sqrt{16 \cdot kTC_S} . \tag{5.15}
\]

while in the case of a single capacitor with a value of \( C_S \) sampling \( \Delta V_{BE} \) for 16 times, the corresponding noise charge is:
\[ V_n = \sqrt{16 \cdot \frac{kT}{C_S}} \Rightarrow q_n = C_S \sqrt{16 \cdot \frac{kT}{C_S}} = \sqrt{16 \cdot kTC_S}. \] (5.16)

This shows that both approaches have exactly the same amount of noise charge at the end of a \( \Delta V_{BE} \) cycle. Since in both cases this noise charge is compared to the signal charge due to the sampling of \( \Delta V_{BE} \), which is \( 16 \cdot C_S \cdot \Delta V_{BE} \) for both cases, the signal-to-noise ratio, and therefore the resolution of the TS, remain the same.

Incomplete settling of the voltage across the sampling capacitors leads to an error in the gain \( \alpha \) [5.19]. For a given settling error, a certain number of time constants, \( \tau \), determined by the PTAT bias current of the bipolar transistor and the sampling capacitor value will be required [5.19]. Comparing the multiple capacitor and the single capacitor approaches for a fixed \( \Delta \Sigma \) cycle length, implies that the single capacitor approach requires 8 times faster settling. However, the capacitance value is also 8 times smaller and therefore the required settling time is, in principle, proportionally smaller.

5.3.3 Experimental Results

The TD frequency reference including the DAFLL and the TS was implemented in a standard 0.7\( \mu \)m CMOS process (Figure 5.15) [5.23]. The chip has a die size of 6.75 mm\(^2\), and consumes 7.8 mW from a 5 V supply, 2.5 mW of which is dissipated in the ETF. The DAFLL is exactly the same as the one described in chapter 4 [5.13], and the band-gap TS, was added to the left side of the DAFLL in layout. For flexibility, the up/down counter, frequency dividers, the \( D\Delta \Sigma M \), the digital \( \Delta \Sigma \) modulator producing the fine trimming word for the TS, and the decimation filter of the TS were realized off-chip in an FPGA. For characterization, 16 devices were packaged in ceramic DIL packages and placed in a climate chamber, in good thermal contact with a platinum PT-100 thermistor, which was calibrated to 20 mK.

The output spectrum of the PD\( \Delta \Sigma M \) is shown in Figure 5.16, as well as the spectrum of the signal at the input of DCO. It confirms that the digital integrator effectively suppresses the low frequency tone caused by chopping, as well as the high frequency quantization and truncation noise due to the PD\( \Delta \Sigma M \) and D\( \Delta \Sigma M \).

The compensation polynomial that maps the die temperature onto a temperature-dependent phase reference \( \phi_{ref}(T) \) for the FLL was extracted by
batch-calibrating 16 devices over temperature. First, the FLL was calibrated by determining the values of \( \phi_{\text{ref}}(T) \) [Figure 5.17(a)] that correspond to the target frequency of 1.6 MHz over temperature. During this process, the digital output of the TS (μ as a function of temperature), was measured at a fixed coarse trim current of \( I_{\text{trim}} = 2 \, \mu A \) [Figure 5.17(b)]. The device-to-device spread of \( \phi_{\text{ref}} \) with respect to the FLL’s master curve [Figure 5.17(a)], i.e. the FLL’s untrimmed phase error, is ±0.1 ° [Figure 5.18(a)]. The measured device-to-device spread in μ with respect to the TS master curve (Figure 5.17b) corresponds to ±0.2 °C [Figure 5.18(b)], which is a measure of its untrimmed inaccuracy. Based on these master curves, a fifth-order polynomial was derived that maps the output of the TS to the 12-bit digital input to DΔΣM, in order to produce \( \phi_{\text{ref}} \). This polynomial (Figure 5.19) is common to all devices.

After the calibration procedure, temperature compensation was applied to the FLL by running the temperature sensor at a conversion rate of 2 Hz, in line with the FLL’s 0.5 Hz bandwidth. The measured output frequency of 16 devices over temperature, without applying any individual trimming, shows an absolute frequency error of ±0.2% from the target frequency of 1.6 MHz (Figure 5.20).
Figure 5.16. The measured output spectrum of the PDΔΣM (the low-frequency chopping tone at 12 Hz), the second-order DΔΣM, and the FLL digital filter (16384-point FFT, Hanning window, 8x averaged).

Figure 5.17. (a): The measured φ_{ref} that tunes f_{DCO} to 1.6MHz as a function of temperature and (b): μ the measured output of TS varying between 0 and 1 over temperature.

As in [5.19], the spread in the PNP’s saturation current can be compensated by a single PTAT trim. Since the ETF’s spread is also PTAT in nature [Figure 5.18(a)], both sources of error can be compensated by the same trimming knob. This is the fine trim of the bias current of the PNP devices, I_{trim}. The trimming procedure follows the algorithm shown in Figure 5.21. For a given device, a fine-trim word is applied to the TS whose output produces then a φ_{ref} for the FLL via the fifth-order polynomial. The fine-trim
word is adjusted until the resulting output frequency is equal to the target frequency of 1.6 MHz. The corresponding trim word is then stored and used over the entire temperature range. Since the worst-case temperature coefficient for the reference is only \( \pm 11.2 \text{ ppm/}^\circ \text{C} \), its temperature does not need to be stable during this trimming procedure, greatly simplifying the trimming process. After a single trim at room temperature the TD frequency reference achieves an absolute output frequency inaccuracy of \( \pm 0.1\% \) with \( \sigma = \pm 0.05\% \) (Figure 5.22). Table 5.2 summarizes the performance of the various building blocks of the system. Table 5.3 compares the performance of the TD frequency reference with other state-of-the-art temperature-compensated oscillators [5.2][5.5][5.7].

![Figure 5.18. Measurements of (a): The untrimmed error of \( \phi_{\text{ref}} \) over temperature and (b): The untrimmed inaccuracy of the TS.](image)

![Figure 5.19. The fifth-order polynomial that maps the output of TS (\( \mu \)) to the 12-bit digital input of the D\( \Delta \)ΣM.](image)

\[
Y = (1.279 \cdot \mu^6 - 3.645 \cdot \mu^4 + 4.282 \cdot \mu^3 - 2.596 \cdot \mu^2 + 0.87 \cdot \mu - 0.116) \cdot 10^5
\]
Figure 5.20. The measured absolute frequency error of 16 devices from the target frequency of 1.6MHz over the military range before trimming (the bold line indicates the average error).

Figure 5.21. Trimming algorithm of the TD frequency reference.

Figure 5.22. Measured absolute frequency error of 16 devices from the target frequency of 1.6MHz over the military range after a single room temperature trimming (the bold line is the average error).
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Table 5.2. Summary of the power dissipation, size and the measured performance of the main building blocks of the TD frequency reference.

<table>
<thead>
<tr>
<th>Building block</th>
<th>Power dissipation</th>
<th>Percent of the total power</th>
<th>Size (mm²)</th>
<th>Major performance metrics measured</th>
</tr>
</thead>
<tbody>
<tr>
<td>PDΔΣM</td>
<td>2.5 mW</td>
<td>32%</td>
<td>0.845</td>
<td>Combined untrimmed phase inaccuracy: ±0.1 °C</td>
</tr>
<tr>
<td>ETF</td>
<td>2.5 mW</td>
<td>32%</td>
<td>0.022</td>
<td>Tuning range: 350 kHz ~ 4 MHz</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>LSB size: 890 Hz</td>
</tr>
<tr>
<td>DCO</td>
<td>2.5 mW</td>
<td>32%</td>
<td>1.125</td>
<td>Untrimmed inaccuracy: ±0.2 °C</td>
</tr>
<tr>
<td>TS</td>
<td>0.3 mW</td>
<td>4%</td>
<td>1.3</td>
<td>Frequency inaccuracy after a single room-temperature trim: ±0.1%</td>
</tr>
<tr>
<td>Complete Chip</td>
<td>7.8 mW</td>
<td>100%</td>
<td>6.75</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.3. Performance comparison of the TD frequency reference with state-of-the-art temperature-compensated oscillators.

<table>
<thead>
<tr>
<th>Reference</th>
<th>This work</th>
<th>[5.5] and [5.6] - LC</th>
<th>[5.7] - ring</th>
<th>[5.2] - RC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency</td>
<td>1.6MHz</td>
<td>24MHz</td>
<td>7.03MHz</td>
<td>6MHz</td>
</tr>
<tr>
<td>Supply voltage (V)</td>
<td>5</td>
<td>1.8</td>
<td>2.5</td>
<td>1.2</td>
</tr>
<tr>
<td>Power consumption</td>
<td>7.8 mW</td>
<td>&lt; 4 mW</td>
<td>1.5 mW</td>
<td>66 μW</td>
</tr>
<tr>
<td>Technology</td>
<td>0.7μm</td>
<td>0.13μm</td>
<td>0.25μm</td>
<td>65nm</td>
</tr>
<tr>
<td>Die size (mm²)</td>
<td>6.75</td>
<td>0.8</td>
<td>1.6</td>
<td>0.03</td>
</tr>
<tr>
<td>Temp. range (°C)</td>
<td>-55 ~ 125</td>
<td>0 ~ 70</td>
<td>-40 ~ 125</td>
<td>0 ~ 120</td>
</tr>
<tr>
<td>Inaccuracy</td>
<td>±0.1%</td>
<td>±0.005% to ±0.03%</td>
<td>±1.84%</td>
<td>±0.9%</td>
</tr>
<tr>
<td>Number of samples</td>
<td>16</td>
<td>Product</td>
<td>94</td>
<td>6</td>
</tr>
<tr>
<td>Period jitter (rms)</td>
<td>312 ps</td>
<td>&lt; 1 ps</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>Temp. coeff. (ppm/°C)</td>
<td>±11.2</td>
<td>±1.4 to ±8.6</td>
<td>±50.9</td>
<td>86.1</td>
</tr>
</tbody>
</table>

NA = Not available

5.4 Conclusions

The realization and characterization of a fully-integrated thermal-diffusivity-based (TD) frequency reference, implemented in a standard 0.7μm CMOS process was discussed in this chapter. A digitally-assisted electrothermal frequency-locked loop (DAFLL) locks the output frequency of a digitally-controlled oscillator (DCO) to the process-insensitive phase shift of an electrothermal filter (ETF). The ETF’s phase shift is a function of its geometry and the thermal-diffusivity constant $D$ of bulk silicon. The temperature dependence of $D$ leads to a temperature dependent frequency, which in this work was compensated for by measuring the temperature of the
die with an on-chip band-gap temperature sensor and injecting the temperature information to the DAFLL digitally.

The reference has an output frequency of 1.6 MHz, dissipates 7.8 mW from a 5 V supply and achieves an absolute inaccuracy of ±0.1% over the military temperature range (-55°C to 125°C) with a single room-temperature trim. The worst-case temperature coefficient of ±11.2 ppm/°C allows for trimming without temperature stabilization, which simplifies the trimming procedure and thus reduces trimming costs. Since the DCO has been designed with sufficient tuning range and resolution, the reference’s ultimate inaccuracy is determined by the inaccuracy of the temperature sensor used for temperature compensation, and by the inaccuracy of the ETF’s phase shift, which is, to first order, determined by the accuracy of the lithography in a 0.7μm CMOS process.
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6 A Scaled Thermal-Diffusivity Frequency Reference in Standard 0.16μm CMOS

The previous chapter described an implementation of a thermal-diffusivity-based (TD) frequency references. A prototype in a standard 0.7μm CMOS technology demonstrated the feasibility of such references. This reference occupied an area of 6.75mm$^2$ and dissipated 7.8mW from a 5V supply. The inaccuracy of its 1.6MHz output frequency was ±0.1% over the military temperature range, and its cycle-to-cycle jitter was about 400ps (rms). This chapter describes the implementation of a scaled TD frequency reference, whose performance is improved compared to the previous work.

The performance of a TD frequency reference is mainly determined by its electrothermal filter (ETF), which forms the heart of the reference. The characteristics of an ETF are mainly determined by its geometry. In particular, the accuracy of its phase response will be determined by lithographic inaccuracy. This will then determine the accuracy of the reference's output frequency. As CMOS processes scale, lithographic accuracy improves, thus improving ETF accuracy. To test this, a prototype has been designed in a more advanced process.
The 16MHz scaled TD frequency reference described in this chapter, has been implemented in a baseline 0.16μm CMOS process. Compared to the previous design, it achieves 10x higher frequency, 7x less jitter, 3.7x less power, and 12x less chip area, while maintaining the same level of accuracy. These improvements are achieved by scaling the ETF and adapting the rest of the system accordingly.

6.1 Introduction

CMOS scaling has been mainly driven by the increasing demand for higher performance microprocessors. Scaling allows for the inclusion of more transistors on a single die, which results in more functionality. Furthermore, scaling results in shorter transistor lengths and thinner gate oxides, which both result in faster devices [6.1][6.2]. Also, the reduction of supply voltages helps reducing the power consumption of digital circuitry. Unfortunately, these modifications limit the performance of analog circuits. On the one hand, the reduced supply voltage limits the signal swings, while, on the other hand, the short channel effects reduce the intrinsic gain of transistors [6.3].

Although CMOS scaling makes the design of the analog circuits of a TD frequency reference more challenging, however, it can significantly improve the performance of its electrothermal filter [6.4]. In scaled CMOS, the lithography should resolve smaller feature sizes, which requires more accuracy. Furthermore, the reduced feature sizes allow for implementation of smaller ETF structures, i.e. smaller heater-thermopile distances and smaller thermopile dimensions. These help increase the output signal of an ETF and reduce its thermal noise, which can eventually improve the jitter performance of a TD reference (see chapter 3). Furthermore, smaller dimensions reduce the filter's thermal phase, which enables the use of higher excitation frequencies.

To implement the scaled TD frequency reference, a single-poly, 5-metal baseline 0.16μm CMOS process with 1.8V supply has been adopted. This process supports substrate PNP transistors, which could be used in the temperature compensation scheme of the reference. The scaled TD frequency reference implemented in this process [6.5], utilizes an ETF, which is about 5x smaller than the one in previous work [6.6]. This is in line with the expected 4.5x improvement of lithographic inaccuracy in comparison with the 0.7μm process. After this introductory section, the chapter progresses with a description of the scaling strategy. Furthermore, the effect of scaling on the circuit and system design of the TD frequency reference will be discussed. Experimental results on the test chip will be provided and the chapter ends with conclusions.
6.2 Scaling Strategy

As described in chapters 4 and 5, a TD frequency reference can be realized by embedding an ETF in a digitally-assisted frequency-locked loop (DAFLL). In such a loop the output frequency of a DCO, \( f_{DCO} \), is locked to the ETF phase shift, \( \phi_{ETF} \) (see Figure 6.1), by means of feedback. This ensures that the DCO operates at a frequency, where \( \phi_{ETF} = \phi_{ref} \), where \( \phi_{ref} \) is a temperature dependent phase reference. This reference is provided by an on-chip, band-gap temperature sensor, which ensures that \( \phi_{ref} \propto T^{0.9} \), the same temperature dependence as \( \phi_{ETF} \) (see chapter 5). For the simple point-heater point-temperature sensor model of ETF shown in Figure 6.1, the ETF phase \( \phi_{ETF} \) is determined by the heater to temperature-sensor distance, denoted by \( s \) (see chapter 3).

The chosen scaling strategy aims to maintain the inaccuracy of the TD frequency reference at the \( \pm 0.1\% \) achieved in [6.6], while improving other performance metrics. From equation (3.9), we can conclude that:

\[
\phi_{ETF} \propto s \sqrt{f_{DCO} / D}.
\]  

Figure 6.1. Simplified block-diagram of a TD frequency reference (top), and the phase frequency characteristic of an ETF at various temperatures (bottom).
where $D$ is the thermal diffusivity of silicon. From (6.1) it can be seen that scaling an ETF, i.e. decreasing $s$, implies that for a given $\phi_{ETF}$ the ETF can be operated at a higher frequency. However, decreasing $s$ also results in greater sensitivity to lithographic errors. By differentiating (6.1) we obtain:

$$\frac{\Delta \phi_{ETF}}{\phi_{ETF}} = \frac{\Delta s}{s},$$

which implies that for a given process, and thus a given lithographic error $\Delta s$, the relative accuracy of $\phi_{ETF}$ decreases as $s$ decreases [6.7]. However, increasing $s$ also reduces the thermopile’s output amplitude, which for $s = 24\mu m$ and 2.5mW of heater power dissipation is only a few hundred microvolts [6.6]. Since this is quite a small signal, the thermopile’s thermal noise will be a major contributor to the DAFLL’s jitter. This can only be mitigated by increasing the ETF’s heater power dissipation. The choice of $s$ thus involves a fundamental trade-off between accuracy, output frequency, jitter, and power dissipation (see chapter 3).

To break this trade-off, a more advanced process can be used, thus reducing $\Delta s$ and allowing the ETF to be scaled without losing accuracy. In the scaled TD frequency reference presented in this chapter, a 0.16$\mu m$ CMOS process has been adopted. To exploit its improved lithographic accuracy with respect to the 0.7$\mu m$ process used in [6.6], $s$ has been scaled by about 5x, i.e. reduced from 24$\mu m$ to 4.7$\mu m$.

After fixing $s$, the heater and the thermopile of the scaled ETF need to be designed. A minimum size U-shaped heater based on a $p^+$ diffusion resistor has been adopted (see Figure 6.2 for the heater dimensions). Based on this geometry, the heater has a resistance of $R_{heater} \sim 800\Omega$, which allows for a maximum power dissipation of 2mW, considering the 1.8V supply. The combination of the design rules and the desired $s$ meant that a maximum of 16 thermocouple arms could be fitted around this heater. These are placed in 4 quadrants, each made of 4 arms. This allows for a differential structure made of two half-thermopiles, laid out in crossed couples.

To maximize the ETF’s efficiency, the thermopile’s hot junctions are situated around the heater on a constant phase-shift contour (see chapter 3). The location of its cold junctions was then optimized for maximum output and minimum resistance (chapter 3, section 3.4.2). This resulted in four different thermocouple arm lengths for each of the thermopile quadrants, which is shown in Figure 6.3(a). The locations of the hot and cold thermopile junctions of the scaled ETF are shown in Figure 6.3(b).
Figure 6.2. The \( p^+ \) heater dimensions of the scaled ETF.

Figure 6.3. (a): The thermocouple arms per thermopile quadrant for the scaled ETF, and (b): the layout of the ETF illustrating the position of the hot and cold junctions for the complete thermopile.

A photomicrograph of the scaled ETF adjacent to the previous ETF is shown in Figure 6.4(a). The locations of their thermopile junctions are compared in Figure 6.4(b).

Apart from optimizing the location of the thermopile’s junctions, the signal-to-noise ratio \( SNR_{ETF} \) at the output of an ETF can also be improved by optimizing the number of thermocouples \( n_{tp} \) in the thermopile. The ETF’s output signal level will be determined by \( n_{tp} \), the temperature gradient across the thermopile and the Seebeck coefficient of each thermocouple, while its
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Figure 6.4. (a) Photomicrograph of the previous ETF and the scaled ETF; (b) Locations of the hot and cold junction of the corresponding thermopiles

thermal noise will be determined by its total resistance \( R_{tp} \). \( SNR_{ETF} \) may thus be expressed as [6.7]:

\[
SNR_{ETF} \propto \frac{n_{tp}}{s \sqrt{R_{tp}}}. \tag{6.3}
\]

Since the choice of the hot and cold junctions fixes the area of the thermopile, \( R_{tp} \propto n_{tp} \) and so \( SNR_{ETF} \) will be fixed [6.8]. However, the output level can be maximized by maximizing \( n_{tp} \), subject to the design rules of the chosen process. The resulting scaled ETF has fewer arms than the previous design (16 vs. 24), lower resistance (8kΩ vs. 20kΩ) and a 5.5x greater SNR:
From (6.1), it can be seen that for a given $\phi_{ETF}$, scaling $s$ by a factor $k$ will scale its driving frequency $f_{DCO}$ by a factor $k^2$. Compared to the previous ETF, which was operated at 100kHz, a 5x scaled ETF should thus be operated at about 3MHz for the same $\phi_{ETF}$. This was confirmed by numerical simulations of the thermal impedance (the relationship between heater power and sensor temperature) of both ETFs at room temperature (Figure 6.5). However, since $\phi_{ETF}$ cannot be distinguished from the process-dependent phase-shift of its readout circuit, increasing the drive frequency would require a proportional increase in the bandwidth of the readout circuit. As a compromise, it was decided to drive the scaled ETF at 1MHz. At this frequency, $\phi_{ETF}$ will vary from $40^\circ$ to $70^\circ$ over the military temperature range (Figure 6.6).

The characteristics of the scaled ETF affect the design of the rest of the TD frequency reference. Compared to [6.6], the bandwidth of the ETF’s readout circuitry must be increased by 10x in order to maintain the same

\[
\frac{SNR_{ETF, new}}{SNR_{ETF, old}} = \frac{n_{tp, new}}{s_{new} \cdot \sqrt{R_{tp, new}}} = \frac{16}{24} = 5.5. \quad (6.4)
\]

Figure 6.5. Thermal impedance simulations at room temperature, comparing amplitude and phase response of scaled ETF with previous ETF.
level of phase accuracy. Also, to benefit from the 5.5x improvement in SNR, the resolution of both the DCO and the band-gap temperature sensor must be improved. The design of these blocks will be the topic of the next sections.

6.3 System-Level Design

A simplified block-diagram of the scaled TD frequency reference is shown in Figure 6.7. It uses the same architecture as the one described in the previous chapter. Compared to previous work, the resolution of DΔΣM has been increased from 12 to 15-bits. Furthermore, for the 30° expected phase variation of the scaled ETF (see Figure 6.6) over the military temperature range, the modulator’s resolution will be about 1m°, and so should not limit the trimming resolution of the reference.

The ETF’s phase shift, $\phi_{ETF}$, is digitized by the PDΔΣM with reference to its two phase references, $f_{\text{drive}}(\phi_0)$ and $f_{\text{drive}}(\phi_1)$, which are digitally phase-shifted versions of $f_{\text{drive}}$ (see chapters 4 and 5). In this design, $f_{\text{DCO}} = 16 \cdot f_{\text{drive}} = 16\text{MHz}$, which means that $f_{\text{drive}}(\phi_0)$ and $f_{\text{drive}}(\phi_1)$ can be chosen in steps of 22.5°. The modulator’s bitstream output, $b_x$, will then be a digital representation of $\phi_{ETF}$. The bitstream difference between $\phi_{ETF}$ and $\phi_{\text{ref}}$ is integrated by a 12-bit up/down counter, which suppresses the quantization noise of both ΔΣ modulators. The counter is incremented or decremented according to the polarity of the bitstream difference and is disabled, by an
XOR gate, when the bitstreams are equal. The counter’s eight MSB’s then update the DCO at a sampling rate of $f_s = f_{drive}/24 = 41.66$ kHz.

The DCO consists of an RC oscillator that is driven by an 8-bit fine DAC. This, in turn, produces a tuning current that results in a 0.02% LSB when applied to the oscillator. This is in line with the expected accuracy and is more than 4x lower than the expected jitter. A 3-bit coarse DAC is used to compensate for the effect of process spread on the DCO’s center frequency. Compared to [6.6], which used a 12-bit fine DAC, the use of a temperature-compensated RC oscillator in this design means that only an 8-bit fine DAC is required. This could then be implemented with a straightforward 256-element resistor ladder, while also guaranteeing the monotonicity required for loop stability.

### 6.4 Error Sources

The major sources of error in the scaled TD frequency reference are the electrical phase shift associated with the finite bandwidth of the PΔΣM, the input-referred offset of the PΔΣM, and the temperature sensing inaccuracy of TS. With the help of the system model shown in Figure 6.7, the effects of these errors have been simulated at three temperature points: -55°C, 27°C, and 125°C.
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Figure 6.8. System-level simulations of the scaled TD frequency reference over temperature showing frequency error as a function of: (a) excessive phase error due to the limited bandwidth of PD$\Delta\Sigma$M front-end; (b) residual offset error referred to the PD$\Delta\Sigma$M input; (c) a fixed absolute temperature measurement error made by TS.

The finite bandwidth of the PD$\Delta\Sigma$M will give rise to process-dependent electrical phase-shift which will be indistinguishable from the ETF’s own thermal phase-shift. As shown in Figure 6.8(a), the worst-case situation occurs at -55°C, when a phase error of only 20 milli-degrees causes a frequency error equal to the target inaccuracy of 0.1%. To ensure that its
error contribution is much less than 0.1%, the bandwidth of the PDΔΣM’s front-end was designed to be in excess of 500MHz.

The residual offset of the PDΔΣM is also an important source of error (chapter 4). The PDΔΣM employs a chopper demodulator as a synchronous phase detector. The chopper’s switching action and charge injection mismatch is a source of residual offset [6.9], which adds error to the demodulated phase and thus leads to errors in the DAFLL’s output frequency (see chapter 4). As shown in Figure 6.8(b), an input-referred residual offset of 2µV will cause a frequency error of about 0.05% at 125°C. It should be noted that the increased frequency of operation from 100kHz to 1MHz will increase the residual offset proportionally [6.9][6.14]; however, the technology scaling, and thus the use of smaller size switches, should reduce the mismatched charge injection (see chapter 4). Furthermore, the required offset performance can be easily achieved by applying low-frequency chopping, i.e. by chopping the drive signals applied to the ETF as well as the digital output of the PDΔΣM.

The effect of TS inaccuracy on the output frequency is shown in Figure 6.8(c). It can be seen that a temperature sensing error of only 0.1°C results in a frequency error of about 0.08%. Since an inaccuracy of 0.1°C reflects the state-of-the-art [6.10][6.11] this represents a fundamental limit on the accuracy of TD frequency references. Further improvements will require more accurate temperature sensors or the use of multi-point (e.g. two temperature points) trimming.

6.5 Circuit Realizations

The following sub-sections describe the design of the major analog building blocks of the scaled TD frequency reference: the ETF and its drive circuitry, the phase-domain ΔΣ modulator (PDΔΣM), the DCO, and the band-gap temperature sensor (TS).

6.5.1 ETF and PDΔΣM

6.5.1.1 Detailed System Overview

The heater of the scaled ETF is driven at a frequency \( f_{\text{drive}} = f_{\text{DCO}}/16 = 1\text{MHz} \), by a heater drive circuit (HD) [see Figure 6.9(a)]. The ETF’s phase shift \( \phi_{\text{ETF}} \) is then digitized by the PDΔΣM, whose sampling clock and phase reference signals are also derived from \( f_{\text{DCO}} \). At a sampling rate of \( f_s = 41.66\text{kHz} \), the DAFLL’s noise-bandwidth is only about 10Hz. In this bandwidth, the modulator’s resolution should be limited by the ETF’s thermal noise (12 nV/√Hz). For the expected 30 degree variation in \( \phi_{\text{ETF}} \) over
the military temperature range, this noise level translates into a resolution of about 5 milli-degrees. Since the $\Delta \Sigma$ modulator’s over-sampling ratio is greater than 4096, a first-order modulator will be sufficient to ensure that its quantization noise is below the ETF’s thermal noise [6.12].

The PD$\Delta \Sigma$M [Figure 6.9(a)] consists of a gain-boosted folded-cascode transconductor (gm) that converts the ETF’s output into a current. This is then phase detected by a chopper demodulator, which multiplies it by $f_{\text{drive}}$ ($\phi_0 = +22.5^\circ$) or $f_{\text{drive}}$ ($\phi_1 = -67.5^\circ$), provided by a phase DAC and depending on the value of the bitstream, $bs$ [Figure 6.9(b)]. The residual offset of the chopper demodulator is suppressed by locating it within the gain-booster loop of the transconductor’s cascode transistors (chapter 4). The chopped output current, whose DC value is proportional to the difference between $\phi_{\text{ETF}}$ and the phase DAC’s phase output, is then applied to an active integrator built around a two-stage opamp ($C_{\text{int}} = 13\text{pF}$). This suits the 1.8V supply much better than the $G_m$-C integrator used in previous work [6.6]. The opamp’s DC gain is $> 100$ dB, which ensures that the quantization noise

![Diagram of PD$\Delta \Sigma$M](image)

Figure 6.9. PD$\Delta \Sigma$M: (a) simplified circuit diagram including ETF and its heater driving circuitry; (b) timing diagram of phase references and ETF drive.
floor established by integrator leakage is still well below the thermal noise level [6.12]. To further reduce the demodulator’s residual offset, the entire front end (including the ETF) is low-frequency chopped at $f_{\text{chL}} = f_{\text{drive}}/16376 = 61.06\text{Hz}$. 

At 1MHz, the PDΔΣM’s simulated phase error (including the influence of the thermopile’s parasitic capacitance) is less than 7 milli-degrees over process and temperature, which leads to a frequency error of less than 0.025%. The modulator consumes 290μA, which is about 2x less than [6.6] and has an input referred noise of 10nV/√Hz. About 70% of its total power is consumed by the OTA while the rest is consumed by the opamp and the comparator.

Additional phase delay between the ETF’s heater drive and the demodulator’s phase references will increase the error in $\phi_{\text{ETF}}$. For the scaled ETF, a 200ps delay at $f_{\text{drive}} = 1\text{MHz}$ leads to an output frequency error of 0.25%. To suppress this effect, the clock-synchronized heater driving block (HD) has been added. As shown in Figure 6.9(a), the use of D flip-flops clocked at $f_{\text{DCO}}$ ensures that the additional phase delay remains well below 15ps over the process and temperature variations.

The detailed transistor-level design of the PDΔΣM's various building blocks, i.e. its transconductor, active integrator, and quantizer as well as a detailed design of the ETF heater drive circuitry (HD) will be described next.

### 6.5.1.2 Transconductor

The 1MHz drive frequency of the scaled ETF is 10x larger than the previous work, which means that special attention had to be paid to the design of the transconductor. The main concern was the possibility of excessive electrical phase spread at the excitation frequency of 1MHz resulting in a degradation of the reference’s accuracy. To increase safety margins, it was decided to keep the option for having an equivalent of the previous ETF ($s = 24\mu\text{m}$) implemented into the design.

The previous ETF’s 100kHz drive frequency is much less sensitive to excess phase error issues; however, it imposes other challenges due to the larger chopper ripple amplitudes. Such ripple is due to the offset of the transconductor, which is modulated to $f_{\text{drive}}$ by the synchronous demodulator. In the previous design, the 100kHz ripple over the PDΔΣM’s integrator had an amplitude of about 500mV. This is not a very important issue for a 5V process (0.7μm), however for a 1.8V process (0.16μm), such large ripple could waste a lot of signal headroom, and eventually result in clipping of the integrator. Therefore, the possibility of auto-zeroing the transconductor in order to reduce its initial offset has been considered. It should be noted that
the options mentioned above are to add margins and thus should not be necessary in case the scaled ETF performs as expected at 1MHz.

To develop insight into the expected signal levels within the PD\Delta\Sigma M, i.e. the ripple associated with the chopped offset of the transconductor and the maximum expected signal swing on the modulator’s integrator, a series of simulations were performed on the circuit of Figure 6.9(a). The summary of simulation results has been provided in Table 6.1. This table reports the largest swing and ripple over the integrator of the modulator for different sampling frequencies. These simulations consider a 1mV ETF output signal at both 1MHz and 100kHz, and assume the largest phase input for the modulator (the full-scale phase signal). A 5mV offset has been considered for both the transconductor (gm) and the integrator opamp. A comparison of these results for the auto-zeroed (denoted by "W AZ") and non auto-zeroed (denoted by "no AZ") cases shows that the operation of the system with the scaled ETF and an \( f_{\text{drive}} = 1 \text{MHz} \) should not require auto-zeroing.

Figure 6.10 shows the simplified auto-zeroing circuitry of the transconductor (gm) with its switches and associated timing diagram [6.14]. Since for the expected operating conditions with the scaled ETF involved, no auto zeroing is expected to be used, an enabling signal \( AZ\_EN \) can be used to disable the auto zeroing loop completely. If the transconductor needs to be auto-zeroed, \( AZ\_EN \) will be asserted, and the ETF heater drive will be disabled to remove the signal at the input of gm, which effectively short circuits its input.

Table 6.1. The simulated integrator swing and the ripple due to the offset chopped by the demodulator at different \( f_{\text{drive}} \) and \( f_s \) values.

<table>
<thead>
<tr>
<th>ETF f\text{drive}</th>
<th>( f_s )</th>
<th>Largest integrator swing (No offset)</th>
<th>Largest integrator swing (gm offset = 5mV and opamp offset = 5mV)</th>
<th>High frequency ripple caused by the offset chopped by the synch. Demodulator</th>
</tr>
</thead>
<tbody>
<tr>
<td>1MHz</td>
<td>500kHz</td>
<td>40mV</td>
<td>150mV</td>
<td>100mV</td>
</tr>
<tr>
<td>1MHz</td>
<td>100kHz</td>
<td>200mV</td>
<td>300mV</td>
<td>100mV</td>
</tr>
<tr>
<td>1MHz</td>
<td>20kHz</td>
<td>1V</td>
<td>1.1V</td>
<td>100mV</td>
</tr>
<tr>
<td>100kHz</td>
<td>50kHz</td>
<td>400mV</td>
<td>No AZ: 1.1V - W AZ: 450mV</td>
<td>No AZ: 800mV</td>
</tr>
<tr>
<td>100kHz</td>
<td>25kHz</td>
<td>800mV</td>
<td>No AZ: clips - W AZ:800mV</td>
<td>No AZ: 800mV</td>
</tr>
<tr>
<td>100kHz</td>
<td>12.5kHz</td>
<td>1.6V</td>
<td>No AZ: clips - W AZ:1.6V</td>
<td>No AZ: 800mV</td>
</tr>
</tbody>
</table>
To perform auto-zeroing, the gm’s output will be connected to the input capacitors of an auxiliary transconductance $g_{mAZ}$ via the switches driven by $AZ$. Meanwhile, $AZb$ switches disconnect the integrator from gm. The feedback loop formed by gm and $g_{mAZ}$ (assuming zero input for gm) causes the offset of gm to generate a current that will be integrated by $C_{AZ}$. The auxiliary $g_{mAZ}$ will then drive a correction current into a node inside gm, which cancels the initial offset (this will be shown later). The loop gain determines the final level of offset reduction [6.9]. Once auto-zeroing is completed, the parasitic capacitances at the output of gm are discharged through dead-banding switches $AZ_{DB}$. This is done before the output of gm is re-connected back to the integrator input by $AZb$. This minimizes the voltage spikes that occur when the integrator is re-connected to gm.

A complete circuit diagram of gm is shown in Figure 6.11. It is basically a folded-cascode OTA with PMOS inputs. A current multiplexer, MUX, steers a tail current to any of the desired four input pairs. Each input pair can then be connected to a different ETF test structure. The 60μA tail current results in an input transconductance of 570μS within the input devices with $W/L = 60\mu\text{m}/0.36\mu\text{m}$. This relatively small ratio was chosen to reduce their gate capacitance, which contributes to the electrical filtering of the ETF signal. This size of input pair in combination with the magnitude of the tail current means that the devices operate in strong inversion. The input common mode, i.e. the bias voltage of the ETF thermopile, was set to 400 mV.
Figure 6.11. The detailed circuit diagram of the PD$\Delta$ΣM’s front-end transconductor (gm).
Figure 6.12. The gain-boosters of the PMOS and NMOS side cascode transistors.

The transconductor’s output common-mode of 900mV is regulated by CMFB circuitry, as in the previous design (section 4.3.2.1). The CMFB loop is frequency compensated by 1.5pF capacitors and has a phase margin of 67°. To minimize the residual offset due to the switching action of the chopper demodulators, they are located at the virtual grounds provided by the booster amplifiers. The PMOS and NMOS gain-boosters (Figure 6.12) consume 10μA and 16μA respectively and provide DC gains in the order of 60dB. The gain-boosting loops at the PMOS and NMOS sides are frequency compensated by 800fF capacitors (Figure 6.12) for 60° loop phase margins.

The transconductor of Figure 6.11 has a simulated nominal DC gain of 140dB, which can vary from 110dB to 145dB over the process, temperature and mismatch. Its estimated input-referred offset is about 2.5mV, and its maximum residual offset current when the chopper demodulators are
operated at 1MHz, is about 3nA (about 5μV input-referred). The simulated maximum excess phase shift added to the ETF signal before phase detection amounts to 17 milli-degrees over temperature, process, and mismatch (at 1MHz). Within one batch, this can be as low as 3 milli-degrees. Considering the parasitic capacitance associated with the scaled ETF's thermopile, the excess phase shift can amount to about 7 milli-degrees. The transconductor consumes a total supply current of 210μA. The total modulator input-referred noise (including the opamp noise) is about 10nV/√Hz.

6.5.1.3 Integrator Opamp

A detailed schematic of the integrator opamp is shown in Figure 6.13. It is a two-stage amplifier with a telescopic first stage, PMOS input pair, and NMOS common-source output stages. At a total supply current of 42μA, it has a nominal simulated DC gain of 110dB (97dB to 119dB over the process and temperature). With a Miller capacitor of \( C_m = 4pF \) and for the total load capacitance of the integrator, the amplifier has a unity gain bandwidth of about 1MHz with a phase margin of 62°.

Figure 6.13. The two-stage opamp of the active integrator used in the PDΔΣM.
The opamp's input chopper is merged with the feedback path (see Figure 6.9 and [6.13]), and the output chopper is located before the output stage. This will not increase the residual offset because the total input-referred offset of the output stage is suppressed by the input-stage gain. The total estimated opamp input-referred offset is about 3.5mV (non-chopped). The amplifier’s fully differential output swing is ±3V over process and temperature. Resistors \( R_{CMFB} = 300k\Omega \) provide an estimate of the output common mode level, which then the CMFB loop including \( M_{16-18} \) regulates to the common mode reference, \( V_{cm\_ref} \) [6.9].

### 6.5.1.4 Comparator

The \( \text{PD\Sigma M} \)'s comparator (Figure 6.14) was designed to be operational for sampling frequencies as high as \( f_s = f_{drive}/2 = 500\text{kHz} \). This includes a pre-amplifier with a gain of 8 to reduce the kick-back effect of the following positive feedback latch. A minimum-size reset switch \( M_{rst} \) driven by the comparator clock signal \( PhEval \), releases the latch from reset state at the sampling moment of the modulator. When the switch opens, the latch regenerates and its output drives a set-reset flip-flop via output stage made by transistors \( M_{11-14} \). The comparator’s supply current is 16\( \mu \)A, and has a maximum input-referred offset of 1mV over process and temperature. At sampling rate of 500 kHz and with an input common mode of 900mV its minimum input signal is 500\( \mu \)V\(_{pk-pk}\).

![Figure 6.14. Schematic of the comparator used in the PD\Sigma M.](image-url)
6.5.2 DCO

The DCO is an RC relaxation oscillator, whose output frequency is tuned by an 8-bit fine DAC (see Figure 6.15). Compared to the previous implementation, the DAC employs a simpler and smaller unary architecture in order to guarantee monotonicity. The effect of process spread is then corrected by means of a 3-bit batch trim applied by means of a coarse DAC. The oscillator includes comparators $U_{1,2}$ which compare $V_{1,2}$ to $V_{\text{ref}}$. While one capacitor is being charged through $R_{\text{ch}}$ to $V_{\text{DD}}$, the other one is being discharged by $I_{\text{ref}}$ [6.15]. The speed at which the capacitor is charged has been reduced via resistor $R_{\text{ch}}$. This is to minimize the current spikes drawn from the analog supply and eventually injected into the analog ground when the capacitor is connected to $V_{\text{DD}}$. The states of the SR-latch and the chopper CH1 change when the voltage across the capacitor reaches $V_{\text{ref}}$.

The nominal $f_{\text{DCO}}$ is 16MHz, which can be tuned to a range of $\pm 500$kHz through the fine 8-bit DAC. This is enough to correct for the mismatch and temperature variation effects. The batch trim, which is applied by the coarse DAC, has a range of $\pm 3$MHz and can be adjusted with steps of 750kHz. For this reason, $V_{\text{ref}}$ is varied using a 3-bit DAC made of the divider $R_{0..8}$, switches $S_{0..7}$, and the buffer $U_3$. The batch trim is a process corner trim and thus will be fixed for the entire batch. During the normal operation of the DAFLL, the loop constantly tunes the DCO by tuning $I_{\text{ref}}$ through the fine DAC.

The 8-bit input code to the DCO selects only the $n^{th}$ switch from the switches $S_{0..255}$ copying $V_A$ to the corresponding point on the resistive ladder made of unit resistors $R_{0..255} = R = 125\Omega$. This produces a current $I_{\text{ref}}$:

$$I_{\text{ref}} \propto \frac{V_{\text{DD}} - V_A}{R_n + (n \times R)} . \quad (6.5)$$

Since there is no current through the DAC switches, their on-resistance will be of no importance allowing for the use of minimum-size devices. The 256 elements of the resistive ladder are arranged in a 16×16 matrix with row and column decoders made of two binary-to-thermometer decoders. The inputs to the decoders are the 4 MSB and LSB bits of the DAC 8-bit binary input. This also allows for a matrix layout of the DAC elements, each including a resistor $R$ and switch $S_x$.

The DCO is further temperature-compensated by adding an N-well resistor $R_N$ with positive TC to the divider, generating $V_A$. The temperature compensation and the batch trim ensures that the range of the 8-bit fine DAC is enough to compensate for the VCO’s residual spread with a step size of
200ppm. Since both $V_A$ and $V_{\text{ref}}$ are supply-referenced, the DCO output frequency is insensitive to supply-voltage variations.

The circuitry of the oscillator’s comparators resembles those used in the previous design. The comparators’ -3dB bandwidth is 100MHz and their supply current is 50$\mu$A. A 50mV hysteresis is built into the comparators and their input referred noise is 150$\mu$V (rms). This noise and the 1/$f$ noise due to the current $I_{\text{ref}}$ result in a simulated cycle-to-cycle jitter of 20ps (rms) at a nominal output frequency of 16MHz. The DCO’s total supply current is 117$\mu$A, of which 100$\mu$A is consumed by the oscillator and the rest by the two DACs.

Figure 6.15. Detailed schematic of the DCO including the 8-bit fine DAC (showing the arrangement of the 256 DAC elements), the oscillator, and the 3-bit coarse DAC.
6.5.3 Temperature Sensor

A band-gap temperature sensor (TS), is used to temperature compensate the DAFLL. This includes a bipolar core and a $\Delta \Sigma$ ADC [6.10][6.11]. The bipolar core produces a PTAT voltage $\Delta V_{BE}$, which is the difference between the base-emitter voltages of two substrate PNP transistors. These are biased at different current ratios. This is then combined with a trimmable CTAT voltage $V_{BE}$, which is the base-emitter voltage of only one of those PNP devices. The PTAT and CTAT values are fed to a charge balancing $\Delta \Sigma$ modulator that produces a ratiometric value $\mu$ defined by (5.9). This digital number is a representative of the die temperature (see Figure 5.8).

The bipolar core of TS has been adapted from a micro-power temperature sensor design implemented in the same 0.16μm process [6.16][6.17]. This design uses a fast two-step or a zoom ADC (the combination of a SAR algorithm and a $\Delta \Sigma$ data converter) [6.16][6.17]. Considering the required resolution of less than 10mK, a second-order charge balancing $\Delta \Sigma$ modulator was designed to be interfaced with the abovementioned bipolar core. The ADC is based on the single-capacitor architecture introduced in section 5.3.2.2. Since the system-level design and accuracy requirements of TS resemble the previous one (chapter 5), only the circuit realizations will be briefly discussed here.

Figure 6.16 illustrates a schematic diagram of the bipolar core [6.17]. A PTAT bias generator on the left side produces a PTAT bias current $I$ via two PNP transistors (5μm × 5μm) that are biased at a 5:1 current ratio. With the

![Figure 6.16](image_url)

Figure 6.16. The bias circuit and the bipolar core of the band-gap temperature sensor.
variations in $\beta_F$ of the bipolar devices (over process and temperature), a $\beta_F$ compensation circuitry, including a resistor $R_b/5$ in series with the base of $Q_{BL}$, is incorporated [6.10]. Due to feedback, the collector current of the bipolar transistors in the bias circuit will therefore be independent from $\beta_F$ of the PNP’s, and thus the resulting $V_{BE}$ produced in the bipolar core will not be altered by this non-ideality (see section 5.3.2.2). The value of $I$ has been chosen to be 90nA at room temperature. This ensures that both $I$ and $5I$ are in a relatively flat region of the PNP’s $\beta_F$ vs. bias current characteristic. The opamp has been chopped to reduce the temperature sensing inaccuracy induced by its offset [6.10][6.17].

The current $I$ produced by the bias circuit is mirrored to six current sources with a gain of 2. This means that each current source carries a PTAT current $2 \times I$ (180nA) at room temperature. Depending on the bitstream polarity of the charge balancing $\Delta \Sigma$ modulator, the bipolar core produces $V_{BE}$ or $\Delta V_{BE}$ as input to the converter (section 5.3.2.2).

If $\Delta V_{BE}$ needs to be applied to the modulator, a 5:1 current ratio is applied to both $Q_L$ and $Q_R$, respectively. The accuracy of the current sources determines the accuracy of the PTAT voltage $\Delta V_{BE}$. As in the previous design a dynamic element matching cycle rotates the unit current source that determines the 5:1 ratio at the $\Delta V_{BE}$ phase.

If $V_{BE}$ has to be the input to the modulator, a coarse trim can be applied to the bias current of the transistor $Q_L$ or $Q_R$ that produces $V_{BE}$. This can be done by selecting a range of one to five of the current sources. In this phase, the sixth current source is modulated by a digital $\Delta \Sigma$ modulator in order to apply a fine trim to the $V_{BE}$ (see section 5.3.2.2). A multiplexer MUX at the output of the bipolar core determines whether the $\Delta V_{BE}$ or $V_{BE}$ will be input to the $\Delta \Sigma$ modulator (controlled by the modulator's bitstream $bs$).

The operating principle of the second-order charge balancing $\Delta \Sigma$ modulator of TS exactly resembles that of the previous design. In the switched-capacitor modulator (Figure 6.17), the PTAT gain $\alpha=16$ is generated by sampling $\Delta V_{BE}$ 16 times on a unit sampling capacitor. The modulator utilizes the same feed-forward topology as the previous one and its coefficients remain the same; however, the capacitor values are scaled. The scaling of the capacitors is referred to the scaling of the sampling capacitor, which determines the modulator's input-referred thermal noise. A thermal noise limited resolution better than 10mK can be achieved by a 500fF input capacitor at $\alpha = 16$ and for 1048 samples within one incremental conversion (corresponding to a conversion rate of 2Hz) [6.10]. The modulator coefficients as well as the other capacitor values are:
\[
\begin{align*}
    a_1 &= \frac{C_s}{C_{\text{int}1}} = \frac{500 \text{fF}}{2 \text{pF}} = \frac{1}{4}, \\
    a_2 &= \frac{C_F}{C_{\text{int}2}} = \frac{200 \text{fF}}{400 \text{fF}} = \frac{1}{2}, \\
    b &= \frac{C_{FF}}{C_F} = \frac{100 \text{fF}}{200 \text{fF}} = \frac{1}{2}.
\end{align*}
\]  

(6.6)

Apart from a few changes in the modulator timing (shown in Figure 6.18), the only major change (compared to the previous design) is the topology of the second integrator. This was modified from the previous non-auto zero structure to an auto-zeroed version. This is just for compatibility with the different timing used in the switched-capacitor common-mode feedback of the integrator opamps. This helps reduce the offset and 1/f noise of the second integrator. The opamps used in the first and second integrator are the same. They utilize a conventional folded-cascode topology with a quiescent current of 1.66 μA and provide a DC gain of 90dB with a phase margin of 62 degrees at a unity gain bandwidth of 1.8MHz.

The modulator’s sampling frequency is 2kHz. As the timing diagram in Figure 6.18 shows, the first ΔV_{BE} sampling phase, which directly follows a V_{BE} phase, has been given extra time to allow for better settling of the sampling capacitor. This is mainly because after a V_{BE} phase, one of the capacitors should always be charged from ground, which requires more settling time (timing is described in chapter 5). With 500fF sampling capacitor, and at the aforementioned operating frequency, the settling of the bipolar core when sampling ΔV_{BE} is better than 10mK (16x higher sampling rate in this phase compared to the modulator’s sampling frequency).

System level chopping has been applied to the modulator (see Figure 6.17) to remove the residual offset associated with the mismatched charge injection of the switches. The system level chopping is performed in a bitstream-controlled manner [6.11] in order to break the correlation between the tones associated with the chopping ripple and the modulator’s quantization noise. This avoids folding of the quantization noise to the band, which can cause an increase in the modulator’s noise floor. The bitstream controlled chopping mechanism changes the chopper state only when the bitstream polarity is high. A total of two system level chopping periods are accommodated within every conversion of the TS.

Compared to the previous implementation (see Figure 5.13) the timing associated with the modulator’s feed-forward capacitor C_{FF} is also modified. The capacitor is not discharged to the second integrator’s integrating capacitor during the auto-zeroing phase. This was not a problem in the previous implementation when a non-auto-zero second integrator was used. The new timing of the TS ensures that the complete charge of C_{FF} is always transferred during the first half of the modulator cycle (see Figure 6.18). This means that the effective amount of charge transferred during the ΔV_{BE}
cycle is halved. To compensate for this, a second \( C_{\text{FF}} \) capacitor will be connected in parallel with the main \( C_{\text{FF}} \) capacitor during this phase (see Figure 6.18).

![Diagram of a temperature sensor with auto-zeroing integrators](image_url)

Figure 6.17. The second-order charge-balancing switched-capacitor \( \Delta \Sigma \) modulator of the temperature sensor with both auto-zeroing integrators.
6.5.4 Heater Drive Circuitry

On-chip heater drive circuitry has been implemented in the scaled TD frequency reference. In the previous 0.7μm design, the heater driver switches were implemented by means of 5Ω analog off-chip switches realized by ADG719 devices [6.18]. The main task of the heater drive circuitry is to provide the required current to the ETF heater with a minimum ohmic dissipation and without the addition of excess phase delay. Implementing an on-chip heater drive allows for synchronization of the heater drive signal with the phase references of the PDΔΣM.

With the 10x increase of the drive frequency (1MHz compared to the previous 100kHz), synchronization is rather crucial. This is because any additional phase delay between the ETF’s heater drive and the demodulator’s phase references will increase the error in $\phi_{ETF}$. For the scaled ETF, a 200ps delay leads to an output frequency error of 0.25%.

Furthermore, the heater drive circuitry needs to be able to drive the heater with a bi-directional current. This is to implement a heater drive inversion scheme (HDI) [6.7] in order to cancel the capacitively coupled spikes appearing at the ETF’s thermopile. These spikes, (Figure 6.19) are in phase with the heater drive and thus cause a DC error at the output of the PDΔΣM’s synchronous demodulator. The error induced by them is more for the scaled ETF, where the heater thermopile distance is reduced to 4.7μm. As described in [6.7], this problem can be solved by periodically inverting the polarity of the heater drive at a rate of $f_{drive}/2$ (see Figure 6.19). This emulates an effective chopping applied to the resulting spikes' polarity. Furthermore, the low-frequency chopping of the PDΔΣM requires the heat signal in the ETF to be chopped as well. This requires that the heater drive
circuitry changes the heat generation phase by 180°, synchronous to the low frequency chopping signal $f_{\text{ChL}}$.

The heater drive circuit includes a bridge circuit (see Figure 6.20). This circuit involves four switches $A_1$, $A_2$, $B_1$, and $B_2$, two supply connections, and two ground connections. The supply side switches, $A_1$ and $B_1$, are made of transmission-gates, a parallel connection of a 300μm/0.16μm PMOS and a 120μm/0.16μm NMOS device. The ground-side switches $B_2$ and $A_2$ are made of 120μm/0.16μm NMOS devices. The switches have a nominal on resistance of less than 7 ohms. The signals driving the switches are derived from $f_{\text{drive}}$, $f_{\text{HDI}}$ and $f_{\text{ChL}}$. These are the ETF driving signal, the HDI drive, and the low-frequency chopping signal, respectively. The application of $f_{\text{ChL}}$ to $f_{\text{drive}}$ is simply done by means of an XOR gate (see Figure 6.21 showing the

![Figure 6.19](image)

*Figure 6.19.* The heater drive inversion (HDI) applied to the heater drive signal to reverse the polarity of the capacitive-coupled spikes.

![Figure 6.20](image)

*Figure 6.20.* The on-chip switching bridge driving the ETF heater, including the HDI scheme and the timing diagram of the switch drive signals.
Figure 6.21. *The logic producing the heater driver switches.*

digital circuitry producing the switch drive signals). For simplicity, the effect of \( f_{\text{ChL}} \) polarity change influencing the timing signals has not been shown in Figure 6.20. The logic equations applicable to the switch drive signals are:

\[
\begin{align*}
    f_d &= f_{\text{drive}} \otimes f_{\text{ChL}} \\
    A_1 &= \overline{f_{\text{HDI}}} \\
    A_2 &= f_d \& \overline{f_{\text{HDI}}} \\
    B_1 &= f_d \& f_{\text{HDI}} \\
    B_2 &= f_{\text{HDI}}
\end{align*}
\]  \hspace{1cm} (6.7)

The switch driver signals are passed through large inverters to be able to drive the gate capacitances of the main bridge switches. The switch driver signals for \( A_1 \) and \( B_2 \), which negate each other, are passed through a non-overlapping signal generator to minimize the effect of shoot-through currents. The other signals (\( A_2 \) and \( B_1 \)) are non-overlapping by logic (see Figure 6.21), which means that in their case no shoot-through will happen.

The synchronization of the switch-drive signals has been done via a signal \( f_{\text{synch}} = f_{\text{DCO}} = 16\text{MHz} \) (a copy of the DCO output signal). This signal then drives the synchronization D flip-flop between the phase DAC of the \( \text{PDA} \Delta \Sigma \text{M} \) and its synchronous demodulator [see Figure 6.9(a)]. Process, temperature and mismatch simulations performed on the spread of the delay between the heater current and the synchronous demodulator drive signal shows a worst-case delay of 15ps, which is well below the 100ps error budget.

A summary of the operating conditions as well as the expected accuracy and resolution of the major building blocks of the scaled TD frequency reference is provided in Table 6.2.
Table 6.2. The expected operating points as well as expected accuracy and resolution considerations for the scaled TD frequency reference.

<table>
<thead>
<tr>
<th>Block</th>
<th>Operating Frequency</th>
<th>Expected Inaccuracy</th>
<th>Expected Resolution</th>
<th>Power</th>
<th>Noise or Jitter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scaled TD Frequency Reference</td>
<td>16 MHz</td>
<td>±0.1%</td>
<td>-</td>
<td>2 mW = 1 mW (ETF) + 1 mW (circuit)</td>
<td>50 ps (jitter)</td>
</tr>
<tr>
<td>ETF</td>
<td>1 MHz</td>
<td>0.1 degrees in phase</td>
<td>-</td>
<td>1 mW</td>
<td>12 nV/√Hz (output noise)</td>
</tr>
<tr>
<td>PDΔΣM</td>
<td>( f_{\text{ref}} = 1 \text{ MHz} ) ( f_s = 41 \text{ kHz} ) ( f_{\text{BW}} = 10 \text{ Hz} )</td>
<td>5 milli-degrees in phase</td>
<td>&gt; 13 bits</td>
<td>0.3 mW</td>
<td>10 nV/√Hz (input noise)</td>
</tr>
<tr>
<td>DCO</td>
<td>16 MHz</td>
<td>±10%</td>
<td>0.02%</td>
<td>0.2 mW</td>
<td>20 ps (jitter)</td>
</tr>
<tr>
<td>TS</td>
<td>2 Hz (conversion rate)</td>
<td>0.1 °C</td>
<td>10 mK</td>
<td>0.2 mW</td>
<td>-</td>
</tr>
</tbody>
</table>

6.6 Experimental Results

The scaled TD frequency reference (Figure 6.22) was fabricated in a baseline 0.16μm CMOS process. The chip has an active area of 0.5mm², which is 12x smaller than previous work. It dissipates 2.1mW from a 1.8V supply (1mW in the ETF), which is 3.7x less than the previous design. 24 devices from one batch were built in ceramic DIL packages and characterized in a temperature-controlled oven.

Initially, a batch-calibration of 12 randomly selected devices was performed to determine the settings of the DCO’s coarse DAC and to extract a 5th order compensation polynomial that will then be applied to the whole batch. This polynomial maps the digital temperature output \( \mu \) of TS [Figure 6.23(b)] to the 15-bit digital input \( Y \) of the DΔΣM that, in turn, generates the \( \phi_{\text{ref}}(T) \) [Figure 6.23(a)] that maintains an output frequency of 16MHz over the military temperature range: -55°C to 125°C. The measured device-to-device spread in \( \phi_{\text{ref}} \) with respect to the FLL’s master curve [Figure 6.23(a)] represents a phase error of ±0.15° [Figure 6.24(a)]. The measured device-to-device spread in \( \mu \) with respect to the master curve of TS [Figure 6.23(b)] represents an inaccuracy of about ±0.25 °C [Figure 6.24(b)]. The TS achieves 5mK (rms) resolution (at 1 conversion/s) and thus makes a negligible contribution (tens of ppm) to the frequency jitter.

After batch-calibration, the compensation polynomial (Figure 6.25) was applied to 24 devices. Without trimming, the TD frequency reference achieves an absolute frequency error of ±0.4% over the military temperature range [Figure 6.26(a)]. As in previous work, the PTAT spread of the TS can be trimmed together with the phase spread of ETF (see chapter 5). This was done by using the PTAT trim knob implemented in the TS as a single trimming knob for the complete system. After a single room-temperature
Figure 6.22.  Photomicrograph of the scaled TD frequency reference in 0.16μm standard CMOS.

Figure 6.23.  Over temperature calibration of the scaled TD frequency reference (a) $\phi_{\text{ref}}(T)$ that tunes $f_{\text{DCO}}$ to 16MHz; (b) The digital output of $TS$, $\mu$. 
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Figure 6.24. Untrimmed over temperature errors at calibration phase (a): $\phi_{ref}$; (b) TS temperature sensing error.

$$Y = (0.64\mu^5 - 2.08\mu^4 + 2.93\mu^3 - 2.29\mu^2 + 1.28\mu - 0.22) \times 10^5$$

Figure 6.25. Fifth-order polynomial that maps $\mu$ of TS to a 15-bit digital number $Y$ that is input to $D\Delta\Sigma M$. 
trim, the inaccuracy of the frequency reference drops to ±0.1% (σ = ±0.06%) [Figure 6.26(b)], confirming that the accuracy of the previous design could be maintained. The residual temperature coefficient is low enough (< 12 ppm/°C via box method) to eliminate the need for temperature stability during the trimming process. As expected, the accuracy of the TD reference is limited by the inaccuracy of the TS (Figure 6.27), which is ±0.5 °C (3σ) and ±0.2 °C (3σ) before and after trimming, respectively (24 samples).

In Figure 6.28, the jitter of the scaled TD frequency reference is shown. At 45ps (rms) cycle-to-cycle jitter it is more than 7x less than that of the previous design [6.6]. It is mainly limited by the 40ps (rms) jitter of the free running DCO, which is larger than the 20ps predicted by simulations. The excess jitter may be caused by supply noise or by errors in the 1/f noise corner models of the process.

Figure 6.26. Measured (24 devices) output frequency and its error from the target 16 MHz over military temperature range: (a) before trimming; (b) after a single room-temperature trim.
Figure 6.27. The ultimate temperature sensing inaccuracy of TS (bold lines indicating the $3\sigma$ boundary of error): (a) untrimmed; (b) after a single room-temperature trim.

Figure 6.28. Measured long-term jitter (left) and cycle-to-cycle jitter of the scaled TD frequency reference (top right) in comparison with that of the previous design (bottom right).
Table 6.3. Performance summary and comparison to the current state-of-the-art.

<table>
<thead>
<tr>
<th>Reference</th>
<th>This work</th>
<th>[6.6]-TD</th>
<th>[6.20] and [6.21]-LC</th>
<th>[6.19]-RC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency</td>
<td>16MHz</td>
<td>1.6MHz</td>
<td>24MHz</td>
<td>14MHz</td>
</tr>
<tr>
<td>Supply voltage (V)</td>
<td>1.8</td>
<td>5</td>
<td>1.8</td>
<td>1.8</td>
</tr>
<tr>
<td>Power consumption</td>
<td>2.1 mW</td>
<td>7.8 mW</td>
<td>&lt; 4 mW</td>
<td>45 μW</td>
</tr>
<tr>
<td>Technology</td>
<td>0.16μm</td>
<td>0.7μm</td>
<td>0.13μm</td>
<td>0.18μm</td>
</tr>
<tr>
<td>Area (mm²)</td>
<td>0.5</td>
<td>6.75</td>
<td>0.8</td>
<td>0.04</td>
</tr>
<tr>
<td>Temp. range (°C)</td>
<td>-55 ~ 125</td>
<td>-55 ~ 125</td>
<td>0 ~ 70</td>
<td>-40 ~ 125</td>
</tr>
<tr>
<td>Inaccuracy (ppm)</td>
<td>±1000</td>
<td>±1000</td>
<td>±50 to ±300</td>
<td>±1900</td>
</tr>
<tr>
<td>Number of samples</td>
<td>24</td>
<td>16</td>
<td>Product</td>
<td>1</td>
</tr>
<tr>
<td>Period jitter (rms)</td>
<td>45 ps</td>
<td>312 ps</td>
<td>&lt; 1 ps</td>
<td>30 ps</td>
</tr>
<tr>
<td>Temp. coeff. (ppm/°C)</td>
<td>±11.2</td>
<td>±11.2</td>
<td>±1.4 to ±8.6</td>
<td>±23</td>
</tr>
</tbody>
</table>

In Table 6.3, the performance of the TD reference is compared with that of other all-CMOS oscillators [6.6][6.19][2.33][6.20][6.21]. It may be seen that the scaled TD frequency reference is more accurate than state-of-the-art RC oscillators and dissipates less power than an LC oscillator. It also maintains its accuracy over a wider temperature range with only a simple room temperature trim.

6.7 Conclusions

A scaled thermal-diffusivity based frequency reference with an output frequency of 16MHz and 45ps (rms) jitter has been implemented in a 0.16μm CMOS process. The reference, occupying 0.5 mm², dissipates 2.1mW from a 1.8 V supply and achieves an absolute inaccuracy of ±0.1% over the military temperature range (-55°C to 125°C). The improvements over the prior art prove that the performance of TD frequency references benefits strongly from technology scaling.

6.8 References
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This thesis has described the realization of frequency references based on the well-defined thermal diffusivity of IC-grade silicon. This chapter presents the main findings of the thesis. Furthermore, some suggestions for future work are presented.

7.1 Main Findings

- The well-defined thermal diffusivity of IC-grade silicon can be used as the basis for accurate on-chip frequency references in standard CMOS processes [7.1][7.2].

- A digitally-assisted electrothermal frequency-locked loop (DAFLL) solves the integration challenges associated with earlier electrothermal frequency-locked loops (FLLs). This architecture facilitates the realization of thermal-diffusivity-based (TD) frequency references (chapter 4).

- In a chopper amplifier with gain-boosters, the residual offset, emanating from the interaction between the output chopper’s switching action, the cascode transistors’ offset, and parasitic capacitances, can be suppressed by locating the chopper switches within the gain-boosting loops (chapter 4).
Conclusions and Outlook

- A DAFLL can be used as a test vehicle to measure the effective thermal diffusivity, $D_{\text{eff}}$, of substrate silicon. In a 0.7µm CMOS process, the measured values at -55, 27, and 125ºC are 1.405, 0.755, and 0.495 cm²/s, respectively. At room temperature, the value of $D_{\text{eff}}$ is considerably lower than that of pure bulk silicon, which is probably due to the fact that the substrate consists of a lightly doped epitaxial layer on top of a heavily doped substrate, which has a lower thermal conductivity (chapter 4).

- By measuring die temperature with a band-gap temperature sensor, a DAFLL can be temperature compensated. This resulted in the first integrated TD frequency reference. Realized in a 0.7µm CMOS process, this reference had an output frequency of 1.6MHz and achieved an inaccuracy of ±0.1% from -55ºC to 125ºC after a single room-temperature trim (chapter 5).

- The performance of a TD frequency reference is mainly determined by its electrothermal filter (ETF), which is embedded in a DAFLL. The ETF’s accuracy is a function of lithographic inaccuracy, which improves with CMOS scaling. Scaling the ETF dimensions also enables trade-offs regarding the accuracy, power consumption, output frequency and jitter of a TD frequency reference (chapter 6).

- By scaling the ETF and adopting a more modern CMOS process, a 16MHz scaled TD frequency reference with 45ps (rms) output jitter was implemented in a 0.16µm CMOS process. Compared to the previous 0.7µm realization, its output frequency is 10x higher, its power consumption is 3.7x lower, its area is 12x smaller and its output jitter is about 7x lower. The scaled reference maintains the same ±0.1% level of inaccuracy over the military temperature range, thus demonstrating that TD frequency references benefit strongly from CMOS scaling.

- When compared to the state-of-the-art, [7.3] - [7.6], the accuracy of the proposed TD frequency references is better than RC and ring oscillators, while their power consumption is lower and their operating temperature range is wider than LC oscillators.

- The inaccuracy of the proposed TD frequency references is mainly limited by the accuracy of their temperature compensation schemes. State-of-the-art band-gap temperature sensors achieve inaccuracies in the order of 0.1ºC [7.7], which translates into a frequency error of about 0.08% (chapters 5 and 6). This is because the temperature
dependency of these frequency references is linked, via an ETF, to the strongly temperature dependent thermal-diffusivity of silicon, $D$.

7.2 Future Work

The TD frequency references proposed in this work could be further improved by means of future work at the system and circuit level. A summary of some possible improvements will be provided next.

Silicon-based electrothermal filters (ETFs) exhibit temperature drifts of about 0.3%/°C, which, together with the current accuracy of state-of-the-art temperature sensors, limits the frequency inaccuracy of TD references to about 0.1% [7.8] - [7.10]. Another material present in IC processes is silicon-dioxide, whose temperature dependence is about two orders of magnitude less than that of silicon [7.11][3.11][7.12]. Perhaps the thermal path of an ETF could be partially or completely made in silicon-dioxide. This would reduce its temperature dependency and hence relax the requirements on the TD reference’s temperature compensation scheme.

Another way to improve the accuracy of the proposed TD frequency references is by using a different trimming strategy. So far, this has been based on a cost-effective, single room-temperature trim. However, significant improvement can be expected if multi-point trimming is applied. It should be noted that the trimming resolution of the scaled TD frequency reference presented in chapter 6 is limited to about 200ppm by its 8-bit DCO. Thus an improved DCO is required if multi-point trimming is to be applied. As discussed in chapters 4 and 6, the DCO needs to have sufficient tuning range to compensate for process spread and supply and temperature variations. In order to achieve both wide tuning range and fine resolution, a sigma-delta DAC can be combined with an oscillator to make a sigma-delta DCO [7.13].

Another way of improving the performance of the proposed TD frequency references is to reduce their output jitter. This is mainly due to the ETF’s thermal noise, which could be further reduced and its output signal increased by reducing its dimensions. This can be easily done by realizing the entire TD frequency reference in a CMOS process with smaller feature sizes. Furthermore, a system-level modification could be applied to the DAFLL. The DCO jitter is currently suppressed by a first-order high-pass filter (see chapter 3). Using a second-order filter would result in better jitter suppression. Another limiting factor is the jitter of the DCO (chapter 6), which was based on a relaxation oscillator. Since a DAFLL can, in principle, utilize any type of DCO, lower jitter can be achieved by using oscillator types with lower inherent jitter, such as ring or LC oscillators.
Conclusions and Outlook

Ultimately, the application of the above-mentioned improvements into the design of the future standard CMOS thermal-diffusivity-based frequency references, should allow them to achieve inaccuracies in order of 50ppm, with lower power and jitter levels as well as wider temperature ranges compared to the LC oscillators.

7.3 References
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Appendix

Time-Domain Modeling of an Electrothermal DAFLL

This appendix provides a time-domain modeling method for the digitally-assisted electrothermal frequency-locked loop (DAFLL). A set of basic Matlab codes have been developed, which can be used in further simulations of various time-domain effects in the behavior of a DAFLL. The electrothermal filter (ETF) of the loop realizes part of its signal chain in the thermal-domain. It will be shown how the analogy between the thermal and electrical domains can be used to develop a network of resistors and capacitors that reproduce the ETF characteristic. This network can be embedded in the time-domain model of the loop, which is in principle an analog mixed-mode system, with continuous-time and discrete-time functions. These can be modeled with the behavioral simulation techniques used for data converters [A.1].

A.1 Time-Domain Simulation of an ETF

Chapter 3 provided an analytical modeling of the ETF based on its thermal impedance (see sections 3.3 and 3.4). This model mainly describes the frequency-domain characteristics of an ETF by means of numerical
calculations, which are rather difficult to use in time-domain simulations. It should be noted that the thermal-impedance model has been extensively used in determining the various sensitivity functions that relate the DAFL performance to various error sources.

A simpler method for the time-domain modeling of an ETF is to match the frequency-domain response of a low-pass filter, e.g. a network of $R$ and $C$ elements (electrical-domain resistors and capacitors), to that of the ETF. This method was previously used in the development of a wind sensor that incorporated electrothermal filters [A.2]. The step response measured for the wind sensor was fitted to that of a Foster network of 20 parallel RC segments (see Figure A.1). Here, the wind sensor model has been adopted and its RC values have been modified to map its phase, amplitude and step response to that of the ETF, as predicted by the thermal-impedance model (see Figure 3.16). The resulting $R$ and $C$ values are reported in Table 3.2.

The Foster network shown in Figure A.1 is excited by the square-wave current sources with amplitude $P$ (ETF heater power). This current (power dissipation) results in an AC voltage (AC temperature variations) at the output of the network (thermopile output). This output is denoted by $\Delta T$, and is the difference between the voltages (temperatures) $T_1$ and $T_2$, which represent the hot and cold junction temperatures of the thermopile, respectively:

$$\Delta T = T_1 - T_2.$$  \hspace{1cm} (A.1)

Using superpositioning, $\Delta T$ can be written as a function of each RC segment’s voltage (temperature):
A.1 Time-Domain Simulation of an ETF

\[ \Delta T = \sum_{i=1}^{17} T_{RC\_i} - \sum_{j=18}^{20} T_{RC\_j}. \] (A.2)

The goal is to calculate the \( \Delta T \) (thermopile output) in the time-domain using the \( P, R_i \) and \( C_i \) values, and the heater excitation frequency. Simulations were carried out in Matlab [A.3], where numbers are mainly stored and processed in vectors with an integer number of elements. This means that the time-domain simulations can be done at a limited number of instances, which introduces quantization in time. As a result, a minimum time-step of \( \Delta t \) can be defined as the time space between every two calculation instances of ETF output.

In order to calculate \( T_{RC\_i} \) for each segment in equation (A.2), the step response of a single RC element (shown in Figure A.2) was considered. The voltage (temperature) across this parallel RC segment, denoted by \( T_{RC}(t) \), when excited by a step current source \( i(t) = P \cdot u(t) \) is:

\[ T_{RC}(t) = P \cdot R \cdot (1 - e^{-t/\tau}). \] (A.3)

where \( \tau = R \cdot C \).

As shown in Figure A.2, \( T_{RC}(t) \) was calculated at discrete-time instances, each \( \Delta t \) seconds apart. The goal was to derive a generic equation for \( T_{RC}(t) \) that can be plugged into a generic Matlab code for calculation of ETF output signal at discrete-time instances. To do so, parameter \( t \) can be expanded into a discrete equation:

\[ t = t_0 + n \cdot \Delta t. \] (A.4)

Figure. A.2. Discrete-time values of an RC segment step response.
with $t_0$ as an initial moment of time and $n$ as an integer. In the next step, $T_{RC}(t)$ should be calculated at two consecutive instances: $t_0$ and $t_0 + \Delta t$ (see Figure A.2). This allows $T_{RC}(t_0 + \Delta t)$ to be derived as a function of $T_{RC}(t_0)$, which enables the compilation of a generic discrete-time equation for $T_{RC}(n)$. Using (A.3):

$$T_{RC}(t_0 + \Delta t) = P \cdot R \cdot (1 - e^{-\frac{(t_0 + \Delta t)}{\tau}}).$$  \hfill (A.5)

which can be modified by adding and subtracting an extra term:

$$T_{RC}(t_0 + \Delta t) = P \cdot R \cdot (1 - e^{-\frac{(t_0 + \Delta t)}{\tau}}) + P \cdot R \cdot e^{-\frac{\Delta t}{\tau}} - P \cdot R \cdot e^{-\frac{\Delta t}{\tau}}$$  \hfill (A.6)

By re-arranging:

$$T_{RC}(t_0 + \Delta t) = P \cdot R \cdot (1 - e^{-\frac{t_0}{\tau}}) \cdot e^{-\frac{\Delta t}{\tau}} + P \cdot R \cdot (1 - e^{-\frac{-\Delta t}{\tau}}).$$ \hfill (A.7)

The first term on the right hand side of (A.7) is equal to $T_{RC}(t_0)$ and thus:

$$T_{RC}(t_0 + \Delta t) = T_{RC}(t_0) \cdot e^{-\frac{\Delta t}{\tau}} + P \cdot R \cdot (1 - e^{-\frac{-\Delta t}{\tau}}).$$ \hfill (A.8)

Using (A.4), (A.8) can be expanded into an equation for discrete samples $n = 1, 2, 3, ...$:

$$T_{RC}(n) = T_{RC}(n-1) \cdot exv + P \cdot R \cdot (1 - exv).$$ \hfill (A.9)

where:

$$exv = e^{-\frac{-\Delta t}{\tau}}.$$ \hfill (A.10)

Within a complete period of the ETF heater drive defined by $T_{drive} = 1/f_{drive}$, a total number of $n_p$ discrete time instances can be considered (see Figure A.3). With this assumption, the value of $\Delta t$ can be calculated as:

$$\Delta t = \frac{T_{drive}}{n_p}.$$ \hfill (A.11)

Furthermore, the heater drive signal $P(n)$ can be written as:
Figure A.3. An illustration of the ETF continuous and discrete-time input and output waveforms, and matrixes that could be programmed in Matlab to hold the discrete-time values.

\[
P(n) = \begin{cases} 
P & \text{for } 1 \leq n < \frac{n_p}{2} \\ 
-P & \text{for } \frac{n_p}{2} \leq n < n_p 
\end{cases} \quad (A.12)
\]

where \( +P \) and \( -P \) result in a differential thermopile output signal (see Figure 3.7 and Figure 3.8 for differential thermopile structures).

Using (A.2), (A.9), and (A.10), a generic equation can be developed, which calculates the ETF output signal within a period of the heater drive:

\[
\Delta T(n) = \sum_{i=1}^{17} T_{RC, i} (n-1) \cdot \text{exv}_i + P(n) \cdot R_i \cdot (1-\text{exv}_i) - \sum_{j=18}^{20} T_{RC, j} (n-1) \cdot \text{exv}_j + P(n) \cdot R_j \cdot (1-\text{exv}_j)
\]

(A.13)

where:

\[
\text{exv}_k = \frac{n_p}{R_k \cdot C_k} \quad (A.14)
\]
The RC values reported in Table 3.2 for the ETF model can be loaded into matrixes to be used in a generic Matlab code that calculates the ETF output for a period of the heater drive:

\[
\begin{align*}
R &= [R_1 \ R_2 \ R_3 \ \ldots \ R_{17} \ R_{18} \ R_{19} \ R_{20}] \\
C &= [C_1 \ C_2 \ C_3 \ \ldots \ C_{17} \ C_{18} \ C_{19} \ C_{20}]^T
\end{align*}
\]  
(A.15)

The result is the following Matlab code that can be extended to any number of periods by extending the vectors that define the heater drive input:

```matlab
tau = R.*C; % time constant vector
np = 100; % number of points per heater drive period
drive = 100e3; % heater drive frequency = 100kHz in this case
Tdrive = 1/drive; % heater drive period
delta_t = Tdrive/np; % time step
power = 2.5e-3; % heater power = 2.5mW in this case
P(1:np/2)=power; % first half period of heater drive
P(np/2+1:np)=-power; % second half period of heater drive
s_tp = 24*0.5e-3; % number of thermocouples times Seebeck coefficient of one
pol(1:17)=1; % summation polarity for hot junction side of network
pol(18:20)=-1; % summation polarity for cold junction side of network
exv = exp(-delta_t./tau); % realization of exv_k in equation A.14
d(1:20,1) = 0;
for i=2:length(P);
    d(:,i) = d(:,(i-1)) .* exv + P(i)*R.*(1-exv); % realization of sigma functions in A.13
    V_ETF(i) = pol*d(:,i)*s_tp; % translation to voltage and summation
end;
end;
end;
```

Simulation results for the ETF output signal based on this code, and within a few periods of the heater drive at 100 kHz, and at two levels of the heater power are shown in Figure 3.35. This code will be embedded into another code that builds the complete time-domain model of the DAFLL. This will be discussed in the following section.

A.2 Time-Domain Simulation of the DAFLL

The DAFLL system architecture was described in chapter 4, as depicted by the block-diagram of the loop shown in Figure 4.25. This loop includes a phase-domain ΔΣ modulator (PDΔΣM), a 12-bit digitally-controlled oscillator (DCO), and a digital integrator. The block-diagram that formed the basis on which the Matlab model of the loop was developed is shown in Figure A.4.
A.2 Time-Domain Simulation of the DAFLL

The output of the RC network representing ETF is fed to the PDΔΣM, where it is multiplied by the output of a phase DAC. The result is integrated by the continuous-time integrator of the modulator, $V_{\text{integ\_PDSD}}$, which drives the quantizer. The PDΔΣM, the DAFLL’s digital integrator, and the DAC driving the VCO, are sampled at frequency $f_s$. The DAC has a total number of bits = $N_{\text{DAC}}$ and a reference voltage = $V_{\text{ref}}$. The VCO has a voltage-to-frequency gain = $K_{\text{VCO}}$. The output frequency of the VCO updates a parameter in the loop: $f_{VCO}$, from which $f_{\text{drive}}$ of ETF and $f_s$ are extracted.

Matlab is a discrete-time environment in which the values of various signals in the loop can be processed and stored in vectors. The loop is simulated for a limited number of sampling periods = $N_{\text{sample}}$. Each sampling period includes an integer number of ETF heater drive periods = $2 \times N_{fs}$, where $N_{fs}$ represents the number of half-periods. Per half-period of ETF drive signal, there are a limited number of time instances = $N_{\text{points}}$. The continuous analog signals within the loop, e.g. the ETF output, $V_{\text{ETF}}$, and $V_{\text{integ\_PDSD}}$, are only calculated within these time instances. Therefore, the time interval among each two calculation points, denoted by $\Delta t$, is the smallest time interval in the calculations. In every simulation run of DAFLL, the total number of calculation points is equal to:

$$N_{\text{total}} = N_{\text{sample}} \times \frac{2 \times N_{fs}}{N_{\text{points}}}$$

(A.16)

The minimum time interval $\Delta t$ of the loop is updated every time the DCO output frequency is updated. The value of $\Delta t$ remains the same (for the calculation of the intermediate points) until the next sampling moment of the

![Figure. A.4. Block-diagram of DAFLL used for Matlab simulations.](image-url)
loop, when the DCO frequency is updated. Considering a division by 16 between \(f_{\text{VCO}}\) and \(f_{\text{drive}}\) (see Figure A.4), the value of \(\Delta t\) can be calculated from:

\[
\Delta t = \frac{1}{16 \cdot f_{\text{VCO}} \cdot 2 \cdot N_{\text{points}}}
\]  

(A.17)

All the periodic signals within the loop can be defined in matrixes with an integer number of elements. For instance: \(f_{\text{drive}}\), the signal that drives the ETF heater, can be defined by a vector with an \(N_{\text{total}}\) number of elements [see (A.16)]. In this vector, the value of elements toggle periodically between +\(P\) and −\(P\) (\(P\) is the heater power) at every \(N_{\text{points}}\) element. The phase DAC reference signals can also be defined in the same way. These are equivalent to the \(f_{\text{drive}}\) vector, with the difference being that their elements toggle between +1 and -1. The lead and lag phase shifts of the phase DAC references, in reference to \(f_{\text{drive}}\), can be simply implemented by shifting the vector elements forwards and backwards (see Figure A.5) by a total number of:

\[
N_{\text{shift}} = 2 \cdot N_{\text{points}} \cdot \frac{\text{phase}_{\text{- ref}}}{360}.
\]  

(A.18)

where \(\text{phase}_{\text{- ref}}\) can for instance be equal to ±45°.

Once the signals in the DAFLL system block diagram are pre-defined, an algorithm (see Figure A.6) can be defined that runs for the total number of samples and calculates the intermediate points for the internal signals.

![Figure A.5. Some of discrete-time instances within DAFLL continuous time signals, and the time interval \(\Delta t\) between them.](image)
This algorithm involves three loops. The most inner loop runs per half-period of the ETF heater drive signal. This is a for loop in Matlab that runs for \( N_{\text{points}} \). Within this loop, the ETF output signal \( V_{\text{ETF}}(n) \), and the result of its multiplication with the phase DAC output, \( V_{\text{ETF, dem}}(n) \), are calculated. Furthermore, this loop calculates the PD\(\Delta\Sigma\)M's integrator output, \( V_{\text{integ_PDSD}} \). Consequently, the integrator's continuous-time output signal is calculated every time one of the intermediate ETF output signal points is calculated. This reproduces the continuous-time integrator's signal in an over-sampled fashion in regard to the modulator's sampling frequency.

An ideal continuous-time integrator has a frequency-domain transfer:

\[
H(s) = \frac{\omega_0}{s}.
\] (A.19)

in which \( \omega_0 \) is its unity-gain frequency [Figure A.7(a)], i.e. the frequency at which the amplitude response of the integrator reaches the 0dB gain point. In the time-domain, the output of such integrator will be a ramp in response to a unit step input [Figure A.7(b)]. After \( \Delta t \) seconds the integrator output growth (from zero initial condition) is:

\[
\Delta V_{\text{out}}(\Delta t) = \omega_0 \cdot \Delta t.
\] (A.20)

In the discrete time simulation environment of Matlab, a calculation of the continuous-time integrator output at the \( i \)th discrete sample can be written as:

\[
V_{\text{out}}(i) = V_{\text{out}}(i-1) + v_{\text{in}}(i) \cdot \omega_0 \cdot \Delta t.
\] (A.21)

For the DAFLL, \( \Delta t \) can be calculated from (A.17).

The intermediate loop of the DAFLL algorithm (see Figure A.6) runs for the \( f_{\text{drive}} \) half periods within one sampling period of the loop. Therefore, the loop runs for \( 2 \cdot N_{\text{fs}} \) times between every two samples. The most outer loop runs for the total number of samples \( N_{\text{sample}} \). Within this loop, the PD\(\Delta\Sigma\)M quantizer and the phase DAC outputs are updated. Also within the same loop, the bitstream of the modulator, \( Y \) (see Figure A.4), is compared with the DAFLL phase reference, \( \text{ref} \). This is a consecutive set of one's and zero's at a rate of \( f_s/2 \) and represents a 90° phase shift in the ETF (for \( \text{phase_ref} \) values of ±45). The result of this comparison is integrated by the digital integrator, whose output then updates the DAC input every time the outer loop runs. This then changes the VCO output frequency, \( f_{\text{VCO}} \), which updates \( f_{\text{drive}} \) and \( \Delta t \) eventually.

---
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Figure A.6. The DAFL time-domain calculation algorithm.
A.2 Time-Domain Simulation of the DAFLL

Based on the proposed algorithm a Matlab code can be devised which forms the basis for the time-domain simulations of the DAFLL shown in Figure A.4. This code can be further expanded for the addition of non-idealities or the study of loop dynamics in the time domain. A few simulation results, such as the loop startup and step response, as well as the output spectrum of the PDΔΣM and digital integrator, were shown in chapter 4 and in Figure 4.26 and Figure 4.27. The generic Matlab code that implements the proposed algorithm is as follows:

```matlab
% Initial definitions
s_tp = 24*0.5e-3; % Thermopile sensitivity
kvco = 0.9e6; % VCO sensitivity [Hz/V]
Nsample = 8192; % Number of samples of the loop
Nfs = 2; % Number of ETF drive periods per sample
Nperiods = 2*Nfs*Nsample; % Number of half periods of ETF drive to be simulated
Npoints = 24; % Number of intermediate points in every half period of fdrive
f = 100e3;T = 1/f; % Initial condition for ETF drive frequency
fvco = f*ones(1,Nsample); % Define a vector that holds fVCO values
vco_in = zeros(1,Nsample); % Define a vector holding VCO input signal
fs = f/Nfs; % Sampling frequency of DAFLL
fT = 300e3; % 0-dB frequency of the continuous-time integrator [Hz]
NDAC=12;Vref=4; % DAC definition
demHFLead = zeros(1, Nperiods*Npoints); % phase DAC's Lead feedback signal
demHFLag = zeros(1, Nperiods*Npoints); % phase DAC's Lag feedback signal
V_integ_PSD = zeros(1, Nperiods*Npoints); % PDSD's integrator signal
```

Figure A.7. A continuous-time integrator: (a): frequency-domain response; (b): step-response.
y = ones(1,Nsample); % PDSD’s bitstream

% DAFLL reference bit stream (90 degrees phase), and error signal of the loop
yerror = zeros(1,Nsample);
diginteginit = 256; % The initial condition at which the digital integrator starts
integ_dig = diginteginit*ones(1,Nsample); % error signal pre-allocation
ref = zeros(1,Nsample); % DAFLL reference signal
ref(3:2:Nsample)=1; % DAFLL reference signal

% Definition of the ETF drive square-wave
range = 1:2*Npoints:Nperiods*Npoints; % initialization of vectors
fdrive = zeros(1, Nperiods*Npoints); % initialization of vectors
fdrive(range) = 1; % initialization of vectors
cycle = [ones(1,Npoints),zeros(1,Npoints)]; % initialization of vectors
fdrive = filter(cycle,1,fdrive); % initialization of vectors
fdrive = 2*fdrive - 1;
demHFLead = circshift(fdrive, [1 -Npoints/4]); % Definition of the Lead feedback
demHFLag = circshift(fdrive, [1 Npoints/4]); % Definition of the lag feedback
phase_DAC = demHFLead; % Initial phase DAC value

P = 25/(2*1.2e3); % The heater drive power [W]
R = etf_model(:,2); % The vector including ETF’s Foster network resistances
C = etf_model(:,3); % The vector including ETF’s Foster network capacitances
pol(1:17)=1; % polarity of summation for hot junction side of network
pol(18:20)=-1; % polarity of summation for cold junction side of network
tau = R.*C; % Time constant vector
V_ETF = zeros(1,Nperiods*Npoints); % pre allocating thermopile output signal
V_ETF_dem = zeros(1,Nperiods*Npoints); % pre allocating demodulated ETF output
ix = 1;

% Assignment of startup values so that the loop can start working
delta_t = T/(2*Npoints);
exv = exp(-delta_t./tau);
dT((1:20),1) = 0;
% An initial condition for the continuous time integrator’s cut off frequency
omega = 2*pi*fT/fs/(2*Npoints*Nfs);
% The DAFLL loop simulation
% The outer loop runs per loop sample
for sdx = 2:Nsample
    % The mid loop runs per half period of fdrive in one sampling period of sigma-delta
    for jx = 2:2*Nfs+1
% The inner loop runs per intermediate calculation steps
for px = 1:Npoints

% Calculating the ETF output value for the current intermediate point
ix = ix + 1;
ix = min(Npoints*2*Nfs*Nsample,ix);
dT(:,ix) = dT(:,(ix-1)) .*exv + P*fdrive(ix)*R.*(1-exv);
V_ETF(ix) = pol*dT(:,ix)*s_tp;

% multiply ETF output with phase DAC feedback phase
V_ETF_dem(ix) = V_ETF(ix)*phase_DAC(ix);
% phase-domain delta sigma's integrator value evaluation
V_integ_PDSD(ix) = V_integ_PDSD(ix-1) + omega*V_ETF_dem(ix);
end
end

% Quantizer
y(sdx) = sign(V_integ_PDSD(ix));

% Phase DAC
if (y(sdx)==1)
    phase_DAC = demHFLead
else
    phase_DAC = demHFLag
end;

% DAFLL phase summation node: subtraction, error signal generation
yerror(sdx) = ref(sdx)-(((y(sdx)*-1)+1)/2);
integ_dig(sdx) = integ_dig(sdx-1) + yerror(sdx-1);

% Update the DCO DAC value
vco_in(sdx) = 4*(integ_dig(sdx))*(Vref/2^(NDAC-1));

% Update the VCO frequency
fvco(sdx) = max(kvco*vco_in(sdx),100e3);
% Feedback the VCO output to the ETF, i.e. close the DAFLL loop feedback
f = fvco(sdx)/16;
T = 1/f;
fs = f/Nfs;
delta_t = T/(2*Npoints); % update the time stamp of the loop based on latest fVCO
exv = exp(-delta_t/tau);

% Update the PDSD's continuos time integrator cut off frequency
omega1 = 2*pi*fT/fs/(2*Npoints*Nfs);
end
A.3 References


Summary

This thesis investigates the concept of generating accurate on-chip frequencies based on the thermal properties of silicon. The work presented here shows that thermal-diffusivity-based (TD) frequency references are feasible in standard CMOS processes. Furthermore, the possibility of scaling such references into the more modern CMOS processes is studied. The improvements achieved in the performance of the scaled reference show that TD frequency references strongly benefit from process scaling.

A frequency reference is an indispensable part of most electronic systems. In recent years, a lot of effort has been devoted to the replacement of quartz crystal oscillators with integrated solutions. The main motivations have been the reduction in size and cost as well as the increase in reliability of electronic circuits. Chapter 2 provides an overview of the recent developments in the implementation of silicon-based frequency references. In this survey, various types of oscillators including MEMS, RC, LC, ring, and electron-mobility-based are studied. The MEMS and LC oscillators have been commercialized, so far. These references achieve stabilities of < 1ppm and 50ppm, respectively, enabling them to compete with the quartz crystal oscillators.

Apart from some earlier thermal oscillators, the thermal properties of silicon have received much less attention in generation of on-chip frequencies. These concepts are discussed in Chapter 3. In principle, the heat generated in a silicon substrate diffuses at a defined rate which is determined by the thermal diffusivity of silicon, $D$. This forms the basis for the thermal...
delay lines, around which the thermal oscillators are made. A thermal delay line embeds a heater at a distance $s$ from a temperature sensor within a silicon substrate. Its delay is then governed by $D$ and $s$. The former is a stable property of IC-grade silicon, while the latter is defined by lithography. The early thermal oscillators had large levels of output jitter and high levels of power consumption. These were mainly due to heat losses in the substrate, which resulted in very small signals at the output of their temperature sensors.

Chapter 3 further describes how a thermal delay line can be extended into a more complex structure called an electrothermal filter (ETF). An ETF realizes a heater (e.g. a resistor) at a close distance $s$ (less than 25μm) from a relative temperature sensor (e.g. a thermopile), and thus can be realized in standard CMOS processes. This structure behaves like a low-pass filter, whose well-defined phase response is determined by $D$ and its geometry. Measurements on ETFs have shown tolerances in the order of 0.1%. Chapter 3 describes how embedding an ETF into a feedback loop with a narrow noise-bandwidth solves the unacceptable jitter performance of the previous thermal oscillators. Such loop is called an electrothermal frequency-locked loop (FLL). An FLL locks the output frequency of a VCO to the accurate phase shift of the ETF. As a result, this frequency is determined only by the ETF and thus not affected by the VCO’s tolerances and drifts. Earlier implementations of electrothermal FLLs are investigated in chapter 3. Since the output frequency of an FLL follows the same $T^{-1.8}$ temperature dependence of $D$, these FLLs were aimed as accurate temperature-to-frequency converters.

The temperature-dependent output frequency of FLLs showed promising levels of untrimmed device-to-device frequency spread, which was in the order of ±0.25% over the industrial temperature range. Chapter 3 concludes that such levels of inaccuracy imply that a temperature-compensated electrothermal FLL should form a suitable basis for the realization of accurate TD frequency references.

There were challenges associated with the integration of early FLLs. These required large off-chip capacitors in order to implement their narrow noise-bandwidths, making their CMOS integration rather difficult. Therefore, chapter 4 proposes a digitally-assisted electrothermal FLL (DAFLL), in which the narrow noise-bandwidth of the loop is implemented by a digital filter. A DAFLL incorporates a digital phase detector (a phase-domain ΔΣ modulator) that digitizes the phase shift of an ETF, a digital phase reference, a phase summation node, and a digitally-controlled oscillator (DCO). An implementation in a standard 0.7μm CMOS achieved an output frequency with an untrimmed device-to-device spread of ±0.3% ($3\sigma$) from -55°C to
125°C. This level of inaccuracy is comparable to the early FLLs. Furthermore, the output frequency of the loop followed the same $T^{-1.8}$ temperature dependence, associated with the thermal diffusivity of silicon. The DAFLL provided a solution for the integration challenge of electrothermal FLLs and therefore was adopted as the foundation of the TD frequency references proposed in this thesis.

Chapter 5 describes how a TD frequency reference can be realized by temperature-compensating a DAFLL. This was done by measuring the temperature of the die using an on-chip band-gap temperature sensor and injecting the digital temperature information into the loop. The result was the first fully-integrated thermal-diffusivity-based (TD) frequency reference, realized in a standard 0.7μm CMOS process. The reference has an output frequency of 1.6MHz, dissipates 7.8mW, and achieves an absolute inaccuracy of ±0.1% over the military temperature range (-55°C to 125°C) with a single room-temperature trim. Its worst-case temperature coefficient of ±11.2 ppm/°C allows for trimming without temperature stabilization, which simplifies the trimming procedure and thus reduces trimming costs.

Chapter 6 describes the scaling of a TD frequency reference into a more modern CMOS process. The performance of a TD frequency reference is mainly determined by its ETF. The accuracy and phase-frequency characteristic of an ETF are functions of its geometry. Scaling the ETF enables trade-offs regarding the accuracy, power consumption, output frequency and jitter. By scaling the ETF and adopting a more modern CMOS technology, a scaled TD frequency reference was developed in a standard 0.16μm CMOS process. The ETF's critical dimension $s$ (the distance between heater and temperature sensor) was scaled from 24μm to 4.7μm, which results in 5.5x more SNR and allows for a 10x higher frequency. The improved lithographic accuracy of the 0.16μm process (compared to the previous 0.7μm process) maintains its accuracy. The resulting scaled TD frequency reference has an output frequency of 16MHz (10x higher compared to previous work), occupies an area of 0.5mm² (12x smaller), dissipates 2.1mW (3.7x less), and has an rms output jitter of 45ps (7x less). Measurements on 24 devices show that the reference maintains the ±0.1% level of inaccuracy (from -55°C to 125°C) achieved by the previous work with a single room-temperature trim.
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Dit proefschrift onderzoekt het genereren van op-chip nauwkeurige frequenties gebaseerd op de thermische eigenschappen van silicium. Het hier gepresenteerde werk laat zien dat frequentiereferenties gebaseerd op thermische diffusiviteit (TD) haalbaar zijn in standaard CMOS processen. Bovendien is de mogelijkheid van schaalverkleining van dergelijke referenties in de modernere CMOS processen bestudeerd. De bereikte prestatieverbeteringen van de geschaalde referentie laten zien dat TD frequentiereferenties sterk profiteren van processchaalverkleining.

Een frequentiereferentie is een noodzakelijk deel van de meeste elektronische systemen. Er is in recente jaren veel inspanning gewijd in de vervanging van kwartskristallen met geïntegreerde oplossingen. De belangrijkste motivaties waren de vermindering in grootte en prijs, alsook de betrouwbaarheidsverbetering van elektronische circuits. Hoofdstuk 2 verstrekt een overzicht van de recente ontwikkeling in de realisatie van op silicium gebaseerde frequentiereferenties. Verscheidende types van oscillatoren worden in dit overzicht bestudeerd, inclusief MEMS, RC, LC, ring, en op elektronmobilitéit gebaseerde oscillators. Tot nu toe zijn de MEMS en LC oscillators gecommertialiseerd. Deze referenties bereiken respectievelijk een stabilitéit van <1ppm en <50ppm, waardoor ze de competitie aangaan met kwartskristal oscillatoren.

Behalve enkele eerdere thermische oscillators, hebben de thermische eigenschappen van silicium veel minder aandacht gekregen aangaande het genereren van op-chip frequenties. Deze concepten zijn besproken in
hoofdstuk 3. De warmte, die wordt gegenereerd in een silicium substraat, diffundeert met een gedefinieerde snelheid die wordt bepaald door de thermische diffusiviteit van silicium, $D$. Deze vormt de basis voor de thermische vertragingslijnen, waaromheen thermische oscillatoren worden gemaakt. Een thermische vertragingslijn bestaat uit een warmtebron op een afstand $s$ van een temperatuursensor in een silicium substraat. Zijn vertraging is dan bepaald door $D$ en $s$. De eerste is een stabiele eigenschap van IC-klasse silicium, terwijl de laatste is gedefinieerd door lithografie. De vroege thermische oscillators hadden hoge niveaus van impulspositieruis en hoge niveaus van vermogensverbruik. Deze werden voornamelijk veroorzaakt door warmteverlies in het substraat, welke resulteerde in hele kleine signalen aan de uitgang van hun temperatuursensoren.

Verder beschrijft hoofdstuk 3 hoe een thermische vertragingslijn kan worden uitgebreid tot een complexere structuur, een elektrothermisch filter genoemd (ETF). Een ETF bestaat uit een warmtebron (b.v. een weerstand) op een korte afstand $s$ (minder dan 25μm) van een relatieve temperatuursensor (b.v. een thermozuil) en kan op deze manier worden gerealiseerd in standaard CMOS processen. Deze structuur gedraagt zich als een laagdoorlaatfilter, wiens goed gedefinieerde fase responsie is bepaald door $D$ en zijn geometrie. Metingen aan ETFs hebben tolerantiegrenzen laten zien in de orde van 0.1%. Hoofdstuk 3 beschrijft hoe het gebruik van een ETF in een terugkoppelingsslus met een smalle ruisbandbreedte een oplossing biedt voor de onacceptabele impulspositieruis van de eerdere thermische oscillators. Een dergelijk lus wordt een elektrothermische frequentie vergrendelde lus (FLL) genoemd. Een FLL vergrendelt de uitgangsfrequentie van een spanningsgestuurde oscillator (VCO) met de nauwkeurige faseverschuiving van de ETF. Als een resultaat is deze frequentie alleen bepaald door de ETF en dus niet beïnvloed door de afwijkingen en fluctuaties over tijd van de VCO. Eerdere realisaties van elektrothermische FLLs worden onderzocht in hoofdstuk 3. Omdat de uitgangsfrequentie van een FLL dezelfde $T^{-1.8}$ temperatuurafhankelijkheid van $D$ volgt, waren deze FLLs bedoeld als nauwkeurige temperatuur naar frequentie omzetters.

De temperatuurafhankelijke uitgangsfrequentie van FLLs liet veelbelovende niveaus van onafgeregeld component-tot-component frequentiespreiding zien, deze was in de orde van ±0.25% in het industriële temperatuursbereik. Hoofdstuk 3 concludeert, dat zulke niveaus van onnauwkeurigheid impliceren, dat een temperatuur gecompenseerde elektrothermische FLL een bruikbare basis zou vormen voor de realisatie van nauwkeurige TD frequentie referenties.

Een uitdaging lag in de integratie van vroege FLLs. Deze hadden grote capaciteiten nodig buiten de chip om de smalle ruisbandbreedte the
realiseren, dit maakte hun CMOS integratie erg moeilijk. Hoofdstuk 4 stelt een digital geassisteerde elektrothermische FLL (DAFLL) voor, waarin de smalle ruisbandbreedte van de lus is geïmplementeerd met een digitaal filter. Een DAFLL bevat: een digitale fase detector (een fase-domein \( \Delta \Sigma \) modulator), die de fase verschuiving van een ETF digitaliseert; een digitale fase referentie; een fase opbellingspunt; en een digitaal gecontroleerde oscillator (DCO). Een realisatie in een standaard 0.7\( \mu \)m CMOS proces bereikt een uitgangsfrequentie met een onafgetemperde component tot component spreiding van \( \pm 0.3\% \) (3\( \sigma \)) van -55\( ^\circ \)C tot 125\( ^\circ \)C. Dit niveau van onnauwkeurigheid is vergelijkbaar met de eerdere FLLs. Verder volgt de uitgangsfrequentie van de lus dezelfde \( T^{-1.8} \) temperatuurafhankelijkheid van the thermische diffusiviteit van silicium. De DAFLL biedt een oplossing voor de integratie uitdaging van elektrothermische FLLs en werd daarom aangenomen als het fundament van de in deze thesis voorgestelde TD frequentie referenties.

Hoofdstuk 5 beschrijft hoe een TD frequentie referentie kan worden gerealiseerd door een DAFLL temperatuur te compenseren. Dit werd gedaan door de temperatuur van de chip te meten door gebruik te maken van een op chip band-gap temperatuursensor en de digitale temperatuurinformatie te injecteren in de lus. Het resultaat was de eerste volledig geïntegreerde op thermische diffusiviteit gebaseerde (TD) frequentiereferentie, gerealiseerd in een standaard 0.7\( \mu \)m CMOS proces. De referentie heeft een uitgangsfrequentie van 1.6MHz, verbruikt 7.8mW en bereikt een absolute onnauwkeurigheid van \( \pm 0.1\% \) over het militaire temperatuurbereik (van -55\( ^\circ \)C tot 125\( ^\circ \)C) met een enkele kamertemperatuur afregeling. Zijn slechtst mogelijke temperatuurcoëfficiënt van \( \pm 11.2 \text{ ppm/}^\circ \text{C} \) biedt mogelijkheid voor afregelen zonder temperatuur stabilisatie, dit vereenvoudigt de trimprocedure en verminderd dus trimkosten.

Hoofdstuk 6 beschrijft de schaalverkleining van een TD frequentie referentie in een moderner CMOS process. De prestatie van een TD frequentie referentie is voornamelijk bepaald door zijn ETF. De nauwkeurigheid en fase-frequentie karakteristiek van een ETF zijn functies van zijn geometrie. Schaalverkleining van de ETF maakt afwegingen mogelijk aangaande de nauwkeurigheid, vermogensverbruik, uitgangsfrequentie en impulspositie-ruis. Door schaling van de ETF en het aannemen van een meer moderne CMOS technologie, werd een geschaalde TD frequentiereferentie in een standaard 0.16\( \mu \)m CMOS proces ontwikkeld. De ETF zijn kritische dimensie \( s \) (de afstand tussen warmtebron en temperatuur sensor) werd geschaald van 24\( \mu \)m tot 4.7\( \mu \)m, dit resulteert in 5.5x meer SNR en maakt een 10x hogere frequentie mogelijk. De verbeterde lithografische nauwkeurigheid van het 0.16\( \mu \)m proces (in vergelijking tot het vorige 0.7\( \mu \)m proces) handhaaft zijn nauwkeurigheid. De uiteindelijke
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geschaalde TD frequentie referentie heeft een uitgangsfrequentie van 16MHz (10x hoger in vergelijking tot voorgaande werk), neemt een oppervlak in van 0.5mm² (12x kleiner), verbruikt 2.1mW (3.7x minder), en heeft een rms uitgangsimpulspositieruis van 45ps (7x minder). Metingen aan 24 componenten laten zien dat de referentie het ±0.1% niveau van onnauwkeurigheid handhaaft met een enkele kamer temperatuur trim (van -55°C tot 125°C) behaald door het voorgaande werk.
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