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Abstract—The Yule–Walker (YW) method for autoregressive (AR) estimation uses lagged-product (LP) autocorrelation estimates to compute an AR parametric spectral model. The LP estimates only have a small triangular bias in the estimated autocorrelation function and are asymptotically unbiased. However, using them in finite samples with the YW method for AR estimation can give a strong distortion in the weak parts of the power spectral density. The distortion is shown to be influential in an example without strong spectral peaks. The true biased AR model, which is computed by applying the triangular bias to the true autocorrelation function, has an infinite order. A new objective measure is introduced to determine the smallest sample size for which the unbiased asymptotic theory can be considered as a fair approximation.
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I. INTRODUCTION

TIME series models are a modern and useful perspective for spectral analysis. An excellent tutorial survey of the many time series algorithms that have been developed has been given in [1]. Yule–Walker (YW) equations describe the relation between the \( p \) autoregressive (AR) parameters of an AR(\( p \)) process and the first \( p \) lags of the autocorrelation function. The YW method of AR estimation solves the parameters from the YW equations by substituting them with the lagged-product (LP) estimates for the autocorrelations [1]. The recursive Levinson–Durbin algorithm is an efficient numerical solution of the YW equations [2]. It computes the reflection coefficients for increasing AR orders, which are defined as the negatives of the partial correlation coefficients [1], [3], [4]. The parameters of AR models of arbitrary orders \( q \) can be computed from the first \( q \) reflection coefficients, which, in turn, are completely determined by the first \( q \) lags of the autocorrelation function.

The finite-sample bias of the AR models depends on the estimation method [5]. The bias of the YW method of AR estimation is given by the general terms for all the AR methods, with an additional contribution caused by the triangular bias of the LP autocorrelation estimate [6]. Explicit expressions for the bias of the first two estimated AR parameters have been given. The bias of the second parameter is a rational function of the parameters, which can become large if the poles of the AR polynomial are close to 1 in absolute value.

The variance of the AR estimates has also been studied. The asymptotical theory gives identical results for all the AR estimation methods. Well-known AR estimation methods include the YW method, the method of Burg [7], several least-squares solutions, and the maximum-likelihood method [1]. Asymptotic expressions have been derived for the variance of estimated reflection coefficients for orders of up to the true AR order [8]. Explicit expressions were given for AR processes until order 3, and an efficient recursive procedure can compute the variance for higher order AR processes. Empirical finite-sample approximations for the variance of the estimated parameters depend on the method of AR estimation [4]. The empirical variances can be used in a finite-sample order selection criterion that is adapted to the estimation method. It turned out [4] that the finite-sample selection criterion for the YW estimation method was almost identical with the asymptotic Akaike information criterion (AIC) [9]. Therefore, the YW method did not show the peculiar order selection behavior of many other methods. This may be a reason for the popularity of the YW method if asymptotical criteria are used for the selection of the AR model order.

A detailed theoretical analysis derived the expectations of the squared reflection coefficients of YW estimates in small samples of a white noise signal [10]. They are applicable to the variance of the reflection coefficients of AR processes for all orders higher than the true AR order, which is important for a finite-sample order selection criterion [11]. Both the YW and Burg methods recursively estimate the AR reflection coefficients for increasing AR orders; most other methods estimate the AR parameters. AR models are stable or stationary if all poles are within the unit circle. It has been shown that this is guaranteed if all the reflection coefficients are between \(-1\) and \(+1\). This is explicitly proven for the YW method [12], which has a triangular bias, and for the Burg method without the additional bias [3]. The AR models of these two methods are guaranteed to be always stable.

The triangular bias turned out to be important if a reflection coefficient of any order lower than the true process order \( p \) comes close to \(+1\) or \(-1\). If a true reflection coefficient of order \( m \) that is less than the true order is given by \( 1 - m/N \), where \( N \) is the sample size, the bias in the estimated reflection coefficient of order \( m + 1 \) will be 50% [13]. However, the YW method is still often used in practice. The reassuring property of being asymptotically unbiased, as well as the close agreement between the YW estimation method and the theoretical description of the autocorrelation function of AR models.
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with the YW equations, might be a reason. However, it is a historical misconception that the usual LP estimates for the autocorrelation function are based on the accurate statistical theory [14].

The value of the last parameter of order \( p \) never causes this extra YW bias for an AR(\( p \)) process [15]. The importance of the bias can be related to the condition number of the Toeplitz autocorrelation matrix, which contains only the autocorrelations until order \( p - 1 \). However, the condition number is independent of the number of observations \( N \). Furthermore, the triangular bias of the LP estimates diminishes with \( N \) and asymptotically vanishes. Therefore, no critical value for the condition number can be given. Processes with a high condition number may yield a large bias in finite samples, but, asymptotically, the bias will disappear.

This paper is an extension of a conference proceeding paper [16], with new examples. The expectation of the bias is computed by applying the triangular autocorrelation bias to the true AR parameters from correlations and vice versa. They relate true or estimated AR parameters with true or estimated autocorrelations, respectively.

To obtain a positive semidefinite LP estimator for the autocorrelation function of \( N \) observations \( x_n \), the estimator for lag \( q \) should be biased and is given by

\[
\hat{\rho}_{LP}(q) = \frac{\hat{r}_{LP}(q)}{\hat{r}_{LP}(0)} = \frac{1}{N} \sum_{n=1}^{N-q} x_n x_{n+q}/\frac{1}{N} \sum_{n=1}^{N} x_n^2. \tag{6}
\]

Likewise, the positive semidefinite LP estimator for the autocovariance at lag \( q \) uses the divisor \( N \) for \( N - q \) contributions. This gives the triangular bias \( 1 - q/N \)

\[
E[\hat{r}_{LP}(q)] = E\left[ \frac{1}{N} \sum_{n=1}^{N-q} x_n x_{n+q} \right] = \frac{N-q}{N} r(q) \left( 1 - \frac{|q|}{N} \right). \tag{7}
\]

The bias of the normalized autocorrelation in (6) has some additional terms that arise from the expectation of quotients [14] and the subtraction of the mean value [17].

The theoretical expectation of the influence of the triangular bias on the unbiased values of the AR(\( p \)) model parameters \( \alpha_{i,b} \) can be evaluated by substituting the biased expectations of the autocovariances in the YW relations (5), i.e.,

\[
r(q)[1 - q/N] + a_1 r(q - 1) [1 - (q - 1)/N] + \cdots + a_p r(q - p) [1 - (q - p)/N] = 0, \quad q = 1, \ldots, p. \tag{8}
\]

For negative indexes, symmetry relation \( r(q) = r(-q) \) has been used. The YW method of AR estimation has triangular bias influence \( \hat{a}_{i,b} \), because it substitutes LP estimates (6) in (5) to compute the AR parameters \( \hat{a}_i \) of an AR(\( p \)) model with \( p \) equations, i.e.,

\[
\hat{\rho}_{LP}(q) + \hat{a}_1 \hat{\rho}_{LP}(q - 1) + \cdots + \hat{a}_p \hat{\rho}_{LP}(q - p) = 0, \quad 1 \leq q \leq p. \tag{9}
\]

Extended YW equations for \( q > p \) describe the parametric estimator for the continuation of the autocorrelation function.

The usual accuracy measure for time series models is the squared error of prediction PE. Prediction \( \hat{x}_n \) is obtained by
using the estimated parameters to predict a fresh realization of $x_n$, i.e.,

$$\hat{x}_n = -\hat{a}_1 x_{n-1} - \cdots - \hat{a}_p x_{n-p}. \quad (10)$$

The PE is defined as the long-term average of $(\hat{x}_n - x_n)^2$. Fresh or new data $x_n$ have been generated with the same process equation (1), but they have not been used to estimate the parameters. Both the true and estimated parameter values are known through Monte Carlo simulation experiments. For these particular situations where the true parameters are known, the PE can be computed without generating new data by using an efficient algorithm based on

$$\text{PE} = \frac{\sigma_x^2}{2\pi} \int_{-\pi}^{\pi} \frac{h(\omega)}{|\hat{A}(e^{j\omega})|^2} \, d\omega = \frac{\sigma_x^2}{2\pi} \int_{-\pi}^{\pi} \left| \hat{A}(e^{j\omega}) \right|^2 \, d\omega \quad (11)$$

where $\hat{A}(z)$ is an estimated AR polynomial.

The model error (ME) has been defined for AR models as

$$\text{ME} = \text{ME}(\hat{A}, A) = N \left( \frac{\text{PE} - \sigma_x^2}{\sigma_x^2} \right) \quad (12)$$

by scaling the PE with $\sigma_x^2$ and multiplying with the sample size. The argument of the ME is left out if no confusion is possible. The expectation of the ME for unbiased efficiently estimated AR models of orders $K$, which are greater than or equal to true order $p$, is equal to $K$. The variance of each estimated parameter has a minimal contribution of 1 to the ME expectation. The Cramér–Rao bound for the ME of the estimates of an AR($p$) process is given by $p$, independent of the sample size.

The condition number $\kappa$ of Toeplitz correlation matrix $R$ with elements $r(0) - r(p - 1)$ has been proposed to classify the sensitivity of an AR process to the YW bias [15]. It is defined as

$$\kappa = \|[R]\| \cdot \|[R^{-1}]\| \quad (13)$$

where $\|[ \cdot ]\|$ is some matrix norm, such as the largest singular value. The norm is computed for the expectation of the autocorrelation matrix and is independent of sample size $N$. Therefore, it cannot be a useful accuracy measure for asymptotically unbiased estimates where the bias depends on $N$.

An objective measure for the quality of AR models estimated with the YW method for a given sample size $N$ is found by using the expectations (7) of the covariances with triangular bias to compute the parameters $a_{i,b}$ of the biased AR($p$) model $\hat{A}(z)$ with (8) and, finally, the ME($\hat{A}, A$) with (12). The asymptotical expectation of $\text{ME}(\hat{A}, A)$ is zero, because the bias asymptotically disappears. A critical sample size for which the bias is no longer considered significant is defined to be the $N$ for which $\text{ME}(\hat{A}, A) = p$. This is the sample size where the bias error of the AR($p$) model becomes of the same magnitude as the variance error, which is caused by the efficient estimation of the $p$ parameters of the AR($p$) model. This limit for $\text{ME}(\hat{A}, A)$ seems to be a little arbitrary. However, equal bias and variance contributions are known from the derivation of order selection criterion AIC [9]. Such is an estimator for the Kullback–Leibler index, which is a distance measure between probability density functions. Therefore, this choice has a firm statistical background.

### III. Finite-Sample AR Theory

A number of methods for AR estimation have been described [1]. The method of YW was the first of such methods and is still popular, whereas the method of Burg [7] has good properties, such as guaranteed stability, and is often advised for AR estimation in practice. The two methods use recursive estimates of the reflection coefficients. The asymptotical theory for residual variance $s_q^2$ and prediction error $\text{PE}(q)$ is the same for all estimation methods. The residual variance is most easily expressed as a function of the reflection coefficients. For an AR model of order 0, the expectation of $s_0^2$ is given by $r(0)$, which is the variance of process $x_n$. For any arbitrary order $q$, the residual variance $s_q^2$ is given by

$$s_q^2 = s_0^2 \prod_{i=1}^{q} (1 - k_i^2) \quad (14)$$

where the true or estimated reflection coefficient of order $i$ can be substituted for $k_i$. If true reflection coefficients are used in (14), their value is zero for orders greater than true order $p$, and the residual variance gives the final value $s_q^2 = \sigma_x^2$. For estimated values of $k_i$, the residual variance will keep decreasing above $p$ because of the estimation variance of $k_i$.

An explanation for the strong triangular bias of the YW AR method has been given in [13]. Residual variance $s_q^2$ appears in the denominator of the Levinson–Durbin recursion to compute the reflection coefficient for order $q + 1$ [1], [3]. Suppose that a true $k_q$ has an unbiased value of $1 - 1/N$. A small bias of magnitude $1/N$ would give it the biased value $1 - 2/N$. Substitution of the unbiased and biased values for $k_q$ in (14) gives the approximations $2/N$ and $4/N$ for $(1 - k_q^2)$, respectively. A small bias of magnitude $1/N$ in a reflection coefficient $k_q$ makes a difference of a factor of 2 in residual variance $s_q^2$. The error in $s_q^2$ propagates to all higher AR orders, because the product of (14) is in the denominator of the Levinson–Durbin recursion for the computation of successive reflection coefficients. The triangular bias propagation is always influential if one of the true reflection coefficients of an order lower than true order $p$ is close to unity, with a distance of less than $1/N$. However, for any value $k_q = 1 - \delta$, with a very small $\delta$, the finite-sample influence of the bias will asymptotically disappear, if sample size $N$ is much greater than $1/\delta$.

If order $K$ is at least equal to true order $p$, the asymptotical AR expectations for unbiased models are determined by

$$\text{E} [s_K^2] = \sigma_x^2 \left( 1 - \frac{K}{N} \right), \quad K \geq p \quad (15)$$

$$\text{E} [\text{PE}(K)] = \sigma_x^2 \left( 1 + \frac{K}{N} \right), \quad K \geq p. \quad (16)$$

This result can be applied in practice with reasonable accuracy if order $K$ is less than 0.1$N$. For still higher AR orders, the finite-sample theory gives an improved accuracy [4]. Such
theory is based on approximations of the variance of reflection coefficients estimated from finite samples of a white noise process. The asymptotical variance $1/N$ is replaced by empirical finite-sample variance coefficients. The approximations are given by [4]

$$v_{i,YW} = \frac{N - i}{N(N + 2)}$$

$$v_{i,Burg} = \frac{1}{N + 1 - i}$$

(17)

for the YW and Burg estimates, respectively. YW variances are smaller than the asymptotical value $1/N$ because of the triangular bias in the autocorrelation function. In contrast, Burg variances are greater, because each new Burg reflection coefficient is estimated from a shorter filtered signal.

Above the true order, all true reflection coefficients are zero. Their squared expectation is given by their variance. The finite-sample expressions for the expectations of $s^2_K$ and $\text{PE}(K)$ for the true order and higher can be derived as

$$E_{FS}[s^2_K] = \sigma^2 \prod_{i=1}^{K}(1 - v_{i,.}), \quad K \geq p$$

(18)

$$E_{FS}[\text{PE}(K)] = \sigma^2 \prod_{i=1}^{K}(1 + v_{i,.}), \quad K \geq p.$$  

(19)

By substituting YW or Burg variance coefficients into $v_{i,.}$, the finite-sample results become dependent on the estimation method.

In practice, residual variance $s^2_q$ is known for YW or Burg estimates for all orders $q$, because it has been minimized to compute the AR parameters. However, $\text{PE}(q)$ is not known. A finite-sample approximation uses the known $s^2_q$ to estimate the prediction accuracy in practice with the finite-sample criterion FSC($q$) [4] given by

$$\text{FSC}(q) = \frac{s^2_q \prod_{i=q}^{q} (1 + v_{i,.})}{\prod_{i=q}^{q} (1 - v_{i,.})}.$$  

(20)

This approximation can be computed for $N$ given observations $x_n$. It has a strong relation with the final prediction error [9] and may be used for all model orders $q$, independent of the true AR order. The values of $s^2_q$ and FSC($q$) are mainly determined by the true values of the reflection coefficients for model orders less than the true order and by (18) and (19) for higher orders. The expectation of FSC($q$) for higher model orders is given by $E_{FS}[\text{PE}(q)]$. For finite samples, it markedly depends on the estimation method if $q$ is greater than about $N/10$.

IV. YW Method Applied to AR(3) Examples

To demonstrate the bias propagation, an AR(3) example with three equal reflection coefficients has been studied. The triangular bias of (7) is applied to the true autocorrelation function for $N = 50$, and the biased values for the reflection coefficients are found by substituting those biased correlations in (8). As it is hardly illustrative to derive the analytical expressions for this example, numerical values are presented. This example with equal true reflection coefficients has the advantage that the bias for different orders can easily be appreciated. Table I gives true value $k$, the biased reflection coefficients, and the two measures $\text{ME}(\hat{A}, A)$ and $\kappa$. The first reflection coefficient has a bias of magnitude $1/N$ for all the true values of reflection coefficient $k$. However, higher orders $q$ have a bias that is only close to $q/N$ for $k = 0.2$; the strongest bias is found for the highest orders. The rows with $k = 0.9$ and $-0.9$ show that the value $\kappa$ strongly depends on the sign of the reflection coefficients. Finally, true value $k = 0.98 = 1 - 1/N$ already gives a theoretical bias of 50% for the second reflection coefficient $k_2$, and the sign of the third reflection coefficient is inverted.

It is remarkable how the bias propagates to higher orders for values of $k$ that are much smaller than $1 - p/N$, which are rather far from the unit circle. Moderate values of condition number $\kappa$ already lead to strong biases, and low condition numbers do not always guarantee a small bias. The example with $k = 0.8$ demonstrates that the moderate condition number 74.8 can give a significant ME value of 25.8. The demand that $\text{ME}(\hat{A}, A)$ has a value of less than 3 is only met for $k < 0.66$ in this AR(3) example, with $\kappa = 21.1$ being the condition number. Sample size $N$ should be greater than 33 500 to obtain the reduced bias influence $\text{ME}(\hat{A}, A) < 3$ for $k = 0.9$; the theoretical value for the biased $k_3$ would then be 0.896. The variance influence will become really small only for a very high $N$. However, the bias influence is still asymptotically vanishing.

This is also presented in Table II. The values of $k_3(\text{biased})$ and $\text{ME}(\hat{A}, A)$ of the AR(3) model are given for increasing $N$. Due to the multiplication in the ME with the sample size in (12), the influence of the bias increases for $N$ less than 200. In the example with three equal true reflection coefficients, it proportionally decreases to $1/N$ for $N$ greater than about 25 000.

The model accuracy can be determined for the estimated models of increasing orders. Software for estimating many AR models and automatically selecting the best model order is available [18]. Fig. 1 shows the results for an AR(3) example with equal true reflection coefficients of 0.6, where the bias is not influential. Both the YW and Burg AR estimates are shown.

### Table I

| True reflection coefficient $k$ and expectations for the biased reflection coefficients for an AR(3) process generated with three equal true reflection coefficients $k$. The ME of the biased AR(3) model, as computed with (8), and condition number $\kappa$ are given for $N = 50$ and for different values of the true $k$. |
|---|---|---|---|---|---|
| $k$ | $k_1$ | $k_2$ | $k_3$ | $\text{ME}(\hat{A}, A)$ | $\kappa$ |
| 0.2 | 0.196 | 0.192 | 0.187 | 0.02 | 1.9 |
| -0.4 | -0.392 | -0.381 | -0.363 | 0.11 | 3.7 |
| 0.6 | 0.588 | 0.564 | 0.501 | 1.27 | 13.2 |
| -0.7 | -0.686 | -0.647 | -0.514 | 4.36 | 16.3 |
| 0.8 | 0.784 | 0.718 | 0.430 | 25.8 | 74.8 |
| -0.9 | -0.882 | -0.738 | -0.063 | 224.9 | 150.2 |
| 0.9 | 0.882 | 0.741 | 0.072 | 226.7 | 364.5 |
| 0.98 | 0.960 | 0.485 | -0.276 | 6771.7 | 10775.1 |
The expected best AR model order for Burg models is true order 7. The best AR order to be selected with the AIC [9] for estimates with the YW method can theoretically be computed. The reduction of the residual variance is given by (14) and can be used in the AIC. The best order that can be selected for estimated YW models would become 9 in the true AR(7) example. The AR(8) model of only one order higher would be the best order for selection with the AIC if the first and second extra true biased reflection coefficients would be greater and smaller than $1/\sqrt{N}$, respectively. The AR(9) model of two orders higher is the best if the last reflection coefficient is greater than $1/\sqrt{N}$ and the expected sum of squares of the last two biased reflection coefficients is greater than $2/N$. In this example with $N = 100$, their sum of squares is 0.039 and fulfills this requirement.

The theoretical optimal order of the biased model becomes higher than the true order due to the triangular bias. However, the differences are small, and the comparison between the true and true biased models is made here for the AR(7) model. The ME($\hat{A}(\hat{A})$) is 117.4 for this example, with $\hat{A}(z)$ and $\hat{A}(z)$ being the triangularly biased polynomial of (8) and the true AR(7) polynomial, respectively. Condition number $\kappa$ is 14547. The AR(7) example would require 125,000 observations before the condition ME($\hat{A}(\hat{A})$) = 7 is met.

The AR(7) example can be characterized by its poles, which are shown in Fig. 2. The true complex conjugated poles have radii of 0.953, 0.940, and 0.936. All the biased complex poles are located much further away from the unit circle, with radii of 0.886, 0.859, and 0.858. The complex estimated Burg poles have radii of 0.960, 0.942, and 0.935, which are much closer to the true radius.
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Fig. 2. Poles of the true AR(7) process, the biased AR(7) expectation for the YW method, and the estimated AR(7) model of the Burg method; the triangular AR(7) bias is computed for $N = 100$.

In addition, the angles of the poles are shifted, which will cause a shift in the frequencies of the spectral peaks. The large displacement of the biased pole on the real axis will give a biased spectrum, which is much too high at high frequencies.

The accuracy of the estimated AR models of different orders is shown in Fig. 3. The estimated model accuracy of the Burg method is close to the theoretical white noise expectation for orders of 7 and higher. Lower order models have a larger ME value, because not all truly nonzero parameters are included. The Burg models of orders higher than 6 have only a very small bias. The influence of the additional triangular bias on the YW estimates is very great. It is seen that the accuracy may still become somewhat better for orders higher than 7; theoretically, the best order should be 9 for estimates with triangular bias. However, the general shape of the YW model accuracy looks like the theoretical shape of unbiased models, with the same tendency to become flattened at very high orders. Order selection between the YW candidates cannot select an accurate model with a small prediction error, because all YW models are poor in Fig. 3. The bias propagates to all higher order models. AR models estimated with the Burg method are much better.

The estimated spectra of the Burg and YW method are compared with the true spectrum and the expectation of the biased spectrum in Fig. 4 on a logarithmic scale. According to Parseval’s theorem, the small triangular bias in the autocorrelation can only cause a small bias in the spectrum, because the sum of the squared differences is equal in both the time and frequency domains. However, the same difference can become very significant in the logarithmic presentation of the power spectral density. The shift of the real pole to the left in Fig. 2 causes the distortion of the YW estimates at higher frequencies. The shift of the complex poles away from the unit circle makes the three spectral peaks less strong for the YW estimates. The Burg estimates are a close approximation to the true spectrum, whereas the YW estimates approximate the biased true spectrum. The YW estimate of AR order $N - 1$ approximately gives the periodogram as a spectral estimate. Its accuracy can be found in Fig. 3 at the highest model order. The periodogram suffers from the same triangular bias. Hence, it will globally follow the biased spectrum in Fig. 4. However, the variations around the true curve will be much greater. As shown in Fig. 3, YW models of all higher orders have the bias error that was already present in the YW estimate of true order 7.

The average model qualities, i.e., the MEs, of the YW and Burg estimates, both with selected AR orders, have been determined in 1 000 simulation runs, with 100 observations...
each. The average ME for YW was 102.3, and the ME value for Burg was 10.7. The quality of the estimated Burg models with the automatically selected model orders of the ARMASel program [18] is rather close to the Cramér–Rao lower bound 7 for the ME of an AR(7) process. This average includes the uncertainty of order selection; the average quality of the AR(7) Burg models without selection of the order was 8.8.

Not all processes with poles close to the unit circle are very sensitive to the triangular bias of the YW method. As an example, consider an AR(7) process with the first six true parameters zero and $\alpha_7$ having a value of 0.7. All seven poles would then have equal radii of 0.95. The triangular bias moves them all to 0.94 for $N = 100$ at almost the same angles as the true AR(7) process. The poles of this second example are as close to the unit circle as the poles shown in Fig. 2. However, the influence of the bias is very much smaller now, with $\text{ME}(\hat{A}, A)$ equal to 0.47 and condition number $\kappa = 5.7$.

VI. Concluding Remark

Biased LP autocorrelation estimates are used in the YW method of AR parameter estimation. The small triangular autocorrelation bias can cause a significant bias of the AR parameters and its logarithmic spectrum in finite samples.

The ME is introduced as an objective measure for quantifying the statistical significance of the triangular bias. It determines the smallest sample size where bias properties can be considered as asymptotic, because the influence of the bias becomes smaller than the inevitable inaccuracy due to the estimation variance.

The triangular bias modifies the true order to $\infty$ for all AR($p$) processes estimated with the YW method. The best approximating model order may become higher than true order $p$ and depend on the sample size. Both the locations and the height of spectral peaks may be considerably changed by the YW bias.

The AR model estimated with the Burg method do not have such problems and are preferred.
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